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ABSTRACT

The modified log-wake law, which was developed for turbulent boundary layers and pipe flows, is extended to turbulent flows in open-channels. Turbulent velocity profiles in open-channels can be approximated with three components: (1) the law of the wall that results from the constant bed shear stress; (2) the law of the wake that reflects the effects of gravity, secondary currents and bed roughness; and (3) the cubic correction near the maximum velocity. A procedure to determine the four model parameters from velocity measurements while keeping $\kappa = 0.41$ is presented. The modified log-wake law compares very well with experimental data from Coleman, Lyn, Kironoto and Graf and Sarma et al. It also replicates the measured velocity profiles of the Mississippi River. In particular, it can well fit the velocity dip phenomenon in open-channels where the conventional log-wake law fails.
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NOMENCLATURE

\begin{itemize}
  \item $a, b, c$ fitting parameters of the parabolic law
  \item $B$ additive constant of the log law
  \item $Fr$ Froude number
  \item $h$ flow depth
  \item $k_s$ Nikuradse roughness height
  \item $Re$ Reynolds number
  \item $y$ distance from the bed
  \item $y_i$ discrete distance from the bed
  \item $y_0$ zero-velocity position over rough bed
  \item $p$ MatLab fitting parameter
  \item $S$ channel slope
  \item $T$ Temperature
  \item $U$ vertical average velocity
  \item $u$ time-averaged velocity at a distance $y$
  \item $u_i$ time-averaged velocity at a distance $y_i$
  \item $u_{max}$ maximum velocity at $y = \delta$
  \item $u^*$ shear velocity
  \item $W$ channel width
  \item $\delta$ dip distance from the bed
  \item $\kappa$ von Karman constant
  \item $\nu$ kinematic viscosity of water
  \item $\Pi$ Coles wake strength
  \item $\xi$ normalized distance, $\xi = y/\delta$
\end{itemize}

1. INTRODUCTION

Field measurements showed that most natural river flows are three-dimensional due to the presence of large-scale free-surface secondary currents (Nezu, Tominaga and Nakagawa 1993). The measured maximum velocity usually appears below the free surface at a distance of 0.05 to 0.5 of the flow depth (Chow 1959, p.24; Cheng and Gartner 2003; Moramarco et al. 2004), which is called the velocity dip phenomenon. Modeling the dip phenomenon is significant for establishing stage-discharge relationships and for the analysis of resistance to flow and contaminant transport. It is also important to define the relationship between surface and mean flow velocities (Lee and Julien 2006).

Previous studies focused primarily on two-dimensional flows where secondary currents can be neglected and the maximum velocity occurs at the free surface. For such flows, velocity profiles can be approximated by the conventional log law or the log-wake law (Steffler et al. 1985; Nezu and Rodi 1986; Kirkgoz 1989; Cardoso et al. 1989; Kironoto and Graf 1994; Muste and Patel 1997).
By contrast, although the velocity dip phenomenon has been reported for a long time (Leighly 1932), our understanding of it is poor and only a few studies on it can be found in the literature (Sarma et al. 1983, 2000; Chiu and Said 1995; Chiu and Tung 2002; Moramarco et al. 2004; Guo and Julien 2001). The velocity dip phenomenon can hardly be modeled with log-wake velocity profiles because it imposes a velocity increase with distance from the boundary.

Recently, Guo and Julien (2003) and Guo et al. (2005) proposed a modified log-wake law (MLWL) that well represents experimental data in pipes and zero-pressure-gradient (ZPG) boundary layers. Since open-channel flows associated with the dip phenomenon are similar to those in pipes and boundary layers where a zero velocity gradient exists at the maximum velocity, the objective of this paper is to extend the MLWL to open-channels associated with the velocity dip phenomenon.

2. THE MODIFIED LOG-WAKE LAW (MLWL)

According to Guo and Julien (2003) and Guo et al. (2005), the modified log-wake law reads

\[ u = \frac{u_*}{\kappa} \left( \frac{1}{\kappa} \ln \frac{y^*}{v} + B \right) + \frac{2\Pi}{\kappa} \sin \frac{\pi \xi}{2} - \frac{\xi^3}{3\kappa} \]

(1)

where \( u \) = time-averaged velocity in the flow direction, \( u_* \) = shear velocity, \( \kappa \) = von Karman constant, \( v \) = distance from the wall, \( v \) = kinematic viscosity of the fluid, \( B \) = additive constant that relates to the wall roughness, \( \Pi \) = wall strength, and \( \xi \) = normalized distance relative to the dip position \( \delta \). The terms in parentheses are the logarithmic law of the wall; the sine-square term is the law of the wake that expresses the effects of the constant pressure-gradient in pipes or the convective inertia in ZPG boundary layers; and the cubic function forces the log law gradient to be zero at the maximum velocity.

3. TEST WITH FLUME DATA

3.1 DETERMINATION OF THE MODEL PARAMETERS

For convenience, we replace the additive constant \( B \) in Eq. (1) with the maximum velocity \( u_{\text{max}} \), i.e.

\[ \frac{u_{\text{max}} - u}{u_*} = \frac{1}{\kappa} \ln \frac{y^*}{v} + \frac{2\Pi}{\kappa} \sin \frac{\pi \xi}{2} - \frac{\xi^3}{3\kappa} \]

(2)

By convention, we assume \( \kappa = 0.41 \) in this paper, thus leaving four parameters to be determined from a measured velocity profile. We need to know the parameters \( u_{\text{max}}, u_*, \delta \) and \( \Pi \) to plot a profile. Note that \( \delta \) is embedded in \( \xi \).

Since the MLWL reduces to a parabolic law near the maximum velocity (Guo and Julien 2003), we assume

\[ u = \alpha \xi^2 + by + c \]

(3)

for data with \( \xi = y/v > 0.6 \), where \( a, b \) and \( c \) are fitting parameters. Equation (3) gives the dip position at

\[ \delta = -\frac{b}{2a} \]

(4)

and the maximum velocity

\[ u_{\text{max}} = c - \frac{b^2}{4a} \]

(5)

We then normalize the distance \( y \) as \( \xi = y/\delta \). Applying Eq. (2) to data with \( \xi < 0.2 \) gives the law of the wall,

\[ u = \frac{u_*}{\kappa} \ln \xi + Bu_*, \]

(6)

where

\[ Bu_* = u_{\text{max}} - \frac{u_*}{\kappa} \left( 2\Pi - \frac{1}{3} \right) \]

(7)

We can get the shear velocity \( u_* \) from the slope \( u_*/\kappa \) and the wake strength \( \Pi \) from the intercept \( Bu_\). The data sets of Coleman (1986), Lyn (1986), Kironoto and Graf (1994), and Sarma et al. (2000) are used to test the MLWL and the above procedures.

3.2 DATA ANALYSIS

Coleman’s (1986) data are widely used in the literature. The three clear water runs (Runs 1, 21 and 32) are used in this analysis. To illustrate the above procedures, take RUN 1 for an example. The measured velocity profile data and corresponding positions are:

\[ u_i = (0.709, 0.773, 0.823, 0.849, 0.884, 0.927, ..., 0.981, 1.026, 1.054, 1.053, 1.048, 1.039) \]

\[ y_i = (6, 12, 18, 24, 30, 46, 69, 91, 122, 137, ..., 152, 162) \]

where \( u_i \) is in m/s and \( y_i \) in mm. We can see that the dip position is at about \( y = 122 \) mm corresponding to the velocity \( u = 1.054 \) m/s. To accurately locate the maximum velocity, we fit the last 6 data to the parabolic law, Eq. (3), which gives the dip position \( \delta = 132 \) mm from Eq. (4) and the maximum velocity \( u_{\text{max}} = 1.056 \) m/s from Eq. (5). The distance \( y_i \) is then normalized by \( \delta \). The first 4 data satisfy the condition \( \xi = y_i/\delta < 0.2 \) and are used to fit the log law, Eq. (6). The slope \( u_*/\kappa \) and intercept \( Bu_* \) are found to be 0.1024 and 1.0235, respectively. Assuming \( \kappa = 0.41 \), the shear velocity is then \( u_* = 0.042 \) m/s and the wake strength from Eq. (7) is \( \Pi = 0.323 \), which is larger than 0.19 obtained by Coleman (1986). This difference is due to the cubic correction term at the maximum velocity. The experimental and calculated model parameters for the three clear water runs are tabulated in Table 1; and the comparison of the MLWL with the experimental data is plotted in Fig. 1, where Fig. 1a is in rectangular coordinates and Fig. 1b in semilog plot.
Similarly, we list the parameters of experiments of Lyn (1986, 2000) in Table 1, and Kironoto and Graf (1994) as well as Sarma et al. (2000) in Table 2. The corresponding comparisons are shown in Figs. 2, 3 and 4, respectively. All the four data sets confirm the functional structure of the MLWL. However, from Tables 1 and 2, we can see that the wake strength varies between 0 and 0.48. This means a universal wake strength $\Pi$ does not exist in open-channel flows, unlike pipe and ZPG boundary layer flows.

### Table 1- Experimental and calculated parameters of Coleman and Lyn

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>RUN1 RUN21 RUN32 C1 C2 C3 C4</td>
<td></td>
</tr>
<tr>
<td>$S (\times 10^{-3})$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$T (^\circ C)$</td>
<td>21.1</td>
<td>23.8</td>
</tr>
<tr>
<td>$h$ (m)</td>
<td>0.172</td>
<td>0.169</td>
</tr>
<tr>
<td>$U$ (m/s)</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>Re = $4hU/\nu (\times 10^5)$</td>
<td>7.01</td>
<td>7.41</td>
</tr>
<tr>
<td>Fr = $U/(gh)^{1/2}$</td>
<td>0.785</td>
<td>0.792</td>
</tr>
<tr>
<td>$Wh/h$</td>
<td>2.07</td>
<td>2.11</td>
</tr>
<tr>
<td>$\delta$, m, from (4)</td>
<td>0.132</td>
<td>0.126</td>
</tr>
<tr>
<td>$u_{max}$, m/s, from (5)</td>
<td>1.056</td>
<td>1.049</td>
</tr>
<tr>
<td>$ur$, m/s, from (6)</td>
<td>0.042</td>
<td>0.038</td>
</tr>
<tr>
<td>$\Pi$, from (7)</td>
<td>0.323</td>
<td>0.352</td>
</tr>
<tr>
<td>$\delta/h$</td>
<td>0.766</td>
<td>0.745</td>
</tr>
</tbody>
</table>

### Table 2- Experimental and calculated parameters of Kironoto and Graf, and Sarma et al.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>UGA3 UGA5 UGB3 UGB5 A B C D E</td>
<td></td>
</tr>
<tr>
<td>$S (\times 10^{-3})$</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>$T (^\circ C)$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>$h$ (m)</td>
<td>0.285</td>
<td>0.285</td>
</tr>
<tr>
<td>$U$ (m/s)</td>
<td>0.503</td>
<td>0.502</td>
</tr>
<tr>
<td>Re = $4hU/\nu (\times 10^5)$</td>
<td>57.3</td>
<td>57.2</td>
</tr>
<tr>
<td>Fr = $U/(gh)^{1/2}$</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$Wh/h$</td>
<td>2.11</td>
<td>2.11</td>
</tr>
<tr>
<td>$\delta$, m</td>
<td>0.214</td>
<td>0.214</td>
</tr>
<tr>
<td>$u_{max}$, m/s</td>
<td>0.571</td>
<td>0.571</td>
</tr>
<tr>
<td>$ur$, m/s</td>
<td>0.038</td>
<td>0.041</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>0.175</td>
<td>0.114</td>
</tr>
<tr>
<td>$\delta/h$</td>
<td>0.753</td>
<td>0.753</td>
</tr>
</tbody>
</table>

![Fig. 1- Comparison of the MLWL with Coleman’s data set](image-url)
Fig. 2- Comparison of the MLWL with Lyn’s data set

Fig. 3- Comparison of the MLWL with Kironoto and Graf’s data set

Fig. 4- Comparison of the MLWL with Sarma’s data set.
4. APPLICATION TO FIELD MEASUREMENTS

Although a universal value of \( \Pi \) does not exist, the MLWL has a clear application in flow measurements. Given a few sampled velocities, it can provide the vertical average velocity with dip phenomenon. Figure 5 defines the theoretical bed in natural rivers.

![Diagram of theoretical bed in field measurements](image)

Referring to Fig. 5, we can rewrite Eq. (1) as

\[
u = \frac{u}{\kappa} \left[ \ln \frac{y}{y_0} - \frac{1}{3} \frac{(y-y_0)^3}{\delta} \right] + \frac{2\Pi u_*}{\kappa} \frac{\sin{\frac{\pi(y-y_0)}{2\delta}}} \]

in which \( y \) is based on an arbitrary vertical coordinate and \( y_0 \) is the theoretical bed where the velocity \( u \) is zero. Note that the constant \( B \) in Eq. (1) or the maximum velocity \( u_{\text{max}} \) in Eq. (2) has been included in the value \( y_0 \) in Eq. (8). Given measurements \( (y_0, u) \), assuming \( \kappa = 0.41 \), we have four fitting parameters, \( u_*, y_0, \delta \) and \( \Pi \). Let

\[
\begin{align*}
p(1) &= \frac{u_\ast}{\kappa}, \\
p(2) &= y_0, \\
p(3) &= \delta, \\
p(4) &= 2\Pi u_\ast/\kappa
\end{align*}
\]

(9)

the four parameters can be fitted using a nonlinear optimization program. For example, with MatLab the parameters can be found by the following functions:

\[
\text{fun} = \text{inline}('p(1) \ast \log(z./p(2)) - \ldots \\
((z\ast p(2)).\ast(p(3)-p(2))).\ast(3./3) + \ldots \\
p(4)\ast\sin(p(2)\ast(z\ast p(3)/.2\ast(p(3)\ldots \\
p(2))).\ast(2./p(2)));')
\]

\[
p = \text{lsqcurvefit}('fun', [p10 p20 p30 p40], zi, ui);
\]

in which [p10, p20, p30, p40] are initial values of the optimization. The four parameters are then obtained from Eq. (9). Furthermore, we can get the maximum velocity

\[
u_{\text{max}} = \frac{u_*}{\kappa} \left[ \ln \frac{\delta}{y_0} + 2\Pi - \frac{1}{3} \right]
\]

(10)

Integrating Eq. (8) between \( y_0 \) and \( h \) and divided by \( h-y_0 \) gives the vertical average velocity

\[
U = \frac{u_*}{\kappa} \left[ \frac{h}{h-y_0} \ln \frac{h}{y_0} - \frac{\Pi \delta - y_0}{h} \frac{\sin{\frac{\pi(h-y_0)}{\delta}}}{(\delta-y_0)} \right]
\]

(11)

For \( h\ll y_0 \) and \( \delta\ll y_0 \), the above can be simplified as

\[
U = \frac{u_*}{\kappa} \left[ \ln \frac{h}{y_0} - \frac{\Pi}{\delta} \frac{\sin{\frac{\pi h}{\delta}}}{\delta} + \frac{1}{12} \left( \frac{h}{\delta} \right)^3 \right] + \Pi - 1
\]

(12)

Application to a Mississippi River velocity profile measurement: Figure 6 shows a velocity profile measurement on a vertical that is situated at the deepest location in a channel section of the Mississippi River (Chiu and Said 1995; Gordon 1992). Fitting Eq. (8) to the measured data and applying the above MatLab functions, we obtain: \( u_* = 0.121 \text{ m/s}, y_0 = 0.335 \text{ m}, \delta = 22.2 \text{ m}, \) and \( \Pi = -0.018 \). The maximum velocity from Eq. (10) is \( u_{\text{max}} = 1.12 \text{ m/s}, \) and the average velocity is \( U = 0.973 \text{ m/s} \) from Eq. (11) while 0.960 m/s from Eq. (12). The theoretical bed \( y_0 \) relates to the equivalent Nikuradse roughness \( k_s \), given \( k_s = 20 \text{ m} \), which gives \( k_s = 10 \text{ m} \) that is definitely unreasonable and implies bed forms exist. The dip position \( \delta \) is located at about a third of water depth below the free surface. The comparison in Fig. 6 shows excellent agreement between the MLWL and the real velocity distribution measurements.

![Velocity profile in Mississippi River](image)

Note that unlike flume experiments, this field data set shows negative wake strength, which is close to zero and should be considered negligible compared to the values listed in Tables 1 and 2.
5. CONCLUSIONS

The following conclusions can be drawn from the above analysis:

1) The modified log-wake law (MLWL) can be applied to describe turbulent velocity profiles in open-channel flows.

2) Besides the von Karman constant $\kappa = 0.41$, the MLWL includes four additional model parameters: (i) the dip position $\delta$ from the bed; (ii) the bed shear velocity $u^*$; (iii) the wake strength $\Pi$; and (iv) either the integration constant $B$, the maximum velocity $u_{\text{max}}$, or the theoretical bed elevation $y_0$ for rough channels.

3) The MLWL compares very well with flume data from Coleman (1986), Lyn (1986), Kironoto and Graf (1994) and Sarma et al. (2000). In particular, it can well fit the velocity dip phenomenon near the free surface.

4) A procedure of applying the MLWL to field measurements is proposed. The application to a Mississippi River velocity profile measurement shows a good agreement between the MLWL and the field data.

In general, the empirical procedure to determine the four parameters of the modified log-wake law (MLWL) results in excellent profiles compared with laboratory and field measurements. Except for the von Karman constant set at $\kappa = 0.41$, the model does not yield universal values of the four other model parameters for generalized predictive purposes.
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