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Class Notes for Math 918: Homological Conjectures, Instructor Tom Marley 

This course was an overview of what are known as the “Homological Conjectures,” in particular, the Zero 

Divisor Conjecture, the Rigidity Conjecture, the Intersection Conjectures, Bass’ Conjecture, the 

Superheight Conjecture, the Direct Summand Conjecture, the Monomial Conjecture, the Syzygy 

Conjecture, and the big and small Cohen Macaulay Conjectures.  Many of these are shown to imply 

others. 
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Math 918: The Homological Conjectures

Spring Semester 2009

This document contains notes for a course taught by Tom Marley during the 2009 spring semester at
the University of Nebraska-Lincoln. The notes loosely follow the treatment given in Chapters 8 and
9 of Cohen-Macaulay Rings, by W. Bruns and J. Herzog, although many other sources, including
articles and monographs by Peskine, Szpiro, Hochster, Huneke, Griffith, Evans, Lyubeznik, and
Roberts (to name a few), were used. Special thanks to Laura Lynch for putting these notes into
LaTeX. 1
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Introduction

Hochster has written “The existence of non-trivial modules of finite projective dimension is almost entirely due
to the present of regular sequences in the ring.”

As evidence of this, consider the following results:

• Koszul Complex: Let (R,m) be local and x1, ..., xn ∈ m. Then K·(x1, ..., xn;R) is a finite free resolution of
R/(x1, ..., xn) if and only if x1, ..., xn is an R−sequence.

• Auslander-Buchsbaum: Let (R,m) be local, M a finitely generated R−module with pdRM < ∞. Then
depthM + pdRM = depthR. In particular, pdRM ≤ depthR.

• Buchsbaum-Eisenbud: Let R be Noetherian and suppose F· : 0→ Fs
φs−→ Fs−1

φs−1−−−→ · · · → F0 is a complex
of finitely generated free R−modules. For i = 1, ..., s, set ri :=

∑s
j=i(−1)j−i rankFi. Then F· is acyclic if

and only if grade Iri(φi) ≥ i for i = 1, ..., s where if F
φ−→ G is a map of free modules then Ir(φ) is the ideal

in R generated by all r × r minors of any matrix representation of φ.

Theorem 1 (Zero Divisor Conjecture (ZDC), Auslander 1961). Let (R,m) be local and suppose M is a module
of finite projective dimension. Any non-zero-divisor on M is a non-zero-divisor on R.

Definition. Let (R,m) be local, M a finitely generated R−module. Say M is rigid if whenever TorRi (M,N) = 0
for some finitely generated R−module N, then TorRj (M,N) = 0 for all j ≥ i.

Theorem 2 (Rigidity Theorem). Let (R,m) be a regular local ring. Then any finitely generated R−module M is
rigid.

The Rigidity Theorem was proved by Auslander in the unramified case (and in particular for regular local rings
containing a field) in 1961. Lichtenbaum proved the theorem for arbitrary regular local rings in 1966.

Conjecture (Rigidity Conjecture (RC), Auslander). Let (R,m) be local, M a finitely generated R−module with
finite projective dimension. Then M is rigid.

Auslander proved that RC implies ZDC. Unfortunately the RC was shown to be false by an example of R. Heitmann
in 1993 of a non-rigid module of projective dimension 3. However, if one modifies the definition of rigid to force N
to have finite projective dimension as well, the conjecture is still open.

Intersection Theorems

If U, V are subspaces of a finite dimensional vector space W, then dimU ∩V ≥ dimU + dimV − dimW. Similarly,
if X,Y are algebraic varieties in Ank (for k = k), then dimX ∩ Y ≥ dimX + dimY − n. In fact this holds when
X ∩ Y is replaced by any irreducible component of X ∩ Y,: Let X = Z(P ) and Y = Z(Q) where P,Q are primes in
R = k[x1, ..., xn]. Then an irreducible component of X ∩Y is of the form W = Z(J) where J is a prime minimal over
P +Q. Translating this, since dimW = dimR/J = dimR− ht J, dimX = dimR− htP and dimY = dimR− htQ,
we have htJ ≤ htP+htQ. Thus in k[x1, ..., xn], we see ht(P+Q) ≤ htP+htQ for all primes P,Q. This formula does
not hold for arbitrary rings, however. For example, take R = k[x, y, u, v]/(xu−yv) with p = (x, y)R and q = (u, v)R.
Here ht p = ht q = 1 but ht(p+ q) = 3.

Theorem 3 (Serre’s Intersection Theorem, 1961). Let (R,m) be a regular local ring, p, q ∈ SpecR. Then
ht(p+ q) ≤ ht p+ ht q.

Corollary 4. Let (R,m) be a regular local ring, M,N finitely generated R−modules such that λ(M ⊗R N) < ∞.
Then dimM + dimN ≤ dimR.

Proof. Recall
√

AnnRM ⊗R N =
√

AnnRM + AnnRN and λ(M ⊗R N) < ∞ if and only if AnnRM ⊗R N is
m−primary. Thus λ(M ⊗R N) < ∞ if and only if

√
AnnM + AnnN = m which is if and only if λ(R/AnnM ⊗



R/AnnN) < ∞. By taking primes minimal over AnnM and AnnN we can assume M = R/p and N = R/q for
some p, q ∈ SpecR. As p+ q is m−primary, dimR = ht(p+ q) ≤ ht p+ ht q = 2 dimR− dimM − dimN. �

One might try to generalize the corollary by removing the regular local ring assumption. In this case, one could
conjecture that for (R,m) local with pdM < ∞ and λ(M ⊗R N) < ∞ that dimM + dimN ≤ dimR. (This was
conjectured by Peskine and Szpiro and is still open.) From here, we can slightly tweak the conjecture to just having
dimN ≤ depthR− depthM = pdRM.

Theorem 5 (Intersection Conjecture (IC), Peskine-Szpiro 1974, Roberts 1987). Let (R,m) be local, pdRM <∞
and λ(M ⊗R N) <∞. Then dimN ≤ pdRM.

By the above arguments, IC is true for regular local rings. Peskine and Szpiro proved it for local rings of
characteristic p and for a large class of rings of equicharacteristic zero. IC was proved for arbitrary local rings by
Paul Roberts in 1987.

Proposition 6. IC implies ZDC.

Proof. Suppose IC holds. We wish to show that if pdRM < ∞ and p ∈ AssRR, then p ⊆ q for some q ∈ AssRM.

(Then if x is a zerodivisor on R it is also on M). If dimM = 0, done. So assume dimM > 0 and induct on dimM.

Let p ∈ AssR.

Case 1. There exists q ∈ SuppM with q 6= m such that q ⊇ p. Then dimMq < dimM and pdRq Mq <

∞. By induction, there exists q′ ∈ AssRM such that q′Rq ⊇ pRq, which implies q′ ⊇ p.
Case 2. p+AnnM ism−primary. Then λ(R/p⊗RM) <∞ (since

√
AnnR(R/p⊗M) =

√
(p+ AnnRM)

and so dimR/p ≤ pdRM = depthR − depthM. Then depthM ≤ depthR − dimR/p ≤ 0 since
depthR ≤ dimR/p for all p ∈ AssRR (see [BH] Proposition 1.2.13). Thus m ∈ AssM and clearly
p ⊆ m. �

Definition. Let M be a finitely generated R−module. Define gradeM := inf{i ≥ 0|ExtiR(M,R) 6= 0}.

Note that gradeM = depthAnnRM R (see [Mats] Theorem 16.6) and gradeM ≤ pdRM.

Conjecture (Strong Intersection Conjecture (SIC)). Let (R,m) be local, λ(M⊗RN) <∞, pdRM <∞. Then
dimN ≤ gradeM.

One consequence of SIC would be that if λ(M ⊗R N) <∞ and pdRM <∞, then dimM + dimN ≤ dimR. This
holds as dimN ≤ gradeM = depthAnnRM R ≤ ht AnnRM ≤ dimR− dimR/AnnRM = dimR− dimM.

Theorem 7 (Bass’ Conjecture (BC), 1961). Let (R,m) be local and suppose there exists a finitely generated
R−module of finite injective dimension. Then R is Cohen Macaulay.

Proof. In 1972, Peskine and Szpiro showed IC implies BC. We will prove this later in the course. �

Definition. Let R be Noetherian, I an ideal of R. Let

superht(I) = sup{ht(IS)|R→ S is a ring homomorphism, S is Noetherian, IS 6= S}.

Example. Let R = k[x, y]/(xy), I = (x). Then ht I = 0 as I is minimal. For S = R/(y) ∼= k[x], we see ht(IS) = 1.
By Krull’s PIT, ht(IS′) ≤ 1 for all S Noetherian. Thus superht(I) = 1. In general, superht(I) ≤ µR(I) by Krull’s
PIT.

Theorem 8 (Superheight Conjecture (SC), Hochster 1970s). Let (R,m) be local, M a finitely generated
R−module such that pdRM <∞. Then superht(AnnRM) ≤ pdRM.

Proof. We will see below that this is a consequence of the New Intersection Theorem. �



Remark. SC implies KPIT

Proof. Let I = (x1, ..., xn) in S and R = Z[T1, ..., Tn] for Ti variables. For J = (T1, ..., Tn), we see pdRR/J = n.

Then SC gives superht(J) ≤ n. Map φ : R→ S by Ti 7→ xi. Then JS = I and so ht I ≤ superht J ≤ n. �

Proposition 9. SC implies IC

Proof. Let λ(M⊗RN) <∞ and pdRM <∞. Want to show dimN = pdRM. Let I = AnnRN. So dimN = dimR/I.

Then λ(M⊗RN)M∞ if and only if
√

AnnM + AnnN = m which is if and only if λ(M⊗RR/I) <∞ as I = AnnN.
Without loss of generality, we may assume N = R/I. By SC, superht(AnnRM) ≤ pdRM. Consider the map
R→ R/I. We have ht(AnnRM)R/I = dimR/I ≤ superht(AnnRM) ≤ pdRM. �

Theorem 10 (New Intersection Conjecture (NIC), Roberts 1975). Let (R,m) be local and F· : 0 → Fs →
Fs−1 → · · · → F0 → 0 a complex of finitely generated free R−modules. Suppose F· is not exact and λ(Hi(F·)) < ∞
for all i (that is, F· becomes exact when localizing at any prime 6= m). Then s ≥ dimR.

Proposition 11. NIC implies SC

Proof. Let (R,m) be local, pdRM < ∞. Let R → S be a ring homomorphism, S Noetherian. Let Q be a minimal
prime over (AnnRM)S such that htQ = ht(AnnRM)S = ht((AnnRM)S)Q. Let q = φ−1(Q). Then we have a
homomorphism Rq → SQ. Note ((AnnRM)S)Q = (AnnRq Mq)SQ. Thus ht(AnnRq Mq)SQ = ht(AnnRM)S. Also
pdRq Mq ≤ pdRM. Hence we may assume φ : (R,m)→ (S, n) is a homomorphism of local rings and

√
(AnnRM)S =

n. I n particular, ht(AnnRM)S = dimS.

Let F· be a minimal free resolution of M as an R−module. Say F· = 0 → Fr → Fr−1 → · · · → F0 → 0 where
r = pdRM. Let Q ∈ SpecS with Q 6= n and set q = φ−1(q). Since Q 6⊃ (AnnRM)S, q 6⊇ AnnRM and thus Mq = 0.
Hence F· ⊗R Rq is exact. Since F· is free, F· ⊗Rq is in fact split exact. Thus (F· ⊗R Rq)⊗Rq SQ = F· ⊗R SQ is split
exact. Consider F· ⊗R S, a complex of free S−modules. Note H0(F· ⊗R S) = M ⊗R S 6= 0 as M 6= 0 and the map
R → S is local. So F· ⊗R S is not exact. Since F· ⊗R SQ is exact for all Q 6= n, λ(Hi(F· ⊗R S)) < ∞ for all i. By
NIC, r ≥ dimS = ht(AnnRM)S. �

Conjecture (Direct Summand Conjecture (DSC), Hochster 1971). Let (R,m) be a regular local ring and S

a module finite ring extension of R. Then R is a direct summand of S as an R−module; that is, there exists an
R−module map φ : S → R such that φ(r) = r for all r ∈ R.

Conjecture (Monomial Conjecture (MC), Hochster 1970s). Let (R,m) be local and x1, ..., xd a system of pa-
rameters for R. Then for all t ≥ 1, xt1 · · ·xtd 6∈ (xt+1

1 , ..., xt+1
d ).

Exercise. Prove MC holds for all Cohen Macaulay rings.

In 1983, Hochster proved DSC was equivalent to MC and that DSC implies NIC. He also proved DSC and MC
hold for Noetherian local rings containing a field. Hochster also proved DSC for arbitrary local rings of dimension
at most two. In 2002, DSC was proved for arbitrary local rings of dimension three by R. Heitmann.

Definition. Let R be a ring, Q the total quotient ring (that is, Q = RW for W = {non-zerodivisors of R). An
R-module M has a rank if M ⊗R Q is a free module. If so, we set the rankM to be rankQM ⊗R Q.

The rank is not always defined, but if for example M has a finite free resolution then it is.

Definition. Let (R,m) be local, M a finitely generated R−module. Let · · · → Fi
φi−→ Fi−1 → ·

φ1−→ F0
φ0−→ M → 0

be a minimal free resolution of M. The ith syzygy of M is defined to be kerφi−1 = imφi. This is unique up to
isomorphism and we denote the ith syzygy of M by syzRi (M). If L is an R−module such that L ∼= syzRi (M) for some
M, then we say L is an ith syzygy.



Conjecture (Syzygy Conjecture, Evans-Griffiths 1981). Let (R,m) be local, L a non-free finitely generated ith

syzygy of finite projective dimension. Then rankL ≥ i.

This was proved for rings containing fields by Evans and Griffiths in 1981. In 1983, Hochster showed DSC implies
the Syzygy Conjecture.

Definition. Let (R,m) be local, x = x1, ..., xd a system of parameters for R. An R−module M (not necessarily finitely
generated) is called a (Big) Cohen Macaulay Module for x if (x1, .., xd)M 6= M and x1, ..., xd is M−regular.

Conjecture (Big CM Conjecture). Every system of parameters in any local ring has a big CM module.

Hochster proved this result for rings containing a field in 1974 and proved it implies DSC in 1983. In 1992,
Hochster and Huneke proved if R is an excellent local ring of characteristic p, then R has a Big CM algebra. [For
R a domain and R+ the integral closure of R in an algebraic closure of the quotient field of R, R+ is a big Cohen
Macaulay algebra.] In 2003, Hochster showed R has a big Cohen Macaulay algebra for dimR ≤ 3 using Heitmann’s
proof of DSC in dimension 3.

Conjecture (Small CM Conjecture). If (R,m) is a complete local ring, then R has a finitely generated maximal
Cohen Macaulay module.

It is clear that the Small CM Conjecture implies the Big CM Conjecture: If M is a finitely generated maximal
Cohen Macaulay module for R̂ then it is a Big Cohen Macaulay module for R.

In summary, we have the following conjectures/theorems and implications thus far.

Small CM

∗
��

Big CM

��
(DSC)⇔ (MC)

rz mmmmmmmmmmmm

mmmmmmmmmmmm

��
Syzygy Conj (NIC)

∗
��

(SIC)

∗
s{ pppppppppppp

pppppppppppp

(IC)

∗
rz mmmmmmmmmmmmmm

mmmmmmmmmmmmmm

��
(ZDC) Bass’ Conjecture

Furthermore, we have proved all of the implications with an asterisk. Our goal now is to prove the other implica-
tions, and to give a proof in characteristic p of the Big CM Conjecture. To do that, we first need to build up some
necessary machinery.

Let R be Noetherian, Q the total quotient ring (Q = RW for W = R \ {P1 ∪ · · · ∪ Pn} where Pi are the maximal
associated primes of R). Note the maximal ideals of Q are PiQ and so Q is semilocal.

Exercise. (From [BH]) If R is semilocal and M is a finitely generated R−module then M is free if and only if Mm

is a free Rm−module for all maximal ideals m and rankMmi = rankMmj for all maximal ideals mi,mj .

Definition. If φ : M → N is an R−linear map, define rankφ := rank imφ (if imφ has a rank).



Proposition 12. Let R be Noetherian and F1
φ−→ F0 → M → 0 exact where F0, F1 are finitely generated free

R−modules. The following statements are equivalent:

(1) rankM = r.
(2) There exists an exact sequence 0→ Rr →M → T → 0. where T is torsion
(3) For all p ∈ AssRR, Mp

∼= Rrp.

(4) rankφ = rankF0 − r.

Proof. (1)⇒(2): Suppose Qr = M⊗RQ = MW = (RW )r. Choose x1, ..., xr ∈M such that x1
1 , ...,

xr
1 is

an RW−basis. Then x1, ..., xr are R−linearly independent. So we have 0→ Rr →M →M/Rr → 0
where the first map is defined by ri 7→ xi. Localizing at W gives us (M/Rr)W = 0. Thus M/Rr is
torsion.

(2)⇒(1): Localize at W to get 0→ RrW →MW → 0. Thus MW is a free RW−module of rank r.
(1)⇒(3): Let MW

∼= RrW . Now Mp = (MW )pRW ∼= (RW )rpRW
∼= Rrp for all p ∈ AssRR.

(3)⇒(1): The maximal ideals of RW are pRW for p ∈ AssRR maximal. So Mm is free of rank r for
all maximal ideals of RW . Now apply the exercise.

(3)⇒(4): We have 0→ imφ→ F0 →M → 0 is exact. Localize to get 0→ (imφ)p → (F0)p →Mp →
0. Since Mp is free of rank r, the sequence splits. Thus (imφ)p is free of rank equal to rankF0 − r.
By (3)⇒(1), this says rank imφ = rankF0 − r.

(4)⇒(3) We first need to prove the following fact.
Fact. Let (R,m) be local. If depthR = 0 and pdRM <∞, then M is free.

Proof. Take a minimal free resolution of M : 0→ Rtr
(aij)−−−→ Rtr−1 → · · · → Rt0 →

M → 0. Then aij ∈ m = (0 :R x) for some x ∈ m as m ∈ AssR. Let x denote a
column vector with x in every row. Then (aij)X = 0 and thus aij is not injective.
This is a contradiction unless r = 0 and M ∼= Rt0 . �

Now rankφ = rankF0 − r. We have 0 → (imφ)p → (F0)p → M0 → 0 where (imφ)p is a free
Rp−module. Thus pdRpMp <∞ but p ∈ AssRR. So depthRp = 0. By the fact, Mp is free of rank
F0 − rankφ for all p ∈ AssR.

�

Proposition 13. Let R be Noetherian, 0 → A → B → C → 0 an exact sequence of finitely generated modules. If
any two of A,B, and C have a rank, then so does the third and rankB = rankA+ rankC.

Proof. Without loss of generality, we may assume (R,m) is local and depthR = 0. If C is free, the sequence splits
and we are done. If A,B are free, then pdR C <∞. Then C is free as depthR = 0 and again the sequence splits. �

Corollary 14. Suppose 0 → Fr
φr−→ Fr−1

φr−1−−−→ · · · φ1−→ F0 is an acyclic sequence of finitely generated free
R−modules. Then rankφi =

∑r
j=i(−1)j−i rankFj .

Proof. Recall rankφi = rank imφi. Use the sequence 0 → Fr → · · · → Fi → imφi → 0 along with the proposition
and induction to show that imφi has a rank and it is equal to

∑r
j=i(−1)j−i rankFj . �

Question. When does a finitely generated R-module M have a rank? If:

• R is a domain.
• M has a finite free resolution (that is, M has a free resolution of finite length consisting of finitely generated

free R-modules).
• (R,m) is local and pdRM <∞
• M is a finitely generated projective module and R has no nontrivial idempotents.
• M is projective and rankMq = rankMp for all minimal primes p, q.



Definition. Let A be an m × n matrix with coefficients in some ring R. For 1 ≤ r ≤ min{m,n}, let Ir(A) be the
ideal generated by the r-sized minors of A. [For r ≤ 0 we let Ir(A) = R and for r > min{m,n} we let Ir(A) = 0.]

Facts.

• Ir(A) ⊆ Ir−1(A) for all r (since an r-sized minor can be written as a linear combination of r−1-sized minors).
• Ir(AB) ⊆ Ir(A) ∩ Ir(B)
• Suppose φ : F → G is a homomorphism of finitely generated free R−modules and A,B are two matrices

representing φ with respect to bases of F and G. Then A = UBV where U, V are invertible. Thus Ir(A) =
Ir(B) for all r (by the preceding fact). Thus, we may define Ir(φ) to be Ir(A) where A is any matrix
representing φ.

• If R is a field and rankA = r, then Ir(A) = R and Ir+1(A) = 0.
• If S is an R−algebra, φ⊗ 1 : F ⊗R S → G⊗R S, then Ir(φ⊗ 1) = Ir(φ)S for all r.

Proposition 15. Let R be a ring, F1
φ−→ F0 → M → 0 a finite presentation (so F1, F0 are finitely generated free

modules). Let p ∈ SpecR, t ∈ Z. The following are equivalent.

• It(φ) 6⊂ p.
• (imφ)p contains a free direct summand of (F0)p of rank t.
• µ(Mp) ≤ rankF0 − t.

Proof. Without loss of generality, we may assume R is local and p = m. Let the bar notation represent passage to
R/m. Then

• It(φ) = R if and only if It(φ) = R/m.

• µ(M) = µ(M/mM) = dimR/mM/mM and rankR F0 = rankR/m F0/mF0.

• imφ contains a free summand of F0 of rank t if and only if imφ contains a free summand of F0 of rank t.

Proof. One direction is clear. Suppose imφ = (imφ + mF0)/mF0 contains a free summand of F0/mF0 of
rank t. Then there exists u1, ..., ut ∈ imφ such that u1, ..., ut ∈ F0/mF0 are part of a basis for F0/mF0.

By Nakayama’s Lemma, u1, ..., ut form part of a basis for F0. Thus U = Ru1 + ... + Rut ⊆ imφ is a direct
summand of F0 of rank t. �

Hence the proposition holds if and only if it does over a field, which is clear. �

Proposition 16. Let R be a ring, F1
φ−→ F0 →M → 0 a presentation. The following are equivalent

(1) It(φ) 6⊂ p, It+1(φ)p = 0.
(2) (imφ)p is a direct summand of (F0)p of rank t.
(3) Mp is free of rank F0 − t.

Proof. Assume (R,m) is local, p = m. Note that (2) ⇔ (3) follows from the sequence 0 → imφ → F → M → 0.
For (2) ⇒ (1), choose a basis so φ has the identity matrix in the upper left corner and zeros everywhere else. For
(1)⇒ (2), the previous proposition says imφ contains a free direct summand of rank t. Thus φ =

(
It×t 0

0 B

)
. If B 6= 0,

there exists a nonzero (t+ 1)−sized minor, a contradiction. So B = 0 and imφ is a direct summand of rank t. �

Corollary 17. Let R be a ring, F1
φ−→ F0 →M → 0 a presentation. The following are equivalent

(1) M is projective of rank equal to rankF0 − t
(2) It(φ) = R, It+1(φ) = 0.

Proof. For (1)⇒ (2), since r := rankM = rankF0− t = r, we have Mp
∼= Rrp for all p ∈ MinRR. As M is projective,

Mq
∼= Rrq for all q ∈ SpecR (as each q contains a minimal prime). By the proposition, It(φ) 6⊂ q for all q ∈ SpecR

and It+1(φ)q = 0 for all q ∈ SpecR. Thus It(φ) = R and It+1(φ) = 0.
For (2)⇒ (1), we have It(φ) 6⊂ q and It+1(φ)q = 0 for all q ∈ SpecR. Thus Mq is free of rank equal to rankF0− t

by the proposition. Therefore, M is projective. Additionally, if R is Noetherian, then M has a rank. �



Corollary 18. Let R be Noetherian, φ : F → G a map of finitely generated free R−modules. The following are
equivalent

(1) rankφ = r.
(2) grade Ir(φ) ≥ 1 and Ir+1(φ) = 0.

Proof. For (1)⇒ (2), (imφ)p is a free Rp−module for all p ∈ AssRR. Therefore 0→ (imφ)p → Gp → cokerφp → 0.
Now pd(cokerφp) <∞ and depthRp = 0 imply cokerφp is free. Thus (imφ)p is a direct summand of Gp of rank r.
Hence Ir(φ) 6⊂ p for all p ∈ AssR and Ir+1(φ)p = 0 for all p ∈ AssR. Therefore, Ir(φ) contains a non-zerodivisor
and Ir+1(φ) = 0.

Note (2)⇒ (1) follows directly from the second proposition. �

Definition. Let R be a ring and G· : 0 → Gs
φs−→ Gs−1 → · · ·

φ1−→ G0 → 0 be a complex of R−modules. Say G· is
split acyclic if it is acyclic and φi(Gi) is a direct summand of Gi−1 for all i ≥ 1. Equivalently, G is split acyclic if
0→ imφi → Gi−1 → imφi−1 → 0 is split exact for all i ≥ 2 and 0→ imφ→ G0 → H0(G·)→ 0 is split exact.

Remark. If G· is split acyclic, so is G· ⊗RM for any R−module M.

Definition. Let R be a ring, M an R−module, and p ∈ SpecR. Say p ∈ AssRM if p = (0 :R x) for x ∈ M.

Equivalently, if there exists a injective map R/p→M .

Note. If R is Noetherian and M arbitrary, then AssRM = ∅ if and only if M = 0.

Lemma 19. Let (R,m) be quasi-local, M and R−modules, and suppose m ∈ AssRM. Let φ : F → G be a map of
finitely generated free R−modules. The following are equivalent:

(1) φ is a split injection.
(2) φ⊗R 1M : F ⊗RM → G⊗RM is injective.
(3) φ : F/mF → G/mG is injective.

Proof. Note that (1) ⇒ (2) is clear and we leave (3) ⇒ (1) as an exercise. For (2) ⇒ (3), note that there exists a
map 0→ R/m→M as m ∈ AssRM. So we have the commutative diagram

F ⊗R R/m
φ //

��

G⊗R R/m

��
0 // F ⊗RM

φ⊗1 // G⊗RM

where the down arrows are injective as F,G are flat. Thus the top horizontal arrow is injective by commutativity of
the diagram. �

Proposition 20. Let R be a ring, M an R−module, p ∈ AssRM. Let F· = 0→ Fs
φs−→ Fs−1 → · · ·

φ1−→ F0 → 0 be a
complex of finitely generated free modules. The following are equivalent:

(1) F· ⊗RMp is acyclic.
(2) (F·)p is split acyclic.
(3) For all i = 1, ..., s, Iri(φi) 6⊂ p where ri =

∑s
j=i(−1)j−i rankFj.

Furthermore, if (1), (2), or (3) is satisfied, then for all i we have It(φi)p = 0 for t > ri.

Proof. Without loss of generality, we may assume (R,m) is quasilocal and p = m ∈ AssRM.

(1)⇒(2): For s = 1, we have 0 → F1
φ1−→ F0 → 0. By assumption, 0 → F1 ⊗R M → F0 ⊗R M is

injective. By the lemma, φ is a split injection. Suppose s ≥ 2. Let F ′· : 0 → Fs → · · · → F1 → 0.
Then F ′· ⊗M is acyclic. By induction, F ′· is split acyclic. Therefore φi(Fi) is a direct summand of
Fi−1 for all i ≥ 2 and 0→ imφ2 → F1 → cokerφ2 → 0 is split exact. Thus cokerφ2 is free. We have



F2 ⊗R M
φ2⊗1−−−→ F1 ⊗R M → F0 ⊗R M is exact. Now (cokerφ2) ⊗R M ∼= F1 ⊗R M/ im(φ2 ⊗ 1) =

F1 ⊗RM/ ker(φ1 ⊗ 1) ↪→ F0 ⊗RM. Consider the following commutative diagram:

cokerφ2

φ1 //

��

F0

F1/ kerφ1

φ1

66nnnnnnnnnnnnnn

where again recall that cokerφ2 is free. By the argument above, tensoring the top arrow with M

yields an injection. By the lemma, we have that cokerφ2 → F0 is a split injection. Thus, the natural
surjection cokerφ2 = F1/ imφ2 → F1/ kerφ1 is injective as well, which implies imφ2 = kerφ1 and
φ1(F1) is a direct summand of F0.

(2)⇒(1): Clear by the remark
(2)⇒(3): As F· is split acyclic, F· := F·⊗R R/m is split acyclic. Now 0→ Fs → Fs−1 → · · · → Fi →
imφi → 0 is exact with rank φi = dimφi = ri. Thus Iri(φi) 6= 0, which implies Iri(φi) 6⊂ m for all i.

(3)⇒(2): We use induction on s. For s = 1, we have 0 → F1
φ1−→ F0 → 0. Now r1 = rankF1. By

assumption Ir1(φ1) 6⊂ m and so Ir1(φ1) = R. Of course, Ir1+1(φ1) = 0 as r1 = rankF1. Thus imφ1

is a direct summand of F0 of rank r1, which implies φ1 is injective (as F1 and φ(F1) have the same
rank) and φ1 splits.

Let s > 1 and F ′· := 0→ Fs → · · · → F1 → 0. By induction, F ′· is split acyclic. Thus it is enough
to show imφ2 = kerφ1 and φ1(F1) is a direct summand of F0. Now cokerφ2 = F1/ imφ2 is free of
rank r1 (since F ′· is split acyclic). By assumption, Ir1(φ1) 6⊂ m. By a previous proposition, imφ1

contains a direct summand U of F0 of rank r1. Let ψ be the composition of the following maps:

cokerφ2 = F1/ imφ2 � F1/ kerφ2 � imφ1 � U.

Since ψ is a surjective homomorphism of free modules of the same rank, ψ is an isomorphism. Thus,
imφ2 = kerφ1 and imφ1 = U, a direct summand of F0. Thus F· is split acyclic.

For the last statement, note that since 0 → Fs → · · · → Fi → imφi → 0 is split exact for all i,
imφi is free of rank ri. By one of the previous propositions, It(φi) = 0 for all t > ri.

�

Remark. Let R be Noetherian and suppose F· : 0→ Fs
φs−→ Fs−1 → · · ·

φ1−→ F0
φ0−→M → 0 is exact with Fi finitely

generated free. Then rankφi =
∑s
j=i(−1)j−i rankFj .

Proof. By truncating, it is enough to show the i = 0 case. Let p ∈ AssRR and localize to get (F·)p is exact. Since
depthRp = 0, (imφ0)p = Mp is a free Rp−module. Thus the sequence (F·)p splits. �

Corollary 21. Let R be a ring, F· : 0 → Fs
φs−→ Fs−1 → · · · φ1−→ F0

φ0−→ M → 0 is exact. Then ri =∑s
j=i(−1)j−i rankFj ≥ 0 for all i.

Proof. Fix bases for all the Fi and let Ai be the matrix representation of φi. Let S be the subring of R generated
by the prime subring of R together with all entries from the Ai’s. Then S is Noetherian. Let Gi denote the free
S−module of rank equal to rankFi and let ψi : Gi → Gi+1 be defined by multiplication by Ai. Certainly Ai−1Ai = 0
(in R and thus in S). So G· is a complex of finitely generated free S−modules and G· ⊗S R = F· is acyclic. Let
p ∈ AssS R. Then G·⊗S Rp is acyclic, which implies by the proposition that (G·)p is split acyclic. By the Noetherian
case, we have 0 ≤ rankψi =

∑s
j=i(−1)j−i rankGj = ri for all i. �



Let R be a ring, M an R-module and x = x1, . . . , xn elements of R. The Čech complex C ·(x;R) of R with respect
to x is defined to be the cochain complex

n⊗
i=1

(0→ R
xi−→ R→ 0).

The Čech complex C ·(x;M) is defined to be C ·(x;R)⊗RM . It is easily seen (by induction) that

C ·(x;M)i =
⊕

1≤j1<j2<···<ji≤n

Mxj1 ···xji .

The ith cohomology of C ·(x;M) is called the ith Čech cohomology of M with respect to x and is denoted Hi
(x)(M).

If R is Noetherian then Hi
(x)(M) is isomorphic to the ith local cohomology of M with support in the ideal (x). This

is not the case in general. However, one can still show that Čech cohomology with respect to x and y are isomorphic

if (x) = (y), or in fact even if
√

(x) =
√

(y).

Proposition 22. Let x = x1, ..., xn ∈ R and M an R−module. Then for all i and for all u ∈ Hi
(x)(M) there exists

` such that (x)`u = 0 (that is, Hi
(x)(M) is (x)−torsion).

Proof. It is enough to show there exists `j such that x`jj u = 0. Equivalently, Hi
(x)(M)xj = 0. Since localization is

flat, Hi
(x)(M)xj ∼= Hi

(x)R(Mxj ) ∼= Hi
(x)Rxj

(Mxj ) ∼= Hi
Rxj

(Mxj ) = 0 for all i. �

Proposition 23. Let x = x1, ..., xn ∈ R and M an R−module. Suppose (x)M 6= M. Then there exists i such that
Hi

(x)(M) 6= 0.

Proof. Suppose Hi
(x)(M) = 0 for all i. Then 0 → M

φ0−→ ⊕Mxi
φ1−→ · · · φn−1−−−→ Mx1···xn

φn−−→ 0 is exact. Let
Ki = kerφi. We will show by induction that TorRj (R/(x),Kn−i) = 0 for all j and i ≥ 0. [Note that M = K0. If
the claim holds, then M/xM = TorR0 (R/(x),K0) = 0 implies M = (x)M .] For i = 0, we see Kn = Mx1···xn . So
TorRj (R/(x),Mx1···xn) = TorRj (R/(x),M)x1···xn = TorRj (0,Mx1···xn) = 0 (where the first equality holds as Rx1···xn is
flat). For i > 0, let Ci−1 = Ci−1(x;R). Then we have 0→ Ki−1 → Ci−1⊗RM → Ki → 0. Now TorRj (R/(x), Ci−1⊗R
M) ∼= TorRj (R/(x);M)⊗RCi−1 ∼= 0 for all j as the Tor is annihilated by (x) and Ci−1 is a direct sum of localizations
at subproducts of x1 · · ·xn. By induction and the long exact sequence on Tor, we have TorRj (R/(x),Ki−1) = 0 for
all j. �

Definition. Let I = (x) be a finitely generated ideal and M an R−module. Define grade(I,M) = sup{k|Hi
I(M) =

0 for all i < k}.

Note that by the Proposition, if I is a finitely generated ideal and IM 6= M then grade(I,M) < ∞. Also
grade(I,M) > 0 if and only if H0

I (M) = 0 if and only if (0 :M I) = 0 which is if and only if HomR(R/I,M) = 0.
If R is Noetherian and M is finitely generated, we know (by primary decomposition) that grade(I,M) > 0 if and
only if I contains a non-zero-divisor on M . However, this does not hold if R is not Noetherian or M is not finitely
generated, as the following examples show:
Example. Let R = k[x, y](x,y), m = (x, y)R, and M = ⊕{R/p where the sum is over all height one primes p of
R. Note every element of m is a zero-divisor on M (for f ∈ m \ {0}, we have f ∈ p for some height 1 prime p and
so f(uq) = 0 where uq = 0 if q 6= p and uq = 1 if q = p). However, grade(m,M) = 0, that is (0 :M m) = 0. Let
(uq) ∈ (0 :M m) so muq = 0 in R/q for all q. As m 6⊂ q, we have uq = 0.
Example. Let R and M be as above and set S = R ×M = {(r,m)|r ∈ R,m ∈ M} with (r1,m1) · (r2,m2) =
(r1r2, r1m2 + r2m1), the idealization of M. Then S is a commutative quasi-local ring with maximal ideal m ×M.

Then n = mS consists of zerodivisors on S, yet grade(n, S) > 0.

Lemma 24. Suppose I ⊆ J are finitely generated ideals, M any R−module. Then grade(I,M) ≤ grade(J,M).



Proof. By induction, it is enough to show the case J = (I, x). Then we have the long exact sequence

· · · → Hi−1
I (M)x → Hi

J(M)→ Hi
I(M)→ Hi

I(M)x → · · · .

If i < grade(I,M) then Hi
J(M) = 0 which implies i < grade(J,M). �

By virtue of this lemma, we can make the following definition:

Definition. Let I be an ideal of a ring R and M an R-module. We set

grade(I,M) := sup{grade(J,M)|J ⊆ I, J f.g.}.

If (R,m) is quasilocal, we define depthM := grade(m,M).

Proposition 25. Let R be a ring, I an ideal and M an R−module.

(1) grade(I,M) = grade(
√
I,M)

(2) If R→ S is flat, grade(I,M) ≤ grade(IS,M ⊗R S)
(3) If R→ S is faithfully flat, grade(I,M) = grade(IS,M ⊗R S)
(4) For any ring homomorphism R→ S and S−module M , gradeR(I,M) = gradeS(IS,M).
(5) Suppose 0→ A→ B → C → 0 is exact. Then

grade(I,B) ≤ min{grade(I, A), grade(I, C)},
grade(I, A) ≤ min{grade(I,B), grade(I, C) + 1},
grade(I, C) ≤ min{grade(I, C), grade(I, A)− 1}.

(6) If x ∈ I is a non-zerodivisor on M, then gradeR/(x)(I/(x),M/xM) = gradeR(I,M/xM) = gradeR(I,M)−1.
(7) If I is finitely generated, then there exists p ∈ SpecR with p ⊇ I such that grade(I,M) = grade(pRp,Mp) =

depthMp.

Definition. Let M be an R−module and x1, ..., xn ∈ R. We say x1, ..., xn is a weak M−sequence (or weakly

M−regular) if xi is a non-zerodivisor on M/(x1, ..., xn)M for all i.

Note that any M−sequence is a weak M−sequence. Furthermore, if M = 0 then any sequence is a weak M -
sequence. Now let

Grade(I,M) = sup{n| there exists a weak M−sequence of length n in I}.

Note that Grade(I, 0) = ∞ = Grade(R,M) for any ideal I and R-module M . Furthermore, by part (6) of the
Proposition on grade, Grade(I,M) ≤ grade(I,M). If R → S is faithfully flat, Grade(I,M) ≤ Grade(IS,M ⊗R S)
and grade(I,M) = grade(IS,M ⊗R S).

Notice that if x ∈ I is a non-zero-divisor on M and xM = M, then Grade(I,M) = ∞ = grade(I,M). Perhaps
because of this, Bruns and Herzog adopt the convention that grade(I,M) = Grade(I,M) =∞ if IM = M . However,
this differs from our conventions, as shown by the following example:
Example. Let R = Z(2), m = (2)R, and M = Q/Z(2). Then every element of m is a zero-divisor on M, mM = M

and grade(m,M) = 0 = Grade(m,M).

Lemma 26. Let R be a ring, I ⊂ R, M an R−module. Let T be an indeterminate over R. If grade(I,M) > 0 then
Grade(IR[T ],M [T ]) > 0 where M [T ] = M ⊗R R[T ].

Proof. Note that grade(I,M) > 0 implies grade(J,M) > 0 for some finitely generated ideal J contained in I. Thus,
(0 :M J) = 0. Let J = (a1, ..., at).

Claim. a1t+ ...+ ant
n is a non-zero-divisor on M [T ].

Proof. If a1t+ ...+ ant
n is a zero-divisor on M [T ] then Nick’s exercise (Homework set 1) says there

exists m ∈M \ {0} such that (a1t+ ...+ ant
n)m = 0. Then Jm = 0, a contradiction.



Thus Grade(IR[T ],M [T ]) > 0 as a1t+ ...+ ant
n ∈ IR[T ]. �

Proposition 27. If grade(I,M) ≥ s, then Grade(IR[T1, ..., Ts],M [T1, ..., Ts]) ≥ s.

Proof. The s = 1 case was proved in the lemma. So suppose s > 1. By the s− 1 case, there exists f1, ..., fs−1 ∈ Ĩ :=
IR[T1, ..., Ts−1] which is a weak M̃ = M [T1, ..., Ts−1]−sequence. Then grade(Ĩ , M̃/(f1, ..., fs−1)M̃) = grade(Ĩ , M̃)−
s − 1 = grade(I,M) − s − 1 ≥ 1 since R → R[T1, . . . , Ts−1] is a faithfully flat extension. By the lemma,
Grade(ĨR[Ts], M̃/(f1, ..., fs−1)[Ts]) ≥ 1. As M̃/(f1, ..., fs−1)[Ts] = M [T1, ..., Ts]/(f1, ..., fs−1)M [T1, ..., Ts], we see
that Grade(IR[T1, ..., Ts],M [T1, ..., Ts]) ≥ s. �

Corollary 28. With I,M as above, we have

grade(I,M) = lim
n→∞

Grade(IR[T1, ..., Tn],M [T1, ..., Tn])

= sup{Grade(IS,M ⊗R S) | R→ S faithfully flat}.

Remark.

(1) Let R be a ring, I finitely generated ideal, M an R−module. Let S be the subring of R generated over the
prime subring by a generating set for x1, . . . , xn for I. Let J = (x1, . . . , xn)S. Then S is Noetherian and
gradeR(I,M) = gradeS(J,N).

(2) Suppose R is Noetherian of dimension d. Then for every ideal I of R and R-module M such that IM 6= M ,
we have grade(I,M) ≤ d. In particular, if R is local and mM 6= M , then depthM ≤ dimR.

Proof. Without loss of generality, we may assume R is local. Then Hi
I(M) = 0 for all i > d and for all

R-modules M . Hence, grade(I,M) ≤ d. �

(3) Suppose R is Noetherian, I ⊂ R and M an R−module. Then grade(I,M) > 0 if and only if I 6⊆ p for all
p ∈ AssRM.

Proof. grade(I,M) > 0 if and only if (0 :M I) = 0. If (0 :M I) = 0 then I 6⊂ p for all p ∈ AssRM. Conversely,
suppose (0 :M I) 6= 0. Then Iz = 0 for some z ∈M \ {0}. Consider N = Rz ⊆M. As N is finitely generated,
I ⊆ p for some p ∈ AssRN ⊆ AssRM. �

Definition. Let R be a ring and M an R−module and φ : F → G where F,G are finitely generated free. Then
rank(φ,M) = r if and only if grade(Ir(φ),M) ≥ 1 and Ir+1(φ)M = 0. If M = 0, set rank(φ,M) = 0.

Note by a previous result we have rankφ = rank(φ,R) if R is Noetherian.

Lemma 29. Let R be a ring, M an R−module, φ : F → G a map of finitely generated free R−modules and
r = rankF. Then F· ⊗RM → G· ⊗RM is injective if and only if grade(Ir(φ),M) ≥ 1.

Proof. Let S be the Noetherian subring generated by the entries of a matrix representing φ. Let F ′, G′ be free
S−modules of the same rank as F,G respectively and let ψ : F ′ → G′ be given by the same matrix as the one
representing φ. Clearly, the following diagram commutes:

F ′· ⊗S R
ψ⊗1 //

∼=
��

G′· ⊗S R

∼=
��

F
φ // G



Thus Ir(ψ)R = Ir(φ) which implies grade(Ir(ψ),M) = grade(Ir(φ),M). Now, consider the commutative squares

F ′ ⊗S M //

∼=
��

G′ ⊗S M

∼=
��

(F ′ ⊗S R)⊗RM //

∼=
��

(G′ ⊗S R)⊗RM

∼=
��

F ⊗RM // G⊗RM.

Hence F ⊗R M → G ⊗R M is injective if and only if F ′ ⊗S M → G′ ⊗S M is injective. Thus we may assume R is
Noetherian.

Let K be the kernel of the map F ⊗RM
φ⊗1−−−→ G⊗RM. Then AssRK ⊆ AssRM. So

φ⊗R 1 is injective ⇔ K = 0
⇔ Kp = 0 for all p ∈ AssRM
⇔ (φ⊗ 1)p : F ⊗RMp → G⊗RMp is injective for all p ∈ AssRM
⇔ Ir(φ) 6⊂ p for all p ∈ AssRM (by Prop 20)
⇔ grade(Ir(φ),M) ≥ 1. �

Proposition 30. Let R be a ring, M 6= 0 an R−module, F· the complex 0 → Fs
φs−→ Fs−1 → · · ·

φ1−→ F0 → 0.
Suppose F· ⊗RM is acyclic. Then rank(φi,M) = ri for i = 1, ..., s.

Proof. As above, we reduce to the case where R is Noetherian. Let p ∈ AssRM. Then F· ⊗R Mp is acyclic, which
implies Iri(φi) 6⊂ p and Iri+1(φi)p = 0 for all i by Proposition 20. Thus grade(Iri(φi),M) ≥ 1. Fix i and let
I = Iri+1(φi). We want to show IM = 0. If IM 6= 0, choose z ∈ M such that Iz 6= 0. Let p ∈ AssR Iz ⊆ AssRM.

Then (Iz)p 6= 0 implies Ip 6= 0, a contradiction. Thus rank(φi,M) = ri. �

Exercise. LetR be a ring, I, J ideals, andM anR−module. Then grade(I∩J,M) = min{grade(I,M), grade(J,M)}.

Exercise. Suppose N· : · · · → Ni → Ni−1 → · · · → N1 → N0 → 0 is an exact sequence of R−modules. Let x ∈ R
be weakly Ni−regular for all i. Then N· ⊗R/(x) is exact.

Lemma 31. Let (R,m) be a quasi-local ring, φ : F → G a map of finitely generated free R-modules, and M an
R−module. Let C = coker(F ⊗RM → G⊗RM). Suppose that Ir(φ) = R and Ir+1(φ)M = 0 for some r. Then C is
isomorphic to a direct sum of finitely many copies of M .

Proof. As Ir(φ) = R, imφ contains a direct summand of G of rank r. By choosing an appropriate basis, φ has the

form

(
1r 0
0 B

)
, where 1r denotes the r × r identity matrix. With respect to this basis, let ψ : F → G be the map

given by

(
1r 0
0 0

)
. The result follows if we show im(φ ⊗ 1M ) = im(ψ ⊗ 1M ). Let B = (bij). Its enough to show

bijM = 0 for all i, j. But note that, with respect to this basis, each bij is an r+ 1-sized minor of φ. Hence, bijM = 0
by hypothesis. �

Theorem 32 (Buchsbaum-Eisenbud, Northcott). Let R be a ring, M an R−module. Let F· denote the complex

0→ Fs
φs−→ · · · → F1

φ1−→ F0 → 0. Then F· ⊗RM is acyclic if and only if grade(Iri(φi),M) ≥ i for i = 1, ..., s where
ri are the expected ranks.

Proof. As usual, we may assume R is Noetherian (by adjoining the entries of the matrices to the prime subring of
R). First, we assume that F.⊗RM is acyclic and use induction on s. The case when s = 1 is done by Lemma 29. So
suppose s > 1. We want to show grade(Iri(φi),M) ≥ i for i = 1, ..., s. By Proposition 30, rank(φi,M) = ri. Hence
grade(Iri(φi),M) ≥ 1 for all i. By an exercise, grade(∩si=1Iri(φi),M) ≥ 1. By passing to a faithfully flat extension S



of R we can assume that there exists x ∈ ∩si=1Iri(φi) which is weakly M−regular. (Note that the hypotheses and the

conclusion are stable under passage to faithfully flat extensions.) Consider 0 → Fs ⊗RM → · · ·
φ2⊗1−−−→ F1 ⊗RM →

cokerφ2 ⊗ 1 → 0, which is exact. Also 0 → coker(φ2 ⊗ I) → F0 ⊗R M is exact. As x is weakly M−regular,
x is weakly regular on Fi ⊗R M for all i and is weakly regular on coker(φ2 ⊗ 1). By the second exercise above,

0→ Fs⊗RM/xM
φs⊗1−−−→ · · · φ2⊗1−−−→ F1⊗M/xM → 0 is acyclic. By induction on s, grade(Iri(φi),M/xM) ≥ i− 1 for

i = 2, ..., s. Thus grade(Iri(φi),M) ≥ i for i = 2, .., s. Since we already have grade(Ir1(φ1),M) ≥ 1, we are done.
Conversely, assume that grade(Iri(φi),M) ≥ i for all i = 1, ..., s. We will use induction on the length s of

the complex. The case when s = 1 is again done by Lemma 29, so we assume s > 1. Let F ′· denote the complex

0→ Fs
φs−→ Fs−1 → · · ·

φ2−→ F1 → 0. By induction, F ′· ⊗RM is acyclic. For each i = 1, .., s, let Mi = coker(φi+1⊗1M ).
We need to show F2 ⊗R M → F1 ⊗R M → F0 ⊗R M is exact at F1 ⊗R M. Its enough to show the induced map
M1 → F0 ⊗RM is injective. Note by exactness of F ′· , that 0→Mi+1 → Fi ⊗RM →Mi → 0 is exact for all i ≥ 1.

Claim. For all p ∈ SpecR and for all i ≥ 1, depth(Mi)p ≥ min{depthMp, i}.
Proof. We use induction on s− i. Note that Ms = Fs ⊗RM , and hence depth(Ms)p = depthMp for
all primes p. Now suppose i < s and assume that the claim holds for Mi+1. By localizing, we may
assume (R,m) is local and p = m. (Note that if M = 0 we are done.) By the short exact sequence
above,

depthMi ≥ min{depth(Fi ⊗RM),depthMi+1 − 1} = min{depthM,depthMi+1 − 1}.

Suppose first that depthM ≥ i+1. Then, as depthMi+1 ≥ min{depthM, i+1}, we have depthMi ≥
i. Suppose now that depthM ≤ i. Since grade(Iri+1(φi+1),M) ≥ i+1 (by assumption), Iri+1(φi+1) =
R. Since i+1 ≥ 2 and F ′· ⊗RM is exact, rank(φi+1,M) = ri+1 by Proposition 30 and so It(φi+1)M =
0 for all t > ri+1. By Lemma 31, Mi is isomorphic to a direct sum of finitely many copies of M , and
hence depthMi = depthM.

Let N = ker(M1 → F0 ⊗R M) = H1(F· ⊗R M). We want to show N = 0. Its enough to show Np = 0 for all
p ∈ AssRM1. Let p ∈ AssRM1. Then 0 = depth(M1)p ≥ min{depthMp, 1} which implies depthMp = 0. Then
p ∈ AssRM. Since grade(Iri(φi),M) ≥ i for all i ≥ 1, Iri(φi) 6⊂ p for all i. By Proposition 20, (F· ⊗RM)p is (split)
acyclic which implies Np = H1(F· ⊗RM)p = 0 for all p ∈ AssRM1. Thus N = 0. �

Corollary 33. Let 0→ Fs
φs−→ Fs−1 → · · ·

φ1−→ F0
φ0−→ N → 0 be exact where Fi are finitely generated free R-modules.

Let Ki = kerφi−1. Then for all p ∈ SpecR and all i ≥ 1, depth(Ki)p ≥ min{depthRp, i}.

Proof. In the Claim in the proof of Buchsbaum-Eisenbud, Mi = Ki for all i. �

Theorem 34 (Hilbert-Burch). Let (R,m) be a Noetherian, local ring and I ⊂ R an ideal such that pdRR/I = 2.

Then the minimal resolution of R/I has the form 0→ Rn
φ−→ Rn+1 → R→ R/I → 0 where n+1 = µR(I). Moreover,

I = xIn(φ) for some non-zero-divisor x. Conversely, let A be an (n+ 1)× n matrix with entries in m and suppose
grade In(A) ≥ 2. Let ψ : Rn+1 → R be the map which sends the ith standard basis element ei to (−1)i∆i, where ∆i

is the n×n minors of A obtained by deleting the ith row. Then the sequence 0→ Rn
A−→ Rn+1 ψ−→ R→ R/In(A)→ 0

is exact.

Proof. We prove the ‘converse’ first, so suppose A is as above with grade In(A) ≥ 2. Using cofactor expansion, one

can show that [(−1)∆1, ..., (−1)n∆n]A = 0. (This is left as an exercise.) Thus 0→ Rn
A−→ Rn+1 ψ−→ R is a complex.

But I1(ψ) = In(A) and so grade I1(ψ) ≥ 1. By Buchsbaum Eisenbud, the complex is acyclic.

Now suppose I is an ideal and pdR/I = 2. A minimal resolution of R/I has the form (#)0 → Rm
φ−→ Rn+1 δ−→

R
π−→ R/I → 0. Since this sequence is exact, we must have 1 − (n + 1) + m ≥ 0, or m ≥ n. Also n + 1 −m ≥ 0,

so n ≤ m ≤ n + 1. If m = n + 1 then rankπ = 0, which implies Ip = 0 for all p ∈ AssRR. This means I = 0, a
contradiction. Hence we must have m = n. By Buchsbaum-Eisenbud, we have grade In(φ) ≥ 2. Now, fix bases for



Rn and Rn+1 and let A be the matrix which represents φ. Let ψ : Rn+1 → R be the map defined above. Consider
the following commutative diagram:

0 // Rn
φ //

=

��

Rn+1
δ //

=

��

I // 0

0 // Rn
A // Rn+1

ψ // In(A) // 0

.

The top row is exact (by hypothesis) and the bottom row is exact by the ‘converse’ part (note In(φ) = In(A)).
By the five-lemma, there exists an isomorphism τ : In(φ) → I ↪→ R. We claim that every map In(φ) → R is
multiplication by some element of R. If so, then I = xIn(φ) for some non-zero-divisor x, since τ is an isomorphism.
Since grade In(φ) ≥ 2, we have that ExtiR(R/In(φ), R) = 0 for i = 0, 1. Applying HomR(−, R) to 0→ In(φ)→ R→
R/In(φ)→ 0, we have

· · · → HomR(R/In(φ), R)︸ ︷︷ ︸
=0

→ HomR(R,R) α−→ HomR(In(φ), R)→ Ext1
R(R/In(φ), R)︸ ︷︷ ︸

=0

.

This says α is an isomorphism, but of course α : µr 7→ µr|In(φ). �

Note. By Buchsbaum-Eisenbud, grade In(φ) ≥ 2. But we always have grade In(φ) ≤ pdRR/In(φ). Thus grade In(φ) =
pdR/In(φ) = 2; that is, In(φ) is a perfect ideal.

Definition. Let (R,m) be Noetherian, local. Let x = x1, ..., xd be a system of parameters for R. An R−module M
is called a big Cohen Macaulay module (for x) if x is M−regular. An R−module M is called a balanced big
Cohen Macaulay module if x is M−regular for all system of parameters x of R.

Note. If M is a big Cohen-Macaulay R-module then depthM = dimR. For clearly, depthM ≥ dimR. Let x be
an M -regular sequence. Then (x)M 6= M . Since (x) is m-primary, we have mM 6= M . Hence, depthM ≤ dimR.

A brief review of completions
Let R be a ring, M an R−module. Let {Mi}∞i=1 be a filtration of M by submodules: M1 ⊇ M2 ⊇ · · · . Any

such filtration defines a linear topology on M by letting the cosets {x + Mi}i=1 be a fundamental system of open
neighborhoods for all x ∈M. The topology on M is separated (or Hausdorff) if ∩Mi = (0). Given a submodule N of
M there exists an induced linear topology on N given by the filtration {N ∩Mi} and an induced topology on M/N

by {Mi + N/N}. Given an ideal I of R, the I-adic topology on M is the one given by the filtration {InM}. The
module M is said to be complete if every Cauchy sequence in M has a limit in M.

Definition. Let M be an R−module with a linear topology. The completion of M is a linearly topologized
R−module M̂ which is separated and complete, together with a continuous homomorphism φ : M → M̂ with the
following universal property: If f : M →M ′ is a continuous map and M ′ is complete and separated, then there exists
a unique continuous map g : M̂ →M ′ such that the following diagram commutes

M
φ //

f

��

M̂

∃!g~~}}}}}}}}

M ′

Fact. Completions exist and are unique.

Note that the map φ : M → M̂ is injective if and only if M is separated. Clearly, if M has the discrete topology
then M is separated and complete (and hence, isomorphic to its completion).

If {Mi} and {M ′i} are two filtrations on M and are cofinal, the resulting induced topologies on M are the same. In
particular, if I and J are finitely generated ideals and

√
I =
√
J, the I−adic and J−adic topologies on any module



are the same. Let M be a module with a topology defined by {Mi}i≥1. We have an inverse system M/Mi � M/Mj

for all i ≥ j. Then M̂ = lim←−M/Mi.

Alternatively, let T = {{xi} | {xi} is a Cauchy sequence in M}. Then T has a natural R−module structure with
a naturally induced linear topology from M . Let T0 = {{xi} ∈ T | limxi = 0} and M̂ = T/T0. Let φ : M → M̂

be given by x 7→ {x}, where {x} is the constant sequence and denotes modulo T0. Then kerφ = ∩iMi. For each
i, let M̂i = {{xj} ∈ M̂ | xj ∈ Mj for all j}. We get a filtration M̂1 ⊇ M̂2 ⊇ · · · . One can show M̂ is complete and
separated with respect to the topology induced by this filtration and that φ : M → M̂ is continuous and has the
required universal property.

Proposition 35. Let A ⊆ B be modules where B has a linear topology and A has the induced topology from B. Then
0→ Â→ B̂ → B̂/A→ 0 is exact.

Exercise. Suppose M has the I−adic topology. Then ÎnM = InM̂ for all n. Furthermore, M̂ also has the I−adic
topology.
Remark. SupposeM has the I−adic topology. Then InM̂/In+1M̂ = ÎnM/ ̂In+1M ∼= ̂InM/In+1M ∼= InM/In+1M .
This is because the topology induced by the I-adic topology on the last module is discrete. Thus grI(M) ∼= grI(M̂).

Definition. Let R be a ring, M an R−module, x1, ..., xn ∈ R. Let I = (x1, ..., xn). There is a natural graded
homomorphism ψ : M/IM [T1, ..., Tn]→ grI(M) defined by Ti 7→ xi+I2M ∈ IM/I2M. Since {x1+I2M, ..., xn+I2M}
generates grI(M) (as a grI(R)−module), ψ is surjective. We say x1, ..., xn is M-quasiregular if ψ is an isomorphism
and IM 6= M.

Facts.

(1) If x1, ..., xn is M−quasiregular, so is any permutation.
(2) If x is M−regular then x is M−quasiregular.
(3) If (R,m) is quasilocal, x ∈ m, and M is finite, then the converse of (2) is true.

Theorem 36. Let R be a ring, x = x1, ..., xn ∈ R, I = (x1, ..., xn), M an R−module. Let M̂ denote the I−adic
completion of M . The following are equivalent:

(1) x is M−quasiregular.
(2) x is M̂−quasiregular.
(3) x is M̂−regular.

Proof. Note that (1) ⇔ (2) follows from the fact that grI(M) ∼= grI(M̂) and (3) ⇒ (2) is true by one of the facts
above. So we need only prove (2) ⇒ (3). We assume M is I-adically complete and proceed by induction on n.

For n = 1, suppose x1 is M−quasiregular and x1y = 0. For a given j, x1y ∈ IjM. Note x̂1 := x1 + I2M is a
non-zero-divisor on grI(M). Suppose y ∈ IkM for some k and let ŷ = y + Ik+1M . Then x̂ŷ ∈ Ik+1M/Ik+2M. Of
course x̂1ŷ = 0 by assumption, so ŷ = 0. Thus, y ∈ Ik+1M . Hence y ∈ ∩IjM = 0. The same argument shows that
(Ik+1M :M x1) = IkM for all k.

Now suppose n > 1. We know x1 is M−regular and x2, ..., xn is M/x1M−quasiregular. We are done by induction
provided M/x1M is I−adically complete. Consider 0 → x1M → M → M/x1M → 0 and complete: 0 → x̂1M →
M → M̂/x1M → 0. Here x̂1M is the completion of x1M with respect to the filtration {InM ∩ x1M}n≥1. By the
above, InM ∩ x1M = x1(InM :M x1) = x1I

n−1M. Therefore the topologies on x1M given by {InM ∩ x1M} and
{Inx1M} are the same, the latter being the I-adic topology on x1M . Now, as x1 is M -regular, M ∼= x1M as
R-modules. Since M is I-adically complete, so is x1M . Thus we must have M/x1M = M̂/x1M. By induction,
x2, ..., xn is M/x1M−regular, which implies x1, ..., xn is M−regular. �

Theorem 37. Let (R,m) be local Noetherian and M a big Cohen-Macaulay module for x = x1, ..., xd. Let M̂ denote
the m−adic completion of M. Then M̂ is a balanced big Cohen-Macaulay module.



Proof. Let y1, ..., yd be any system of parameters for R. We need to show y1, ..., yd is M̂−regular. Since m =√
(y1, ..., yd), the m−adic and (y)−adic topologies on M are the same. So M̂ is also the (y)−adic completion of

M . Now x1, ..., xd is M−regular, which implies x1, ..., xd is M̂−regular. We use induction on d to show y1, ..., yd is
M̂−regular. If d = 1, then

√
(x1) =

√
(y1). Since x1 is a non-zero-divisor on M̂, so is y1 (as xn1 ∈ (y1) for some n).

So suppose d > 1. By prime avoidance, choose w not in any minimal prime over (x1, ..., xd−1) or (y1, ..., yd−1). Then
(x1, ..., xd−1, w) and (y1, ..., yd−1, w) are systems of parameters for R. In R/(x1, ..., xd−1), xd and w are both systems of
parameters. Since xd is M̂/(x1, ..., xd)M̂−regular, so is w (by the same argument as d = 1 case). Thus x1, ..., xd−1, w

is M̂−regular which implies w, x1, ..., xd−1 is M̂−quasiregular (and thus M̂−regular by lemma). Thus x2, ..., xd is
M̂/wM̂−regular. Both x1, ..., xd−1 and y1, ..., yd−1 are systems of parameters for R/(w). By induction, y1, ..., yd−1

is M̂/wM̂−regular. Lift to get w, y1, ..., yd−1 is M̂−regular, which implies y1, ..., yd−1, w is M̂−quasiregular. In
R/(y1, ..., yd−1),

√
w =

√
yd which implies yd is M̂/(y1, ..., yd−1)M̂−regular. �

Example. Let R = k[[x, y]] where k is a field. Let M = R⊕Q where Q is the quotient field of R/(y). Then x, y is
M−regular but y, x is not. So M is a big Cohen-Macaulay module, but not a balanced one.

Definition. Let R be a ring, I an ideal. Set codim I := dimR− dimR/I.

Remarks. Suppose R is Noetherian.

(1) ht I ≤ codim I (since ht I+ dimR/I ≤ dimR for all ideals I) with equality if R is equidimensional, catenary,
and all maximal ideals have the same height (e.g., R = k[x1, ..., xd]).

(2) If R is a Cohen-Macaulay local ring then ht I = grade I = codim I.

Exercise. Suppose R is Noetherian local and I is an ideal. Then codim I ≥ i if and only if I contains x1, ..., xi

which form part of a system of parameters for R.

Definition. Let F· : 0 → Fs
φs−→ Fs−1 → · · ·

φ1−→ F0 be a complex of finitely generated free R−modules. Define
codimF := inf{codim Iri(φi)− i | i = 1, ..., s}, where the ri are the expected ranks.

Remarks.

(1) If F· is acyclic, then codimF· ≥ 0 (by Buchsbaum-Eisenbud, grade Iri(φi)− i ≥ 0 for all i).
(2) If R is Cohen-Macaulay and local and codimF· ≥ 0 then F· is acyclic (again by Buchsbaum-Eisenbud and

the remarks above).
(3) Cohen-Macaulay is crucial in (2). For example, let R = k[[x, y]]/(x2, xy) and F· : 0 → R

y−→ R. Then
I1(φ1) = y, codim y = 1, but F· is not acyclic.

Proposition 38. Let (R,m) be local, F· a complex as above. Suppose codimF· ≥ 0. Then F· ⊗R M is acyclic for
every balanced big Cohen-Macaulay module M.

Proof. For each i, we have codim Iri(φi) ≥ i. By the exercise, Iri(φi) contains part of a system of parameters x1, ..., xi.
Then x1, ..., xi is M−regular (as M is balanced) and so grade(Iri(φi),M) ≥ i. By Buchsbaum Eisenbud, we have
F· ⊗RM is acyclic. �

Theorem 39. Let (R,m) be a Noetherian local ring possessing a big Cohen-Macaulay module. Let F· : 0→ Fs
φs−→

Fs−1 → · · ·
φ1−→ F0 → 0 with codimF· ≥ 0. Let C = cokerφ1 and assume C 6= 0. Then for every e ∈ C \mC, we have

codim(AnnR e) ≤ s.

Proof. By Theorem 37, we may assume R has a balanced big Cohen-Macaulay module M . We use induction on
dimR/AnnR e. Suppose dimR/AnnR e = 0 and let M be a balanced Cohen-Macaulay module. Then F· ⊗R M is
acyclic. As before, let Mi = coker(φi+1 ⊗ 1M ) for i = 0, ..., s. (Note Ms = Fs ⊗R M and M0 = C ⊗R M). We
have 0 → Mi → Fi−1 ⊗R M → Mi−1 → 0 is exact for i = 1, ..., s as F· ⊗R M is acyclic. Note depthFi−1 ⊗R M =
depthM and so depthMi−1 ≥ min{depthM,depthMi − 1}. Thus for all i = 0, ..., s, depthMs−i ≥ depthM − i. So



depthM ⊗R C = depthM0 ≥ depthM − s = dimR− s as M is a balanced big Cohen-Macaulay module. It suffices
to show depthM ⊗R C = 0 as then s ≥ dimR = codim(AnnR e). Let M ⊗ e denote the submodule of M ⊗R C
consisting of those elements of the form u ⊗ e for some u ∈ M . Let w ∈ M , w 6∈ mM . Then the image of w ⊗ e
in M/mM ⊗R C/mC is nonzero. Hence, M ⊗ e 6= 0. As dimR/Ann e = 0, we have m`e = 0 for some `, and so
m`(M ⊗ e) = 0. Thus m ∈ AssRM ⊗ e ⊆ AssRM ⊗ C and hence depthM ⊗ C = 0.

Now suppose dimR/AnnR e > 0. Since codim AnnR e ≤ dimR, we can assume s < dimR. Let Λ0 = {p ∈ SpecR |
dimR/p = dimR} and Λ1 = {p ∈ SpecR | Ann e ⊆ p,dimR/p = dimR/AnnR e}. As all the primes in Λ1 are
minimal over AnnR e, Λ1 is finite. Further, since dimR/AnnR e > 0 we see m 6∈ Λ1. Let Λ2 = {p ∈ SpecR | p ⊇
Iri(φi), codim p = i for some i}. By assumption on codimF·, Λ2 is a finite set. Also as s < dimR, m 6∈ Λ2. By prime
avoidance, choose an element x 6∈ p for all p ∈ Λ1 ∪ Λ2 ∪ Λ0. Let ( ) denote modulo (x), so F· = F· ⊗R/(x).

Claim. codimR F· ≥ 0
Proof. There are two cases. First suppose codim Iri(φi) ≥ i + 1. Then dimR/Iri(φi) ≤ dimR −
i − 1 and so dimR/(Iri(φi), x) ≤ dimR − i − 1 ≤ dimR/(x) − i. Thus codim Iri(φi) ≥ i. Next
suppose codim Iri(φi) = i. Then dimR/Iri(φi) = dimR − i. As x 6∈ p for all p ∈ Λ2, we see
dimR/(Iri(φi), x) = dimR− i− 1 ≤ dimR/(x)− i.

Since e 6∈ mC, we have e 6∈ mC. Now AnnR e ⊇ (AnnR e + (x))/(x). Therefore, dimR/AnnR e ≤ dimR/(AnnR e +
(x)) = dim(R/AnnR e) − 1 since x 6∈ p for any p ∈ Λ1. As x 6∈ p for any p ∈ Λ0, we have that x is part of a
system of parameters for R. Hence, R/(x) has a big Cohen-Macaulay module (namely M/xM). By induction,
s ≥ codimR(AnnR e) = dimR− dimR/AnnR e ≥ dimR− 1− (dimR/AnnR e− 1) = codim AnnR e. �

Corollary 40 (Improved New Intersection Theorem, Evans-Griffith ‘81). Let (R,m) is a local ring possessing
a big Cohen-Macaulay module. Let F· be as in Theorem 39 and C = cokerφ1 6= 0. Choose e ∈ C \mC. Suppose (F·)p
is acyclic for all p 6= m and λ(Re) <∞. Then s ≥ dimR.

Proof. Suppose s < dimR. We claim ht Iri(φi) ≥ i for all i. If not, then there exists j ∈ {1, ..., s} and a prime
p ⊇ Irj (φj) such that ht(p) < j ≤ s < dimR. Clearly p 6= m, so (F·)p is acyclic and thus grade Irj (φj)p ≥ j. But
this is a contradiction, since grade Irj (φj)p ≤ ht pRp < j. Thus codimF· ≥ 0. By Theorem 39, codim(Ann e) ≤ s.

Since λ(Re) <∞, we have codim(AnnR e) = dimR, a contradiction. �

Corollary 41 (New Intersection Theorem). Let (R,m) be a local ring possessing a big Cohen-Macaulay module.
Let F· be as in Theorem 39 and suppose Hi(F·) has finite length for all i. If s < dimR, then F· is exact.

Proof. If s = 0, we have λ(F0) = λ(H0(F·)) <∞. If F0 6= then λ(R) <∞ and thus dimR = 0, a contradiction since
s < dimR. Thus F0 = 0 and F· is exact.

Now assume s > 0. Suppose first that H0(F·) = 0, that is, F1
φ1−→ F0 → 0 is exact. Then φ1 splits and kerφ1 is

a (free) direct summand of F1. Let F ′· : 0→ Fs → · · · → F2 → kerφ1 → 0. Then H0(F ′· ) = H1(F·), which has finite
length. By induction on s, F ′· is exact and thus F· is exact.

Now suppose H0(F·) 6= 0. Let e ∈ H0(F·) \mH0(F·). Certainly λ(Re) < ∞ and (F·)p is exact for all p 6= m. By
the Improved New Intersection Theorem, s ≥ dimR, a contradiction. Hence, F· is exact. �

Exercise. (cf. Matsumura, p. 129) Let R be a ring, M an R−module, x1, ..., xn ∈ R. Let I = (x1, ..., xn) and
assume IM 6= M. Then x1, ..., xn is M−quasiregular if and only if for every homogenous polynomial F (T1, ..., Tn) ∈
M [T1, ..., Tn] of degree v such that F (x1, ..., xn) ∈ Iv+tM for some t, all the coefficients of F has lie in ItM.

Theorem 42 (Monomial Conjecture). Let (R,m) be a local ring possessing a big Cohen Macaulay module and
x1, ..., xd a system of parameters for R. Then for all n ≥ 1 we have xn1 · · ·xnd 6∈ (xn+1

1 , ..., xn+1
d ).

Proof. Let M be a balanced big Cohen Macaulay module. Then x1, ..., xd is M−quasiregular. Suppose xn1 · · ·xnd ∈
(xn+1

1 , ..., xn+1
d ) for some n. Then xn1 · · ·xndM ⊆ (xn+1

1 , ..., xn+1
d )M.



Claim. For all t ≥ 0, (xn1 · · ·xnd )ItM ⊆ (xn+1
1 , ..., xn+1

d )Ind−n−1+tM.

Proof. By multiplication by It it is enough to show for t = 0. Let u ∈ M. We know u(xn1 · · ·xnd ) =
m1x

n+1
1 + ...+mdx

n+1
d for some m1, ...,md ∈M. Let F (T1, ..., Td) = m1T

n+1
1 + ...+mdT

n+1
d . Then

F (I) is homogenous of degree n + 1. Now F (x1, ..., xd) = (x1 · · ·xd)nu ∈ IndM. By the exercise,
mi ∈ Ind−n−1M for all i.

Give grI(M) the natural R/I[T1, ..., Td]−module structure where Tif = x∗i f for all f ∈ grI(M) where x∗i = xi + I2 ∈
I/I2 ⊆ grI(R). By claim, (∗)(Tn1 · · ·Tnd ) grI(M) ⊆ (Tn+1

1 , ..., Tn+1
d ) grI(M) (the degree t piece of the right hand side is

[(xn+1
1 , ..., xn+1

d )In−t−1M+In−tM ]/In−tM and of the left hand side is [(xn1 · · ·xnd )It−ndM+It−nd+1M ]/It−nd+1M.)
As x1, ..., xd is M−quasiregular, grI(M) ∼= M/IM [T1, ..., Td] as an R/I[T1, ..., Td]−module. Thus (∗) implies
(T1 · · ·Td)nM/IM [T1, ..., Td] ⊆ (Tn+1

1 , ..., Tn+1
d )M/IM [T1, ..., Td], a contradiction to polynomial division. �

Theorem 43 (Acyclicity Lemma, Peskine-Szpiro ‘74). Let R be a ring of characteristic p > 0 and G· : 0 →
Gs

φs−→ · · · → G0 be a complex of finitely generated free R−modules. Then G· is acyclic if and only if F (G·) is
acyclic.

Proof. For any φ : Rm → Rn and any r ≥ 0 we see Ir(φ[p]) = Ir(φ)[p] (where φ[p] = F (φ)). In particular,√
Ir(φ) =

√
Ir(φ[p]) and so grade Ir(φ) = grade Ir(φ[p]). By Buchsbaum Eisenbud, G· is acyclic if and only if

grade Iri(φi) ≥ i, which is if and only if grade Iri(φ
[p]
i ) ≥ i which is if and only if F (G·) is acyclic. �

Corollary 44. (R,m) local, M a finitely generated R−module and pdRM < ∞. Then TorRi (RF ,M) = 0 for all
i ≥ 1.

Proof. Let G· be a finite free resolution of M. By the acyclicity lemma, F (G·) = RF ⊗ G· is a free resolution of
F (M). In particular TorRi (RF ,M) = Hi(RF ⊗G·) = 0 for all i ≥ 1. �

Corollary 45 (Kunz, ‘68). Let (R,m) be a regular local ring. Then RF is a flat R−module (that is, F is an exact
functor).

Note that the converse is also true (but harder).
Suppose we have a complex F· : 0→ Fs → · · · → F0 with codimension F· ≥ 0. If R is Cohen Macaulay, then F· is

acyclic by Buchsbaum-Eisenbud. If R is the homomorphic image of a Cohen Macaulay ring, then there exists c ∈ R
(not contained in any minimal prime) such that Rc is Cohen Macaulay. Then (F·)c is acyclic and there exists n such
that CnHi(F·) = 0 for all i > 0.

Q: Does there exist a non nilpotent element c such that cHi(F·) = 0 for all i > 0 for any complex F· such that
codimF· ≥ 0?

The answer is yes in the case that R is the homomorphic image of a Gorenstein ring. The proof of this fact uses
Spectral Sequences, which are discussed in the appendix.

Theorem 46. Let (R,m) be a local ring and F· : 0 → Fs → Fs−1 → · · · → F0 → 0 a complex of finitely
generated free R−modules such that λ(Hi(F·)) < ∞ for all i. Let Ii = AnnRHi

m(R) for i ≥ 0. Then for 0 ≤ i ≤ s,

I0I1 · · · Is−iHi(F·) = 0.

Proof. Let x = (x1, ..., xd) be a system of parameters and K · the Čech complex of R with respect to x. Then
Hi(K ·) = Hi

(x)(R) = Hi
m(R). Reindex F· as F · : 0 → F 0 → F 1 → · · · → F s → 0 (so F i = Fs−i). Then

Hi(F ·) = Hs−i(F·). We want to prove I0 · · · IjHj(F ·) = 0 for all j ≥ 0.



Let C be the first quadrant double complex K · ⊗ F ·. First filter by the columns:

IEpq1 = Hq
v (Kp ⊗ F ·)

= Kp ⊗Hq
v (F ·) as Kp is flat for all p

=

Hq(F ·) if p = 0

0 if p > 0
as Rxi ⊗Hi(F ·) = 0 for all i

Thus the sequence IEpq1 collapses and we get Hp+q(F ·) = IEpq∞ = Hp+q(Tot(C)). Now filter by the rows:

IIEpq1 = Hq
h(K · ⊗ F p)

= Hq(K ·)⊗ F p as F p is free, hence flat
= Hq

m(R)np , for np = rankFp

By definition of Iq, we see Iq IIE
pq
1 = 0 and so Iq IIEpq∞ = 0 for all p, q as IIEpq∞ is a subquotient of IIEpq1 .

By the main convergence theorem of spectral sequences, IIEpq1 ⇒ Hp+q(Tot(C)) ∼= Hp+q(F ·). Thus for any n ∈ Z,
there exists a filtration {F pHn}p∈Z where Hn = Hn(F ·) such that F pHn/F p+1Hn ∼= IIEp,n−p∞ for all p. As IIEpq1

is a first quadrant spectral sequence, IIEp,n−p1 = 0 if p < 0 or p > m. Hence the filtration of Hn has the form
0 = Fn+1Hn ⊆ FnHn ⊆ · · · ⊆ F 1Hn ⊆ F 0Hn = Hn. Since In−p IIEp,n−p∞ = 0, we have In−pF pHn ⊆ F p+1Hn and
hence InIn−1 · · · I0Hn = 0. �

Recall for a ring R and x = x1, ..., xn ∈ R that the Koszul Complex is defined by K·(x) = ⊗ni=1(0→ R
xi−→ R→ 0).

The ithKoszul homology is written Hi(x) = Hi(K·(x)) for all i, where Hi(x) = 0 for i < 0 and i > n. Also recall the
following basic facts of Koszul Homology:

(1) H0(x) = R/(x)
(2) Hn(x) = (0 :R (x))
(3) (x)Hi(x) = 0 for all i. In particular, if (R,m) is local and

√
(x) = m, then λ(Hi(x)) <∞ for all i.

(4) Let x′ = x1, ..., xn−1. Then there is a long exact sequence

· · ·Hi(x′
±xn−−−→)Hi(x′)→ Hi(x)→ Hi−1(x′) ∓xn−−−→ · · · .

(5) If (R,m) is local and x ∈ m, then x is a regular sequence if and only if Hi(x) = 0 for all i ≥ 1.

Corollary 47. Let (R,m) be a local Noetherian ring of dimension d and x1, ..., xn part of a system of parameters
for R. Let Ii = AnnRHi

m(R). Then

(1) I0 · · · Id−iHi(x) = 0
(2) I0 · · · Id−1 · [((x1 · · ·xn−1) : x)/(x1, ..., xn−1)] = 0.

Proof. (1) Extend x1, ..., xn to a full system of parameters x1, ..., xd and induct on d−n. For n = d, λ(Hi(x)) <∞
for all i (by fact 3 above). Let K · = F · in the previous theorem to get the result.

Suppose n < d. For a given t ≥ 1, let x(t) = x1, ..., xn, x
t
n+1. This is part of a system of parameters. By

induction, I0 · · · Id−iHi(x(t)) = 0. From the long exact sequence in fact 4 above, we have

Hi(x)
±xtn // Hi(x) //

""EEEEEEEE
Hi(x(t))

K

;;wwwwwwwww

$$IIIIIIIIII

0

<<xxxxxxxxx
0

whereK ∼= Hi(x)/xtn+1Hi(x) ⊆ Hi(x(t)). SinceHi(x(t)) is annihilated by I0 · · · Id−i, we have I0 · · · Id−iHi(x) ⊆
xtn+1Hi(x) for all t. Thus by Krull’s Intersection Theorem, I0 · · · Id−iHi(x) = 0.



(2) Induct on n. For n = 1, we have (0 : x1) ∼= H1(x1). By part 1, I0 · · · Id−1H1(x1) = 0. So suppose n > 1. From
the long exact sequence

H1(x) //

""EEEEEEEE
H0(x′)

±xn // H0(x′)

K

<<xxxxxxxx

##GGGGGGGGGG

0

;;xxxxxxxxx
0

we know K = (x′ : xn)/(x′). Of course by part 1, we have I0 · · · Id−1Hn(x) = 0 and so I0 · · · Id−1K = 0. �

Lemma 48. Let (S, n) be Gorenstein of dimension d and M a finitely generated S−module. Then dim Extis(M,S) ≤
d− i.

Proof. Let p ∈ SuppR ExtiS(M,S). So ExtiS(M,S)p ∼= ExtiSp(Mp, Sp) 6= 0. Then ExtiSp(Mp, Sp)∨ 6= 0, which implies

H
dimSp−i
pRp

(Mp) 6= 0 by Local Duality. Then dimSp − i ≥ 0, which implies dimS − dimS/p ≥ i. Thus dimS/p ≤
d− i. �

Theorem 49. Let (R,m) be the homomorphism image of a Gorenstein ring, d = dimR. Let Ii = AnnRHi
m(R).

Then dimR/Ii ≤ i for all i. In particular, dimR/I0 · · · Id−1 < R (so I0 · · · Id−1 contain no nilpotent elements).

Proof. Let R = S/J where (S, n) is a local Gorenstein ring of dimension t. By local duality, Ii = AnnRHi
m(R) =

AnnRHi
m(R)∨ = AnnR Extt−iS (R,S). By the lemma, dimS/AnnR Extt−iS (R,S) ≤ t− (t− i) = i. �

Exercise. Let (R,m) be the homomorphic image of a Gorenstein ring with dimR > 0. Then there exists c ∈ m such
that dimR/(c) < dimR and c · [(x1, ..., xn−1) : xn/(x1, ..., xn−1)] = 0 for all partial system of parameters x1, ..., xn.

Theorem 50 (New Intersection Theorem). Suppose (R,m) is a local ring of characteristic p > 0. Let F· : 0→
Fs

φs−→ · · ·F1
φ1−→ F0 → 0 be a complex of finitely generated free R−modules such that λ(Hi(F·)) <∞. If s < dimR,

then F· is exact.

Proof. Use induction on s. If s = 0, we have 0 → F0 → 0. Since λ(H0(F·)) ≤ ∞, we have λ(F0) < ∞. Since F0 is a
free module, F0 = 0 or λ(R) < ∞. If λ(R) < ∞, then dimR = 0, a contradiction as s < dimR. Thus F0 = 0 and
F· is exact. So suppose s > 0. Note that we can complete R as F· is exact if and only if F̂· is exact. Thus we may
assume R is the homomorphic image of a Gorenstein ring.

Case 1. H0(F·) = 0. Then φ1 splits and we can form the complex F ′· : 0 → Fs → · · · → F2 →
kerφ1 → 0 where kerφ1 is free. So λ(Hi(F ′· )) < ∞ for all i. By induction, F ′· is exact and thus F·
is exact.

Case 2. H0(F·) 6= 0. Suppose φ1(F1) 6⊂ mF0. Then I1(φ1) 6⊂ m, which implies imφ1 contains a
free direct summand of rank 1. Then we can define φ′1 as F1 = F ′1 ⊕ R

A−→ F0 = F ′0 ⊕ R with

A =

(
φ′1 0
0 1

)
. Now replace F1

φ1−→ F0 with F ′1
φ′1−→ F ′0 and repeat this process until φ1(F1) ⊆ mF0.

Then apply the Frobenius functor to F. Note that Hi(F (F·)) has finite length for all i as

λ(Hi(F (F·))) <∞ for all i ⇔ (FR(F·))p is exact for all p 6= m

⇔ FRp((F·)p) is exact for all p 6= m

⇔ (F·)p is exact for all p 6= m

⇔ λ(Hi(F·)) <∞ for all i.

Let F e denote the Frobenius functor applied e times. Then λ(Hi(F e(F·))) < ∞ for all i. Also
F e(φ1)(F1) ⊆ m[pe]F0 for all e as φ1(F1) ⊆ mF0. Now H0(F·) ∼= F0/ imφ1 � F0/mF0 and



H0(F e(F·)) ∼= F0/ imF e(φ1) � F0/m
[pe]F0. Thus AnnRH0(F e(F·)) ⊆ AnnR F0/m

[pe]F0 = m[pe].

By the theorem, I0 · · · IsH0(F e(F·)) = 0 for all e and thus by Krull’s Intersection Theorem, I0 · · · Is =
(0). �

Lemma 51. For a local ring (R,m) of dimension d and a system of parameters x = x1, ..., xd, there exists k such
that for all t > k and all n (x1 · · ·xd)n 6∈ (xn+t

1 , ..., xn+t
d ).

Proof. Recall Hd
m(R) = Rx1···xd/

∑d
i=1Rx1···x̂i···xd is generated by

{
1

(x1···xd)t |t ≥ 1
}
. Now

1
(x1···xd)t = 0 ⇔ 1

(x1···xd)t =
∑ ri

(x1···x̂i···xd)s for ri ∈ R, s ∈ Z in Rx1···xd

⇒ there exists q such that (x1 · · ·xd)s + q =
∑
rix

s
i (x1 · · ·xd)t+q ∈ (xs+q+t1 , ..., xs+q+td ) in R

⇔ there exists n such that (x1 · · ·xd)n ∈ (xn+t
1 , ..., xn+t

d )

Now suppose (x1 · · ·xd)n ∈ (xn+t
1 , ..., xn+t

d ). Then (x1 · · ·xd)n = r1x
n+1
1 +· · ·+rdxn+t

d . In Rx1···xd , we have 1
(x1···xd)t =∑ ri

(x1···x̂i···xd)n+t ∈
∑
Rx1···x̂i···xd . Thus in Hd

m(R), 1
(x1···xd)t = 0. Thus

1
(x1 · · ·xd)t

= 0 in Hd
m(R)⇔ there exists n such that (x1 · · ·xd)n ∈ (xn+t

1 , ..., xn+t
d ).

Since Hd
m(R) 6= 0, 1

(x1···xd)t 6= 0 for some t (and thus for all t > k for some k by multiplication). Thus there exists k
such that for all t > k and for all n (x1 · · ·xd)n 6∈ (xn+t

1 , ..., xn+t
d ). �

Theorem 52 (Monomial Conjecture). Let (R,m) be local of characteristic p and x = x1, ..., xd a system of
parameters for r. Then for all n we have (x1 · · ·xd)n 6∈ (xn+1

1 , ..., xn+1
d ).

Proof. Suppose for some n that (x1 · · ·xd)n = r1x
n+1
1 + · · · + rdx

n+1
d . Take pe−th powers to get (x1 · · ·xd)np

e

=
rp
e

1 x
pe(n+1)
1 + · · · + rp

e

d x
pe(n+1)
d ∈ (xp

en+pe

1 , ..., xp
en+pe

d ). This contradicts the lemma as we can choose e so pe is as
large as necessary. �

Definition. Let R be a ring, x1, ..., xn ∈ R and M an R−module. Suppose there exists y ∈ M \ (x1, ..., xs)M
for some s ≤ n such that xs+1y ∈ (x1, ..., xs)M. Let M ′ = M ⊕ Rs/Rw where w = y − (x1e1 + ... + xses) (here
e1, ..., es is a basis for Rs and identify M and Rs with their images in M ⊕Rs). There is an obvious map M →M ′

defined by m 7→ (m, 0). Given f ∈ M, let f ′ be the image of f under M → M ′. We say (M,f) → (M ′, f ′) is an
x−modification of type s.

More generally,, a sequence of x−modifications (M,f) = (M0, f0) → (M1, f1) → · · · → (Mr, fr) = (N, g) where
(Mi+1, fi+1) is an x−modification of (M,fi) of type si+1 is called an x−modification of (M,f) of type (s1, ..., sr).
We say this modification is non-degenerate if g 6∈ (x)N.

Lemma 53. Let (N, f) → (N ′, f ′) be an x−modification. Suppose there exists an x−regular modification m. Then
for any R−module homomorphism φ : N → M there exists a map φ′ : N ′ → M such that the diagram below
commutes.

N //

φ

��

N ′

φ′}}|
|

|
|

M

Proof. By definition, there exists y ∈ N \ (x1, ..., xs)N such that xs+1y ∈ (x1, ..., xs)N and N ′ = N ⊕Rs/Rw where
w = y− (x1e1 + ...+xses). Then xs+1φ(y) ∈ (x1, ..., xs)M. As M is x−regular, φ(y) = x1m1 + ...+xsms for mi ∈M.

Define ψ : N ⊕ Rs → M by (n,
∑
riei) 7→ φ(n) +

∑
rimi. Then ψ(w) = ψ(y −

∑
xiei) = φ(y)−

∑
rimi = 0. Then

ψ : N ′ →M clearly extends to φ. Define ψ = φ′. �

Proposition 54. Suppose there exists an x−regular R−module M. Then every x−modification of type (s1, ..., sr) of
(R, 1) is non-degenerate.



Proof. Consider the following diagram obtained by the lemma

(R, 1) = (M0, f0) //

φ0

��

(M1, f1) //

φ1

vvnnnnnnnnnnnnn
· · · // (Mr, fr)

φr
rrffffffffffffffffffffffffffffffffff

M

where φ0 is defined by by 1 7→ g for some g ∈ M \ xM. As the diagram commutes, φr(fr) = φ0(1) = g 6∈ (x)M. So
fr 6∈ (x)Mr. So the modification is non-degenerate. �

Theorem 55. Suppose R is Noetherian, x = x1, ..., xn ∈ R, and every x−modification of (R, 1) is non-degenerate.
Then there exists an R−module M such that M is x−regular.

Proof. First define a direct system {Mj , φij}i,j∈N where φij : Mi → Mj for i ≤ j is defined with M0 = R and
φ00 = id. Suppose M1, ...,Mj and φjk for i ≤ k ≤ j have been defined.

Case 1. x is weakly Mj−regular. Then stop.
Case 2. x is not weakly Mj−regular. Choose i least and then s least such that there exists y ∈ Mi

with φij(y) 6∈ (x1, ..., xs)Mj but xs+1φij(y) ∈ (x1, ..., xs)Mj . Let Mj+1 = Mj ⊕ Rs/Rw where w =
φijy− (

∑r
1 xiei). Then Mj+1 is an x−modification of Mj of type s. We say step j+ 1 (Mj →Mj+1)

has index (i, s).

Note that, by construction, every (Mj , φ0j(1)) is an x−modification of (R, 1). Now if case 1 occurs, we have x is
weakly Mj−regular and (by hypothesis) φ0j(1) 6∈ (x)Mj . So Mj 6= (x)Mj which implies x is Mj−regular and we
are done. Thus we are in the case that the process iterated indefinitely, gives us a direct system. Note for all i ≤ j

that (Mi, f) → (Mj , φij(f)) is a (multistep) x−modification. In particular, (Mj , φ0j(1)) is an x−modification of
(R, 1) and is thus non-degenerate. Also, each Mj is finitely generated and therefore Noetherian. Let M = lim−→Mi

and ψ : Mi →M the direct limit maps. So for all i ≤ j we have ψi = ψjφij . Recall that every element in M has the
form ψi(mi) for some mi ∈Mi and ψi(mi) = 0 if and only if there exists j ≥ i such that φij(Mi) = 0.

Claim 1. M 6= (x)M
Proof. We will show ψ0(1) 6∈ (x)M. Suppose ψ0(1) = x1m1 + ... + xnmn. Now there exists j and
u1, ..., un ∈ Mj such that ψj(φ0j(1)) = ψ0(1) = x1ψj(u1) + ...+ xnψj(un) = ψj(x1u1 + ...+ xnun).
Thus ψj(φ0j(1) − (x1u1 + ... + xnun)) = 0. Therefore there exists k ≥ j such that φjk(φ0j(1) −∑
xiui) = 0 and so φ0k(1) = φjk(

∑
xiui) ∈ (x)Mk. This contradicts the fact that (Mk, φ0k(1)) is a

non-degenerate x−modification of (R, 1).
Claim 2. For each (i, s) there are only finitely many steps of index (i, s).

Proof. Suppose steps j1 < j2 < · · · have index (i, s). Consider the maps Mi

φij1−−−→Mj1 →Mj2 → · · · .
For all k ≥ 1 there exist elements yk ∈ Mi with φijk−1(yk) 6∈ (x1, ..., xs)Mjk−1 but φijk(yk) ∈
(x1, ..., xs)Mjk. Consider the chain of submodules in Mi :

(x1, ..., xs)Mi ( φij1((x1, ..., xs)Mj1) ( φij2((x1, ..., xs)Mj2) ( · · ·

The containments are proper as yj ∈ φijk((x1, ..., xs)Mjk) \ φijk−1((x1, ..., xs)Mjk−1).
Claim 3. Fix i, s. Suppose there exists b ∈Mi such that xs+1b

in(x1, ..., xs)Mi. Then φij(b) ∈ (x1, ..., xs)Mj for j >> 0.
Proof. Its easy to see that if it is true for some j, then it is true for all j′ ≥ j. So suppose φij(b) 6∈
(x1, ..., xs)Mj for all j ≥ i. This would mean infinitely many steps of index (i, s), contrary to claim
2.



We will show M is x−regular. Suppose xs+1m = x1m1 + ... + xsms for m,m1, ...,ms ∈ M. As before, we get
b, b1, ..., bs ∈Mj such that xs+1 ψj(b)︸ ︷︷ ︸

=m

= x1 ψj(b1)︸ ︷︷ ︸
=m1

+...+ xs ψj(bs)︸ ︷︷ ︸
=ms

. Then xs+1φjk(b) = x1φjk(b1) + ...+ xsφjk(bs) for

k ≥ j. By claim 3, φj` ∈ (x1, ..., xs)M` for ` >> 0 and so applying ψ` gives m ∈ (x1, ..., xs)M. �

Theorem 56. Suppose R is Noetherian and x = x1, ..., xn ∈ R. TFAE

(1) There exists an R−module M such that x is M−regular (that is, M is x−regular)
(2) Every (x)−modification of (R, 1) is non-degenerate.

Definition. Let x1, ..., xn ∈ R and M and R−module. Suppose xs+1y ∈ (x1, ..., xs)M for some y ∈ M. Let
M ′ = (M +Rs)/Rw where w = y − (x1e1 + ...+ xses). Then M ′ is called a quasi−x−modification of M.

Note. This is a weaker condition than for an x−modification as we do not require y 6∈ (x1, ..., xs)M. As we will see,
this weaker definition is necessary when using the Frobenius map.

Proposition 57. Let (R,m) be a homomorphic image of a Gorenstein ring. Then there exists c ∈ m such that
dimR/(c) < dimR and for all system of parameters x of R and every sequence (R, 1) = (M0, f0)→ · · · → (Mr, fr)
of quasi-x−modifications, one has a commutative diagram

(M0, f0) //

φ0

��

(M1, f1) //

φ1

��

· · · // (Mr, fr)

φr

��
(R, 1)

c // (R, c)
c // · · · c // (R, cr)

By commutativity, φi(fi) = ci for all i.

Proof. Let d = dimR (assume d > 0). Let Ii = AnnRHi
m(R). By a previous result, dimR/I0 · · · Id−1 < dimR.

Choose c ∈ (I0 · · · Id−1∩m)\∪dimR/p=dp. By another result, for all system of parameters x = x1, ..., xd of R, we have
c((x1, ..., xs) : xs+1) ⊂ (x1, ..., xs) for all 1 ≤ s ≤ d−1. Construct φi inductively. Let φ0 = 1R. Suppose φ0, ..., φi have
been chosen. We have Mi+1 = Mi ⊕Rs/Rw for some s where xs+1y ∈ (x1, ..., xs)M and w = y− (x1e1 + ...+ xses).
Then phii : Mi → Ri has xs+1φi(y) ∈ (x1, ..., xs)φi(Mi) ⊆ (x1, ..., xs). This implies φi(y) ∈ (x1, ..., xs :R xs+1) and
so cφi(y) ∈ (x1, ..., xs). Thus cφi(y) = x1u1 + ... + xsus for some ui ∈ R. Define φ̃i+1 : Mi ⊕ Rs by m +

∑
riei 7→

cφi(m) +
∑
riui. Note φ̃i+1(w) = φ̃i+1(y −

∑
xiei) = cφiy) −

∑
xiui = 0. Therefore, we get an induced map

φi+1 : Mi ⊕R2/Rw → R. Note for m ∈Mi that φi+1(m) = cφi(m). This makes the square commute. �

Notation. Let R be a ring of characteristic p > 0. Given an R−module M, let F (M) := RF ⊗R M, viewed as a
left R−module. Given f ∈ M, let F (f) denote 1 ⊗ f ∈ F (M). If M = Rn, say f =

∑
riei. Then F (f) = 1 ⊗ f =

1 ⊗ (
∑
riei) =

∑
rpi (1 ⊗ ei) =

∑
rpi ei ∈ Rn = F (Rn). For this reason, denote F (f) by fp and similarly F e(f) by

fp
e

.

Note that if f = r1u1+...+rnun for f, ui ∈M and ri ∈ R, then fp = 1⊗f = 1⊗(
∑
riui) =

∑
rpi (1⊗ui) =

∑
rpi u

p
i .

Lemma 58. Let charR = p > 0. Suppose (M,f)→ (M ′, f ′) is a quasi-x-modification for x = x1, ..., xn ∈ R. Then
(F (M), fp)→ (F (M ′), (f ′)p) is a quasi−xp−modification.

Proof. Let M ′ = M ⊕Rs/Rw where xs+1y = x1z1 + ...+ xszs for y, zi ∈M and q = y− (x1e1 + ...+ xses). We have
a short exact sequence 0→ Rw →M ⊕Rs →M ′ → 0. Apply F we have

F (Rw)︸ ︷︷ ︸
=RF (w)

ψ−→ F (M)⊕ F (Rs)︸ ︷︷ ︸
=F (M)⊕Rs

→ F (M ′)→ 0

Now imψ = RF (w) = Rwp. Thus F (M ′) ∼= F (M) ⊕ Rs/Rwp where wp = yp −
∑
xpi e

p
i = yp −

∑
xpi ei (since we

identified F (Rs) with Rs, we must identify the basis elements epi with ei) and xps+1y
p = xp1z

p
1 + ...+ xpsz

p
s . �



Theorem 59 (Hochster, ’70s). Let (R,m) be a local Noetherian ring of characteristic p > 0. Then R has a balanced
big Cohen Macaulay module.

Proof. It is enough to show R has a big Cohen Macaulay module. Since any system of paramters for R̂ is a
system of parameters for R, we may assume R is complete and therefore the homomorphic image of a Gorenstein
ring. Fix a system of parameters x = x1, ..., xd ∈ R. It is enough to show every x−modification for (R, 1) is non-
degenerate. Suppose not. Then there exists a sequence of x−modifications (R, 1) = (M0, f0)→ · · · → (Mr, fr) where
fr ∈ (x1, ..., xd)Mr. For any e ≥ 1, (R, 1) = (F e(M0), fp

e

0 ) → · · · → (F e(Mr), fp
e

r ) is a quasi-xp
e−modification of

(R, 1) and fp
e

r ∈ (xp
e

1 , ..., x
pe

d )F p(Mr). By the proposition, there exists c ∈ R such that dimR/(c) < dimR and for
all e ≥ 1 there exists a diagram

(F e(M), fp
e

0 ) //

��

· · · // (F e(Mr), fp
e

r )

φre

��
(R, 1) // · · · // (R, cr)

By commutativity of the diagram, φre(fp
e

r ) = cr. On the other hand, cr = φre(fp
e

r ) ∈ (xp
e

1 , ..., x
pe

d )φre(F e(Mr)) ⊆ R,
which implies cr ∈ ∩e(xp

e

1 , ..., x
pe

d ) = (0), a contradiction as c is not nilpotent. �

Definition. Let R be a domain. The absolute integral closure of R, denoted R+, is the integral closure of R in
a fixed algebraic closure of Q(R), the quotient field of R.

Except in trivial cases, R+ is non-Noetherian.

Theorem 60 (Hochster-Huneke, ’92). If (R,m) is a local excellent Noetherian domain of characteristic p > 0, then
R+ is a balanced big Cohen Macaulay module (in fact, algebra) for R.

Examples of excellent rings include finitely generated algebras over a field and complete rings. Most rings that we
encounter are excellent.

Theorem 61 (Huneke-Lyubeznik, ’06). Let (R,m) be a local domain which is the homomorphic image of a Goren-
stein ring with characteristic p > 0. Then R+ is a balanced big Cohen Macaulay algebra.

We will prove this latter result, but first we must prove some preliminary results.

Remarks.

(1) The two theorems above give the existence of balanced big Cohen Macaulay algebras for arbitrary local rings
of characteristic p > 0.

Proof. Let p ∈ Spec R̂. Then dim R̂/p = dim R̂ = dimR. Now R̂/p meets the requirements of one of the
above theorems and thus (R̂/p)+ is a balanced big Cohen Macaulay algebra for R̂/p and therefore R (as any
system of parameters for R is one for R̂/p). �

(2) For a domain R, we have (R+)p = (Rp)+ for all p ∈ SpecR (as Q(R) = Q(Rp) and localization commutes
with integral closures)

(3) For (R,m) a domain, I ⊆ m, we have IR+ 6= R+.

Proof. Suppose IR+ = R+. Since R+ is a ring, this says 1 = i1s1 + ...+iksk for si ∈ R+. Let S = R[s1, ..., sk].
Then S is a finitely generated R−module and IS = S, a contradiction to NAK. �

Proposition 62. Let Λ be a class of catenary Noetherian local domains which is closed under localization. (e.g. Λ =
{excellent local rings of characteristic p} or Λ = {local rings which are homomorphic images of Gorenstein rings}.
TFAE



(1) For all local rings (R,m) ∈ Λ, Hi
m(R+) = 0 for all i < dimR.

(2) For all (R,m) ∈ Λ, R+ is a balanced big Cohen Macaulay algebra.

Proof. For (2) ⇒ (1), let (R,m) ∈ Λ and x a system of parameters for R. So Hi
m(R+) = Ȟi

(x)(R
+). By (2), x is

regular on R+ and so grade(x,R+) ≥ Grade(x,R+) ≥ d. By definition of grade, Hi
x(R+) = 0 for all i < d.

For (1)⇒ (2), let (R,m) ∈ Λ.

Claim 1. Let x1, ..., xj ∈ m be R+−regular. Then Hi
m(R+/(x1, ..., xj)R+) = 0 for all i < dimR− j.

Proof. Induct on j. For j = 0, done by (1). For j ≥ 1, use the short exact sequence

0→ R+/(x1, ..., xj−1)R+ xj−→ R+/(x1, ..., xj−1)R+ → R+/(x1, ..., xj)R+ → 0.

Using (1), the long exact sequence on homology and the induction hypothesis

Hi
m(R+/(x1, ..., xj−1)R+)

xj−→ Hi
m(R+/(x1, ..., xj−1)R+)︸ ︷︷ ︸

=0 for i<dimR−j+1

→ Hi
m(R+/(x1, ..., xj)R+)→ Hi+1

m (R+/(x1, ..., xj−1)R+)︸ ︷︷ ︸
=0 for i<dimR−j

xj−→ · · ·

Thus Hi
m(R+/(x1, ..., xj)R+) = 0 for i < dimR− j.

Consequently, we have the following claim.

Claim 2. If x1, ..., xj is R+−regular and j < dimR, then H0
m(R+/(x1, ..., xj)R+) = 0.

Let x1, ..., xd ∈ m be a system of parameters for R. Induct on j to show x1, ..., xj is R+−regular. As R+ is
a domain, the j = 1 case is done. So suppose j ≥ 1. Assume x1, ..., xj is R+−regular and suppose xj+1 is a
zerodivisor on R+/(x1, ..., xj)R+. Then there exists p ∈ AssRR+/(x1, ..., xj)R+ with xj+1 ∈ p. Then xj+1

1 ∈ pRp ∈
AssRp(R+)p/(x1, ..., xj)(R+)p. So (∗)H0

pRp
((Rp)+/(x1, ..., xj)(Rp)+) 6= 0.

Claim 3. j < dimRp.

Proof. Since x1, ..., xd is a system of parameters for R, xj+1 is not in any minimal prime of (x1, ..., xj)
of dimension dimR−j. Suppose dimRp ≤ j. Since R is a catenary local domain, dimRp+dimR/p =
dimR = dimR/p ≥ dimR− j. So xj+1 ∈ p and dimR/p− dimR− j, a contradiction.

Now (∗) contradicts claim 2 applied to Rp ∈ Λ. �

We will show for R ∈ Λ = {local domains of char p which are homomorphic images of Gorenstein rings} that
Hi
m(R+) = 0 for all i < dimR.

Notation. Let R be a ring, x = x1, ..., xn and C ·(x;R) the Čech complex. So Ci(x;R) =
⊕

1≤j1≤···≤ji≤n

Rxj1 ···xji . Fix

k with 1 ≤ k ≤ n and let Λk = {(j1, ..., jk)|1 ≤ j1 ≤ · · · ≤ jk ≤ n}. For J = (j1, ..., jk) ∈ Λk, set xJ := xj1 · · ·xjk , xeJ =

xej1 · · ·x
e
jk
, and RxJ := Rxj1 ···xjk . So Ci(x;R) = ⊕J∈ΛkRxJ and α ∈ Ci(x;R) has the form

(
rJ
xJ

p
)
J∈Λi

. Suppose

φ : R→ S is a ring homomorphism. Then φ induces a chain map

0 // R //

φ

��

Rxi //

φ

��

0

0 // S // Sφ(xi)
// 0

Tensoring gives a natural chain map φ̂(α) =
(
φ(rJ )
φ(xJ )e

)
. As φ̂ is a chain map, it induces a map on cohomology

φ : Hi
(x)(R)→ Hi

φ(x)(S) defined by α 7→ φ(α).
Let φ : R → R defined by r 7→ rp be the Frobenius map. This gives a natural map on local cohomology:

φ : Hi
I(R)→ Hi

I(R) defined by α =
(
rJ
xeJ

)
7→ αp =

(
rpj

(xeJ )p

)
.

If R ↪→ S (that is, R is a subring of S), then we can consider C ·(x;R) as a subcomplex of C ·(x;S). This gives rise
to natural maps Hi

(x)(R)→ Hi
(x)(S) for all i.



Remark. Let R be a domain, x = x1, ..., xn ∈ R and y = y1, ..., yn ∈ R. Suppose yi|xi for all i. Then there are
natural chain maps

0 // R //

��

Ryi //

��

0

0 // R // Rxi // 0

where the diagram commutes. Tensoring gives a natural chain map C ·(y;R) → C ·(x;R). Since R is a domain,
RyJ → RxJ is injective for all J. Thus C ·(y;R)→ C ·(x;R) is injective, that is C ·(y;R) is a subcomplex of C ·(x;R).

• Special Case: Let yi = 1 for all i. Then C ·(1;R) is a subcomplex of C ·(x;R) for all x But the ith cohomology
of C ·(1;R) is Hi

(1)R(R) = 0 for all i. Thus C ·(1;R) is an exact complex.

Hence if α ∈ Ci(x;R) has the form
(
rJ
1

)
J∈Λi

and is a cycle, then α is a boundary.

Proposition 63. Let R be a Noetherian domain of characteristic p. Let K = Q(R) and K a fixed algebraic closure.
Let I = (x1, .., xn) be an ideal of R. Let w = Hi

I(R) and suppose the submodule
∑∞
i=0Rw

pi is finitely generated.
Then there exists R ⊆ S ⊆ K where S is a finite R−module such that w goes to zero under the natural map
Hi
I(R)→ Hi

I(S).

Proof. Since
∑
Rwp

i

is finitely generated (and hence Noetherian), there exists an equation of the form wp
s

=
rs−1w

ps−1
+ ...+ r1w for ri ∈ R, that is, wp

s − (rs−1w
ps−1

+ ...+ r1w) = 0. Let α be a cycle in Ci(x,R) which lifts
w. Then αp

s − (rs−1α
ps−1

+ ...+ r1α) = ∂(β) for some β =
(
rJ
xeJ

)
∈ Ci−1(x;R).

We need to find a finite extension S or R such that the image of α in C ·(x;S) is a boundary. Let g(T ) =
T p

s − (rs−1T
ps−1

+ ... + r1T ) ∈ R[T ]. So g(α) − ∂
(
rJ
xeJ

)
= 0. For each J ∈ Λi−1, let zJ be an indeterminate

over R. Consider the equation (xeJ)p
s
(
g
(
zJ
xeJ

)
− rJ

xeJ

)
= 0, a monic polynomial in R[zJ ]. Let uJ ∈ K be a root

of this polynomial. Then uJ is integral over R. Thus g
(
uJ
xeJ

)
= rJ

xeJ
for all J. Let β′ =

(
uJ
xeJ

)
∈ Ci−1(x;R′) for

R′ = R[uJ |J ∈ λi−1]. Therefore g(β′) =
(
rj
xeJ

)
= β.

Let α′ = α − ∂(β′) ∈ Ci(x;R′). It remains to find a finite extension S of R′ such that α′ is a boundary in
C ·(x;S) as then α is a boundary. Since taking pth powers induces a chain map on C ·(x;R)→ C ·(x;R), we see that
g∂(y) = ∂g(y) for all y ∈ C ·(x;R). Then

g(α′) = g(α)− g∂(β′) = g(α)− ∂g(β′) = g(α)− ∂(β) = 0.

Let α′ = (cJ)J∈Λi for cJ ∈ R′xJ . Now g(cJ) = 0 for all J and thus cJ are integral over R′. Let S = R′[cJ |J ∈ Λi].
This is a finite extension over R′ and hence over R. Now α′ = (cJ) ∈ Ci(x′S) is a cycle. As all components of α′ are
in S, we see α′ is also a boundary in C ·(x;S). Thus the image of w in Hi

J(S) is zero. �

Let φ : R→ S be a ring homomorphism and x = x1, ..., xn ∈ R. Then one has a natural map of chain complexes
φ̃ : C ·(x;R) → C ·(φ(x);S). Let fR : R → R and fS : S → S be the Frobenius maps. Then we have a commutative
diagram

R
φ //

fR

��

S

fS

��
R

φ // S

This yields a commutative square of cochain complexes and taking homology, we have for all i

Hi
(x)(R)

φ̃∗ //

f̃R
∗

��

Hi
(φ(x))(S)

f̃S
∗

��
Hi

(x)(R)
φ̃∗ // Hi

(φ(x))(S)



Let R be a ring. An R−algebra S which is finitely generated as an R−module will be called finite R−algebra.
Let R be a domain, K = Q(R), and K a fixed algebraic closure of K. Let

Λ(R) = {S a finite R−algebra, R ⊂ S ⊂ K}.

If S ∈ Λ(R), then S is integral over R. Thus Q(S) is algebraic over K which implies Q(S) = K. Therefore,
Λ(S) ⊆ Λ(R). Recall R+ is the integral closure of R in K, that is, R+ = ∪S∈Λ(R)S = lim−→S∈Λ(R)S. So

C ·(x;R+) = C ·(x;R)⊗R+ = C ·(x;R)⊗R (lim−→S∈Λ(R)S) = lim−→(C ·(x;R)⊗R S) = lim−→S∈Λ(R)H
i
(x)(S).

Thus Hi
(x)(R

+) = Hi(lim−→C
·(x;S)) = lim−→S∈Λ(R)H

i
(x)(S). In particular, Hi

(x)(R
+) = 0 if and only if for all α ∈ Hi

(x)(S)
for S ∈ Λ(R) there exists T ∈ Λ(S) ⊂ Λ(R) such that α maps to zero in the map Hi

(x)(S)→ Hi
(x)(T ).

Theorem 64 (Huneke, Lyubeznik). Let (R,m) be a Noetherian local domain of characteristic p > 0, which is the
homomorphic image of a Gorenstein local ring (A,n). Let d = dimR. For each i < d and S ∈ Λ(R), there exists
T ∈ Λ(S) such that the natural map Hi

m(S)→ Hi
n(T ) is zero.

Proof. Without loss of generality, we may assume dimA = d. Induct on d. Since R is a domain, the d = 0 and d = 1
cases are trivial. So assume d > 1 and that the theorem holds for all R with dimR < d and the above hypotheses.
Fix i < d and S ∈ Λ(R).

Claim. For all p ∈ SpecA \ {n}, there exists S(p) ∈ Λ(S) such that for all T ∈ Λ(S(p)), the natural
map Extd−iA (T,A)p → Extd−iA (S,A)r is zero, where the map is induced by the inclusion S ↪→ T.

Proof. Fix p ∈ SpecA \ {n} and let t = dimA/p > 0. Then dimRp = dimAp = dimA− dimA/p =
d − t < d. Note Sp ∈ Λ(Rp) and i − t < d − t = dimRp. By the induction hypothesis, there exists
S̃p ∈ Λ(Sp) such that Hi−t

pRp
(Sp)→ Hi−t

pRp
(S̃) is zero (∗). Write S̃p = Sp[z1, ..., z`] where zi are integral

over Sp and thus over Rp. We can multiply each zi be any element in R \ p and thus assume each
zi is integral over R. Let S(p) = S[z1, ..., z`] ∈ Λ(S). Note S(p)p = S̃p. We’ll show S(p) works. Let
T ∈ Λ(S(p)). The inclusions S → S(p)→ T induce natural maps

Extd−iA (T,A)→ Extd−iA (S(p), A)
ψ−→ Extd−iA (S,A).

Now localize and note it is enough to show ψp = 0, that is, show the map ψp : Extd−iAp
(S̃p, Ap) →

Extd−iAp
(Sp, Ap) is zero. Let (−)∨ = HomAp(−, EAp(Ap, pAp)). Then it is enough to show ψ∨p = 0,

that is, H(d−t)−(d−i)
pAp

(Sp)→ H
(d−t)−(d−i)
pAp

(S̃p) is zero. This is true by (∗) and thus the claim holds.

Now Extd−i(S,A) is a finitely generated A−module. Let Γ = {P1, ..., P`} = AssA Extd−iA (S,A) \ {n}. If Γ = ∅, then
Extd−iA (S,A) has finite length. Otherwise, letB = S[S(P1), ..., S(P`)] ⊆ K. As each S(Pi) is a finite integral extension,
B is and thus B ∈ Λ(S). In fact, B ∈ Λ(S(Pj)) for all j. Thus the natural maps Extd−iA (B,A)Pj → Extd−iA (S,A)Pj
are zero for all j by the claim.

Let φ : Extd−iA (B,A) → Extd−iA (S,A) be the natural map induced by S ↪→ B and let U := imφ. Since AssA U \
{n} ⊆ Γ and Up = 0 for all P ∈ Λ, we have AssA U ⊆ {n}. Therefore λA(U) < ∞. Let (−)∨ = HomA(−, EA(A/n))
and note λA(U∨) <∞. We have

Extd−iA (B,A)
φ //

%%KKKKKKKKKK
Extd−iA (S,A)

U

%%LLLLLLLLLLLL

0

99rrrrrrrrrrrr
0



and applying (−)∨ we get

Hi
m(S)

ψ=φ∨ //

##GGGGGGGG
Hi
m(B)

U∨

$$HHHHHHHHHH

0

::vvvvvvvvvv
0

which implies imψ ∼= U∨ and thus λ(imψ) <∞. Recall ψ commutes with the Frobenius maps fS : Hi
m(S)→ Hi

m(S)
defined by α 7→ αp. Therefore, for all α ∈ Hi

m(S), we see ψ(α)p = fT (ψ(α)) = ψ(fT (α)) ∈ imψ. Thus for all
β ∈ imψ, we have βp

e ∈ imψ for all e. As λ(imψ)M∞, we know imψ is Noetherian and thus
∑
e≥0Rβ

pe is finitely
generated for all β. By the proposition, for all β ∈ imψ, there exists Tβ ∈ Λ(β) such that β 7→ 0 under the map
Hi
m(B)→ Hi

m(Tβ). Let imψ = Rβ1 + ...+Rβt and T = B[Tβ1 , ..., Tβt ] ⊂ Λ(B) ⊆ Λ(S). Thus imψ goes to zero under

the map Hi
m(B)→ Hi

m(T ). Therefore, Hi
m(B)→ Hi

m(T ) is zero and thus Hi
m(S)

ψ−→ Hi
m(B)→ Hi

m(T ) is zero. �

Corollary 65. With R as above, Hi
m(R+) = 0 for all i < d and thus R+ is a big Cohen Macaulay algebra.

Let x = x1, ..., xn and y = y1, ..., ym be indeterminants over Z. Let S ⊆ Z[x, y]. We say S has a solution of

height n in a Noetherian ring R if there exists a = a1, ..., an ∈ R and b = b1, ..., bm ∈ R such that

(1) f(a, b) = 0 for all f ∈ S
(2) ht(aR = n.

Theorem 66 (Hochster’s Finiteness Theorem). Suppose a set S ⊆ Z[x, y] has a solution of height n in some
Noetherian ring containing a field. Then S has a solution of height n in an affine domain R over a finite field
(so R = k[T1, ..., T`]/p for some finite k). In particular, S has a solution (a, b) in a Noetherian local domain R of
characteristic p > 0 where a is a system of parameters for R.

Proof. Uses Artin approximation and Henselization. �

For the following, we will make use of Proposition 54 and Theorem 56 where we replace x−modification with
quasi−x−modification.

Proposition 67. Fix r, n ≥ 1 and integers s1, ..., sr such that 1 ≤ si ≤ n − 1 for all i. Then there exists a
set S ⊆ Z[x1, ..., xn, y1, ..., ym] (where S and m depend on s1, ..., sr) such that given any ring R and elements
a = a1, ..., an ∈ R, TFAE

(1) There exists a degenerate quasi−a−modification of (R, 1) of type (s1, ..., sr)
(2) There exists b = b1, ..., bm ∈ R such that f(a, b) = 0 for all f ∈ S.

Sketch of proof. Suppose (R, 1) = (M0, f0) → · · · → (Mr, fr) is a degenerate quasi−a−modification (that is, fr ∈
(a)M) of type (s1, ..., sr). Then Mi−1 → Mi is an a−modification of type si, that is, Mi = Mi−1 ⊕ Fi/Rwi where
Fi is free with basis {ei1, .., eisi} and wi = yi \

∑si
j=1 aje

i
j for yi ∈ Mi−1 with asi+1yi ∈ (a1, ..., asi)Mi−1. Now

Mi = ⊕i1Fj/
∑i

1Rwj where F0 = R. Each yi can be written in terms of the basis elements of ⊕r0Fj . Then each wi

can be expressed similarly. The condition asi+1yi ∈ (a1, ..., asi)Mi−1 can be expressed in terms of the basis elements.
Degeneracy means 1 = e0

1 ∈ (a1, ..., an)Mr which gives another equation in terms of the basis elements. Each equation
among the basis elements gives one equation in the ring R for each basis element. Replace all coefficients by variables
(replace a′is with x′is and all other coefficients with y′is). This gives a set of equations in Z[x, y]. �

Corollary 68. If (R,m) is a Noetherian local ring contain a field, then R has a balanced big Cohen Macaulay
module.



Proof. Let x = x1, ..., xn be a system of parameters for R. It is enough to show every quasi−x−modification of (R, 1)
is non-degenerate. Suppose not. Then there exists a degenerate x−modification of (R, 1) of type s1, ..., sr. Then
the set S described in the proposition has a solution in R of height n. By Hochster’s Finiteness Theorem, S has a
solution of height n in some local ring of characteristic p of dim n. This contradicts Proposition 54. �

Theorem 69 (Bass’ Conjecture). Let (R,m) be a Noetherian local ring. Suppose R has a nonzero finitely generated
module of finite injective dimension. Then R is Cohen Macaulay.

To prove Bass’ Conjecture, we need first need several lemmas and a proposition that will allow us to use the New
Intersection Theorem. First, recall the following facts.
Facts.

(1) (R,m) Noetherian. If M is finitely generated and idRM <∞, then idRM = depthR.
(2) R Noetherian, M finitely generated, q ⊆ p primes with ht(q/p) = n. If µi(q,M) 6= 0, then µi+n(p,M) 6= 0

where µi(p,M) := dimk(p) ExtiRp(k(p),Mp) for k(p) = Rp/pRp.

Lemma 70. Let (R,m) be Noetherian and M a finitely generated R−modules such that idRM < ∞. Then for all
p ∈ SuppM, dimR/p+ depthRp = depthR.

Proof. Next time. �

Lemma 71. Let R be Noetherian and M a finitely generated R−module. Then SuppRM = ∪i SuppR ExtiR(M,R).

Proof. Recall GradeM := inf{i|ExtiR(M,R) 6= 0} and GradeM = GradeR/AnnRM = depthAnnRM R < ∞ if
AnnM 6= R, that is, if M 6= 0. Thus M 6= 0 if and only if ExtiR(M,R) 6= 0 for some i. Therefore, Mp 6= 0 if and only
if ExtiRp(Mp, Rp) 6= 0. �

Lemma 72. Let (R,m) be a complete Noetherian ring and M,N R−modules. Suppose N is finitely generated or Ar-
tinian. Then for all i there exist natural isomorphisms ExtiR(M,N) ∼= TorRi (M,N∨)∨ where (−)∨ = HomR(−, ER(R/m)).

Proof. Let F· be a projective resolution of M. Then as N∨∨ ∼= N, we have

TorRi (M,N∨)∨ ∼= Hi(F· ⊗R N∨)∨ ∼= Hi((F· ⊗R N∨)∨) ∼= Hi(HomR(F· ⊗N∨, E))
∼= Hi(HomR(F·,HomR(N∨, E))) ∼= Hi(HomR(F·, N)) ∼= ExtiR(M,N).

�

Lemma 73. Let (R,m) be a complete Noetherian local ring. Then for all finitely generated or Artinian R−modules
C, there exists a natural isomorphism HomR(E,C) = HomR(HomR(C,E), R) ∼= (C∨)∗.

Proof.

HomR(E,C) ∼= HomR(E,C∨∨) ∼= HomR(E,HomR(C∨, E)) ∼= HomR(E ⊗ C∨, E) ∼= HomR(C∨ ⊗ E,E)
= HomR(C∨,HomR(E,E)) ∼= HomR(C∨, R)

�

Proposition 74. Let (R,m) be a complete Noetherian local ring and T a finitely generated R−module of finite
injective dimension. Let M = ExtrR(E, T ) where r = depthR. Then M is finitely generated, pdM = r − depthT,
and SuppM = SuppT.

Proof. Let I · : 0 → I0 → · · · → Ir → 0 be a minimal injective resolution of T (since r = depthR = idR T ). Recall

each Ii = ⊕p∈SpecRER(R/p)µi(p,T ). Let E = ER(R/m) and note HomR(E,E(R/p)) =

R, if p = m

0, if p 6= m
. Apply

HomR(E,−) to I · :
0→ HomR(E, I0)︸ ︷︷ ︸

=Rµ0(m,T )

→ · · · → HomR(E, Ir)︸ ︷︷ ︸
=Rµr(m,T )

→ 0



This gives a free resolution (1)F · = HomR(E, I ·) where F i = Rµi(m,T ). Now F · is a complex of finitely generated

R−modules. Recall H0
m(E(R/p)) =

E, if p = m

0, if p 6= m
. Thus H ·m(Ii) = Eµi(m,T ) and so (2)F · = HomR(E,H0

m(I ·)).

Note that from (1), ExtiR(E, T ) = Hi(F ·).

Claim 1. ExtiR(E, T ) = 0 for all i < r.

Proof. By Lemma 72, ExtiR(E, T ) ∼= Tor(E, T∨)∨. Now T∨ is Artinian and thus

T∨ = ∪n≥1(0 :T∨ mn) = lim−→HomR(R/mn, T∨) = lim−→HomR(R/mn,HomR(T,E))︸ ︷︷ ︸
=Tn

.

Note λ(Tn) <∞ as λ(T/mnT )∞. Thus we have TorRi (E, T∨)∨ = Tori(E, lim−→Tn)∨ = (lim−→TorRi (E, Tn))∨ =
lim←−TorRi (E, Tn)∨ = lim←−TorRi (Tn, E)∨ ∼= Ext←−−

i
R(Tn, R) by Lemma 72. As λ(Tn) < ∞, we see

ExtiR(Tn, R) = 0 for all i < r.

Thus F · is a finite free resolution of M = ExtrR(E, T ) and also M is finitely generated.

Claim 2. ExtiR(M,R) ∼= Hr−i
m (T )∨

Proof. From (2) and Lemma 73, we see F · = HomR(E,H0
m(I ·)) = HomR(H0(I ·)∨, R) as H0

m(I ·) is a
complex of Artinian modules. Thus

HomR(F ·, R) ∼= HomR(HomR(H0
m(I ·)∨, R), R) ∼= [H0

m(I ·)∨]∗∗ ∼= H0
m(I ·)∨

as H0
m(I ·)∨ is a bounded complex of finitely generated free R−modules. Since F · is a free resolution

of M,

ExtiR(M,R) ∼= Hr−i(HomR(F ·, R)) ∼= Hr−i(H0
m(I ·)∨) ∼= Hr−i(H0

m(I ·))∨ ∼= Hr−i
m (T )∨.

Thus if i > r − depthT, then r − i < depthT and so ExtiR(M,R) ∼= Hr−i
m (T )∨ = 0. Since HdepthT

m (T ) 6= 0, we see
Extr−depthT

0 (M,R) 6= 0. Thus pdRM = r − depthT since pdRM <∞.
By Lemma 71 and Claim 2, we see SuppM = ∪i Supp ExtiR(M,R) = ∪i SuppHr−i

m (T )∨.

Claim 3. SuppR T = ∪i SuppRHi
m(T )∨.

Proof. Let R = S/J where (S, n) is Gorenstein of dimension d. By local duality, Hi
m(T )∨ ∼= Hi

n(T )∨ ∼=
Extd−iS (T, S). Let (−) denote mod J. So SuppR T = SuppS T = ∪iSuppS ExtiS(T, S) = ∪iSuppHi

n(T )∨ =
∪i SuppRHi

m(T )∨.

Thus SuppM = SuppT. �

Recall for (R,m) local T 6= 0 a finite generatedR−module with idR T <∞ that idR T = depthR = sup{i|ExtiR(R/m, T ) 6=
0}.

Lemma 75. Let (R,m) be Noetherian and T a finitely generated R−modules such that idR T < ∞. Then for all
p ∈ SuppR T with dimR/p = 1, depthR ≥ depthRp + 1.

Proof. Choose x ∈ m\p. Consider the short exact sequence (∗)0→ R/p x−→R/p→ R/(p, x)→ 0. Note λ(R/(p, x)) <∞
and dimR/p = 1. Since p ∈ SuppR T we see Tp 6= 0 and s := idRp Tp = depthRp = sup{i|ExtiR(R/p, T )p 6= 0} by
above. In particular, ExtsR(R/p, T ) 6= 0. Applying HomR(−, T ) to (∗) gives

ExtsR(R/p, T )︸ ︷︷ ︸
=0

x−→ ExtsR(R/p, T )→ Exts+1
R (R/(p, x), T )→ · · ·

By Nakayama’s Lemma, multiplication by x is not surjective. Thus Exts+1
R (R/(p, x), T ) 6= 0. By induction on the

length, we have Exts+1
R (R/m, T ) 6= 0. Thus depthR = idR T ≥ s+ 1 = depthRp + 1. �

Theorem 76. Let (R,m) be Noetherian and T 6= 0 a finitely generated R−module such idR T < ∞. Then R is
Cohen Macaulay.



Proof. WLOG, assume R is complete. We will induct on the dimension of T. If dimT = 0, then there exists a
finitely generated R−module M such that pdRM < ∞ and dimM = 0 by the Proposition. Let F· be a minimal
free resolution of M. Say F· : 0 → Fs → · · · → F0 → 0. Then λ(Hi(F·)) = λ(M) if i = 0 and is zero for i > 0. As
M 6= 0, F· is not exact. So pdRM = s ≥ dimR. By the Auslander Buchsbaum formula, pdRM ≤ depthR and thus
dimR = depthR.

Assume dimT > 0. Let M be a finitely generated R−module such that pdM <∞ and SuppM = SuppT and let
q ∈ SpecR such that dimR/q = dimR.

Case 1. dimM/qM > 0. Choose p ∈ SuppRM/qM such that dimR/p = 1. Clearly p ⊇ q. As R
is catenary, dimR/p + ht(p/q) = dimR/q = dimR. Then dimRp ≥ ht(p/q) = dimR − 1. Since
dimRp 6= dimR, we have dimRp = dimR − 1. Since p ∈ SuppM = SuppT, the lemma implies
depthR ≥ depthRp + 1. Since dimTp < dimT, induction gives that Rp is Cohen Macaulay. So
dimR = dimRp + 1 = depthRp + 1 ≤ depthR. Thus R is Cohen Macaulay.

Case 2. dimM/qM = 0. Let F· be a minimal free resolution of M. Say F· : 0→ Fs → · · · → F0 → 0.
Apply − ⊗ R/q : 0 → Fs/qFs → · · · → F0/qF0 → 0. Then Hi(F· ⊗ R/q) = TorRi (M,R/q), which
implies SuppHi(F· ⊗R/q) = m and thus λ(Hi(F· ⊗R/q)) <∞. Also, H0(F· ⊗R/q) = M/qM 6= 0.
So F· ⊗ R/q is not exact. By New Intersection Theorem, s = pdRM ≥ dimR/q = dimR. Then
depthR ≥ pdRM ≥ dimR. Thus R is Cohen Macaulay. �

Conjecture (Direct Summand Conjecture). Let R be a regular local ring and suppose R ⊆ S where S is a finite
R−algebra. Then R is a direct summand of S as an R−module (that is, the inclusion map i : R ↪→ S splits).

We say “DSC holds for R” when the direct summand conjecture is true for all S ⊇ R.

Proposition 77. Let R be a regular local ring containing a field of characteristic 0. Then DSC holds for R.

Proof. Let R ⊆ S where S is a finite R−algebra.

Claim. It suffices to prove DSC holds in the case S is a domain.
Proof. Since S is integral over R, dimR = dimS = d. Let p ∈ SpecS such that dimR/p = d. Then
S/p is integral and finite over R/p ∩ R. So d = dimS/p = dimR/p ∩ R = dimR. As R is a regular
local ring, R is a domain. So p ∩ R = (0). We have i′ : R i−→ S → S/p and so we may consider
R ⊆ S/p for S/p finite R−algebra. If DSC held for domains, then there would exist `′ : S/p → R

such that `′i′ = 1R. Let ` : S π−→ S/p
`′−→ R. Then `i = 1R.

Now assume S is a domain. Let K = Q(R), L = Q(S). Then ` := [L : K] <∞ and L/K is separable (charK = 0).
Let σ1, ..., σ` be the distinct k−embeddings (that is, field maps that fix K) of L into K. Then TrLK : L→ K is given
by TrLK(α) =

∑`
i=1 σi(α).

Claim. For all s ∈ S, TrLK(S) ⊆ R.
Proof. As S/R is integral, each s ∈ S satisfies an equation sn + rn−1σi(s)n−1 + ...+ r0 = 0. So each
σi(s) is integral over R and thus TrLK(s) is integral over R. But regular local rings are integrally
closed in their quotient fields. Since TrLK(S) ⊂ K, we get TrLK(S) ⊆ R.

For r ∈ R, TrLK(r) = `r. Let ρ = 1
` TrLK : S → R. Then ρ is R−linear and ρ(r) = r for all r ∈ R, that is, ρi = 1R for

i : R ↪→ S. �

Remark. Let R ↪→ S be rings and suppose this inclusion splits (as R−modules). Then for all ideals I ⊂ R, we have
IS ∩R = I.

Proof. Let ρ : S → R be the splitting map. Let a ∈ IS ∩ R. Then a = i1s1 + ... + iksk for ij ∈ I, sj ∈ S. Then
a = ρ(a) = i1ρ(s1) + ...+ ikρ(sk) ∈ I as ρ(si) ∈ R. Thus IS ∩R ⊂ I. As the other containment is clear, done. �

Corollary 78. The monomial conjecture holds for all local rings containing a field of characteristic zero.



Proof. Let (S,m) be a local ring of dimension d and x1, ..., xd a system of parameters. We want to show (x1, ..., x
n
d ) 6∈

(xn+1
1 , ..., xn+1

d ) for all n ≥ 1. It suffices to show (x1, ..., xd)n 6∈ (xn+1
1 , ..., xn+1

d )Ŝ where Ŝ is the m−adic completion.
Since x1, ..., xd form a system of parameters in hatS, we may assume S is complete. Let K be a coefficient field
for S (charK = 0). By a corollary to the Cohen Structure theorem, S over K[[x1, ..., xd]] =: R is a finite extension
as x1, ..., xd is a system of parameters. Since dimR = dimS = d, we see R is a regular local ring. Suppose
(x1, ..., xd)n ∈ (xn+1

1 , ..., xn+1
d )S for some n. As DSC holds for R, the remark implies (x1, ..., xd)n ∈ (xn+1

1 , ..., xn+1
d )R,

a contradiction to #1 on Homework Set 1 as R is Cohen Macaulay. �

Theorem 79. Let (R,m) be a regular local ring of dimension d and let x1, ..., xd form a regular system of parameters
(so m = (x1, ..., xd)). Suppose R ⊆ S for a finite R−algebra S. Then R is a direct summand of S if and only if
(x1, ..., xd)n 6∈ (xn+1

1 , ..., xn+1
d )S for all n.

Corollary 80. Suppose the monomial conjecture holds for all local rings. Then DSC holds for all regular local rings.

Proof. Let (R,m) be a regular local ring and m = (x1, ..., xd) where d = dimR. Let R ⊆ S for a finite R−algebra
S. By the theorem, R ↪→ S splits if and only if (x1, ..., xd)n 6∈ (xn+1

1 , ..., xn+1
d )S for all n. As before, we may assume

S is a domain. Let p ∈ SpecS such that p is minimal over (x1, ..., xd)S. Since R is integrally closed in Q(R), the
going down theorem holds for S/R (see Mastumura, Theorem 9.4). Thus ht p = ht p ∩ R = htm = d. So x1, ..., xd

is a system of parameters for Sp. By the monomial conjecture, (x1, ..., xd)n 6∈ (xn+1
1 , ..., xn+1

d )Sp for all n and so
(x1, ..., xd)n 6∈ (xn+1

1 , ..., xn+1
d )S. Thus DSC holds for all regular local rings. �

Remark. The proof also shows that DSC holds for regular local rings of characteristic p > 0.

Corollary 81. The existence of big Cohen Macaulay modules implies the Direct Summand Conjecture (via the
Monomial Conjecture).

Exercise. Let R be a ring and M an R−module. Let a1 +M ⊇ a2 +M2 ⊇ · · · be a descending chain of cosets in
M (so ai ∈M and Mi are submodules of M). Then (1) M1 ⊇M2 ⊇ · · · and (2) the chain of cosets stabilizes if and
only if the chain of submodules stabilizes. In particular, if M is Artinian, every descending chain of cosets stabilizes.
Thus ∩ai +Mi is a coset and thus is nonempty.

Proof of Theorem 79. The forward direction has already been shown as if R ↪→ S splits, then IS ∩ R = I for all
ideals I of R. In particular, take I = (xn+1

1 , ..., xn+1
d ).

So we just need to show the backward implication. Recall that R a direct summand of S means there exists
ρ : S → R such that ρ ◦ i = 1R where i : R ↪→ S is the inclusio map. This happens if and only if the natural
map HomR(S,R) → HomR(R,R) ∼= R defined by ρ 7→ ρ ◦ i = ρ|R is surjective. That is, HomR(S,R) ⊗ R̂ →
HomR(R,R) ⊗ R̂ is surjective. Since Ŝ is finitely presented and R → R̂ is faithfully flat, this is if and only if
HomR̂(Ŝ, R̂)→ HomR̂(R̂, R̂) is surjective, that is, î : R̂→ Ŝ splits. Also, m = (x1, ..., xd)R implies m̂ = (x1, ..., xd)R̂.
If (x1, ..., xd)n ∈ (xn+1

1 , ..., xn+1
d )Ŝ for some n, then (x1, ..., xd)n ∈ (xn+1

1 , ..., xn+1
d )Ŝ ∩ S = (xn+1

1 , ..., xn+1
d )S (since

S → Ŝ is faithfully flat and IŜ ∩ S = I), a contradiction. Thus we may assume R is complete.
For t ≥ 1, define (xt) = (xt1, ..., x

t
d), Rt = R/(xt), St = S/(xt)S, and it : Rt → St.

Claim. For every t, it is a split injection.
Proof. As (xt) is regular, Rt is a zero-dimensional Gorenstein ring. Thus socRt = (0 :Rt m) is a one-
dimensional R/m−vector space. Note (x1 · · ·xd)t−1 6= 0 in Rt as the monomial conjecture holds for
regular local rings. However m(x1 · · ·xd)t−1 = 0 in Rt. Thus socRt = R/m · (x1 · · ·xd)t−1. Suppose
ker it 6= 0. Then ker it contains something in the socle. Since dimk socRt = 1, ker it ⊇ socRt. Thus
it((x1 · · ·xd)t−1) = 0 in S/(xt)S and so (x1, ..., xd)t−1 ∈ (xt)S, a contradiction. Thus it is injective.
As Rt is zero-dimensional Gorenstein, we see R is injective. Now Rt

it−→ St is exact with Rt injective
and so it splits.



Note {(xt)}t≥1 is cofinal with {mn}n≥1. Thus R = R̂ = lim←−Rt. Let δt−1 : Rt → Rt−1 defined by r+(xt) 7→ r+(xt−1)

be the natural surjection. Then lim←−Rt = {(rt) ∈
∏
Rt|δt−1(rt) = rt−1 for all t}. Now R

∼=−→ Rt where r 7→ (rt) for
rt = r + (xt). As HomR(S,−) commutes with inverse limits, we have

HomR(S,R) ∼= HomR(S, lim←−Rt) = lim←−HomR(S,Rt) = lim←−HomRt(St, Rt).

As any map ρ : St → Rt induces a map ρ : St−1 → Rt−1, let πt−1 = HomRt(St, Rt) → HomRt−1(St−1, Rt−1). Now
the inverse limit

lim←−HomRt(St, Rt) = {(ψt)|ψt : St → Rt, πt−1ψt = ψt−1 for all t}.

Finally we have an isomorphism HomR(S,R) → lim←−HomRt(St, Rt) defined by ψ 7→ (ψt) where the inverse map is
defined for (ψt) ∈ lim←−(St, Rt) by (ψt)(r) = (ψt(rt)) ∈ lim←−Rt = R for r = (rt) ∈ lim←−Rt. To show i : R → S splits, it
suffices to find Rt−homomorphisms ψt : St → RT such that πt−1ψt = ψt−1 and ψtit = 1Rt for all t. If so, by (1) we
have (psit) ∈ lim←−HomRt(St, Rt) = HomR(S,R). Let ψ = (ψt) : S → R. Then ψi = 1R as for r = (rt) ∈ R, we see
ψt(r) = ψ(rt) = (ψt(rt)) = (ψtit(rt)) = (rt) = 1 by (2) of the exercise. Thus we just need to find ψt.

We know it : Rt → St splits for all t. Let ρt be a splitting. We know i∗t : HomRt(St, Rt)→ HomRt(Rt, Rt) defined
by ψt 7→ ψtit is surjective. Now ψt : St → Rt is a splitting map for it if and only if ψt ∈ (i∗t )

−1(1Rt) = ρt+ker i∗t =: Dt,

a coset in HomRt(St, Rt). Certainly, πt−1(Dt) ⊆ Dt−1 for all t. For each t, let Et := ∩i≥0πtπt+1 · · ·πt+i(Dt+i+1).
Note that we have a descending chain of cosets Dt ⊇ πt(Dt+1) ⊇ πtπt+1(Dt+2) ⊇ · · · in HomRt(St, Rt) which
is Artinian (as dimRt = 0 and St is a finitely generated Rt−module). Therefore, by the exercise, Et 6= ∅. Say
(∗)Et = πtπt+1 · · ·πt+i(Dt+i+1) for some i (which depends on t. Note that πt−1(Et) = Et−1 for all t (this follows
from the definition and from (∗)). Choose ψ1 ∈ E1. So ψ1 : S1 → R1 splits i1. By the chain, there exists ψ2 ∈ E2

such that π2(ψ2) = ψ1. Continue to get the desired maps. �

Conjecture (Small Cohen Macaulay Module Conjecture (SCM)). If (R,m) is a complete local ring, then R

has a maximal Cohen Macaulay module.

Note that SCM implies the Big Cohen Macaulay module conjecture. The conjecture is easy to see in several cases:

• dimR = 0 (then R is Cohen Macaulay)
• dimR = 1 (then R/p is a maximal Cohen Macaulay module for p ∈ MinR)
• dimR = 2 Nagata gave an example of a two-dimensional local domain R which is not universally catenary

(and thus does not have a maximal Cohen Macaulay module by [BH] 2.1.14).

Proposition 82. Let (R,m) be complete of dimension two. Then R has a maximal Cohen Macaulay module.

Proof. By passing to R/p for p ∈ SpecR with dimR/p = 2, we may assume R is a complete domain. Let R′ be the
integral closure of R in Q(R). Then R′ is a finitely generated R−module and hence a Noetherian local domain. So
R′ is normal, which implies it is S2 and R1. As dimR′ = 2, it is Cohen Macaulay and thus depthRR′ = 2. Thus R′

is a maximal Cohen Macaulay algebra. �

Proposition 83. Let R be a ring, I a finitely generated ideal. Suppose n ∈ N and Hi
I(R) = 0 for all i > n. Then

(1) Hi
I(M) = 0 for all i > n and for all R−modules M

(2) Hn
I (M) ∼= Hn

I (R)⊗M for all R−modules M

Proof. (1) Let c = inf{`|Hi
I(M) = 0 for all i > `,R-modules M}. Since I is finitely generated, Hi

I(M) for all
i > µ(I). So c ≤ µ(I). It suffices to show c ≤ n. If not, c > m and there exists an R−module M such that
Hc
I (M) 6= 0. Consider the short exact sequence 0 → L → F → M → 0 where F is free. Since F = ⊕R, we

see Hi
I(F ) = 0 for all i > n. Then the long exact sequence on homology gives Hc+1

I (L) 6= 0, a contradiction
to the definition of C. Thus c ≤ n.



(2) For any i, Hi
I(−) is covariant, additive and multiplicative. So if F

(aij)−−−→ G is a map of free R−modules, then

Hi
I(F )

∼=
��

HiI((aij)) // Hi
I(G)

∼=
��

Hi
I(R)⊗R

1⊗(aij)// Hi
I(R)⊗RG

As Hi
I(M) = 0 for all i > n for all R−modules M, Hn

I (−) is right exact. Let M be an R−modules and
F → G→M → 0 exact with F,G free. Then we have

Hn
I (F ) //

∼=
��

Hn
I (G) //

∼=
��

Hn
I (M) //

���
�
�

0

Hn
I (R)⊗ F Hn

I (R)⊗G //// Hn
I (R)⊗M → 0

�

Corollary 84. Let R be a ring, I an ideal, and n ∈ Z. TFAE

(1) Hi
I(R) = 0 for all i > n

(2) Hi
I(R/p) = 0 for all p ∈ SpecR and i > n

(3) Hi
I(R/p) = 0 for all p ∈ MinR and i > n

Proof. Note that (1) ⇒ (2) and (3) ⇒ (2) follow from the proposition. For (2) ⇒ (1), take a prime filtration of R
with factors isomorphic to R/p and take local cohomology. �

Definition. Let R be a ring and I an ideal containing a non-zerodivisor in R (that is, I is a regular ideal). Let Q
be the total quotient ring of R. We define the ideal transform of I to be D(I) := ∪n≥1(R :Q In) = {q ∈ Q|qIn ⊆
R for some n}.

Note.

(1) D(I) is a subring of Q containing R.
(2) D(I) is almost never Noetherian, even if R is.
(3) If I = (a1, ..., ak), then D(I) = ∪n(R :Q (an1 , ..., a

n
k ))

Proposition 85. Let R be a Noetherian ring and I a finitely generated regular ideal. Let S = D(I). Then

(1) H0
I (S) = H1

I (S) = 0
(2) Hi

I(S) ∼= Hi
I(R) for all i ≥ 2.

Proof. (1) Let x ∈ I be a non-zerodivisor on R. Then x is a non-zerodivisor on Q and hence on S. So H0
I (S) = 0.

Consider the short exact sequence 0→ S
x−→ S → S/xS → 0 and apply local cohomology: 0→ H0

I (S/xS)→
H1
I (S) x−→ H1

I (S). If H0
I (S/xS) = 0, then multiplication by x is injective. But x ∈ I and every element

in H1
I (S) is annihilated by a power of I and thus by a power of x. Then H1

I (S) = 0. So it is enough to
show H0

I (S/xS) = 0. Let y ∈ S such that Iny ⊆ xS for some n (so y ∈ H0
I (S/xS)). If we show y ∈ xS

then H0
I (S/xS) = 0. So write I = (a1, ..., ak) where ai is a non-zerodivisor for all i. Then for all i there

exists si such that ani y = xsi. In Q, we see y = xsi
ani

= x
(
si
ani

)
for all i. It is enough to show si

ani
∈ S. Now

xsi
ani

= xsj
anj

for all i, j. As x is a non-zerodivisor, this says u := si
ani

= sj
anj

for all i, j. As si ∈ S, there exists `

such that I`si ⊆ R for all i. Then ani I
`u = I`si ⊆ R for all i, which implies (an1 , ..., a

n
k )I`u ⊆ R and thus

(an+`
1 , ..., an+`

k )u ⊆ R. Thus u ∈ S and y = xu ∈ xS. Therefore H0
I (S/xS) = 0.

(2) Consider the short exact sequence 0→ R→ S → S/R→ 0. For all s ∈ S/R there exists n such that Ins = 0.
Thus H0

I (S/R) = S/R and Hi
I(S/R) = 0 for all i ≥ 1. Applying Hi

I(−) to our short exact sequence gives

0→ S/R→ H1
I (R)→ H1

I (S)→ 0→ H2
I (R)→ H2

I (S)→ 0→ · · ·



�

Theorem 86 (Hochster ’83; Katz, Huneke, Marley ’06). Let R be Noetherian and I = (x, y). Then TFAE

(1) H2
I (R) = 0

(2) (xy)n ∈ (xn+1, yn+1) for some n.

Proof. First suppose H2
I (R) = 0. As H2

I (R) ∼= Rxy/Rx +Ry, we see 1
xy = 0 in Rxy/Rx +Ry. Thus 1

xy = r
xn + s

yn for
some n and for r, s ∈ R. Then there exists ` such that (xy)n+`−1 = rx`yn+` + sxn+`y` ∈ (xn+`, yn+`).

Now suppose (2) holds. Since Hi
I(R) = 0 for all i > 2 (as I is two-generated) and the corollary implies H2

I (R) = 0
if and only if H2

I (R/p) = 0 for all p ∈ SpecR, we may assume R is a domain and I is a regular ideal. Let S = D(I).
Then its enough to show H2

I (S) = 0 as H2
I (S) ∼= H2

I (R). To do so, it is enough to show IS = S = (1)S. We have
(xy)n = rxn+1 + xyn+1 for some r, s ∈ R. So 1 = r

ynx + s
xn y in Q. To get 1 ∈ IS, we need only show r

yn ,
s
xn ∈ S.

Now r
ynx

n+1 = xn − sy ∈ R. So r
yn ∈ (R :Q (xn+1, yn+1)) ⊆ S. Similarly for s

xn . �

Corollary 87. The monomial conjecture and the direct summand conjecture hold in dimension 2.

Proof. For (R,m) local and I = (x, y) a system of parameters, we see H2
I (R) 6= 0. �

Definition. Let (C, d) and (D, d′) be chain complexes. A homotopy s from C to D is a set of maps sn : Cn → Dn+1

for each n. Two chain maps f, g : C → D are called homotopic if there exists a homotopy s from C to D such that
for all n fn − gn = sn−1dn + d′n+1sn.

Theorem 88 (Comparison Theorem). Let C,D be chain complexes such that Ci = Di = 0 for all i < 0. Let
ε : C0 → X and δ : D0 → Y be augmentation maps. Suppose

(1) Ci is projective for all i
(2) C0

ε−→ X → 0 is a complex
(3) D0

δ−→ Y → 0 is exact

Then given any map f−1 : X → Y there exists a chain map f : C → D lifting f−1. Furthermore, any two liftings are
homotopic.

Definition (Hochster ’83). A local ring R(,m) of dimension d satisfies CE if for every projective resolution P·

of k = R/m and for every system of paramters x1, ..., xn and every chain map f : K·(x) → P· lifting the canonical
surjection f−1 : R/(x)→ R/m, one has fd 6= 0.

Conjecture. Every local ring satisfies CE.

Theorem 89. If a local ring (R,m) has a big Cohen Macaulay module, then R satisfies CE (e.g., every local ring
containing a field satisfies CE).

Proof. Fix a system of parameters x = x1, ..., xd for R and let P· be a projective resolution of k. Let f : K·(x)→ P· be
a lifting of f−1 : R/(x)→ R/m and suppose fd = 0. Let M be an R−module which is a big Cohen Macaulay module
for x. Note K·(x,M) = K·(x)⊗M is acyclic and M 6= (x)M. As (x) is m−primatry, there exists y ∈M \ (x)M such
that my ⊆ (x)M (to find y, take z ∈ M \ (x)M so λ(R/z) < ∞ and choose y ∈ soc z). Let g−1 : R/m → M/(x)M
be defined by 1 7→ y. By the comparison theorem, there exists g0 : P0 → K0(x,M) which lifts g−1. Then α = g ◦ f :
K·(x)→ K·(x,M) lifts α−1 = g−1 ◦ f−1 : R/(x)→M/(x)M. Since fd = 0, we see αd = 0. Let ρ : R→M be defined
by 1 7→ y. Consider the composition of chain maps α′ : K·(x) ∼= K·(x) ⊗R R

1⊗ρ−−→ K·(x) ⊗R M
∼=−→ K·(x,M). Note

(α′)0 : R → M is defined by 1 7→ y. So α′ also lifts g−1f−1 and so α and α′ are homotopic, say with homotopy s.

Then since αd = 0 we see α′d = α′d − αd = ∂sd + sd−1∂ = sd−1∂. Thus y = α′d(1) = sd−1∂(1) = sd−1(
∑d

1 xiei) =∑
xisd−1(ei) ∈ (x)M, a contradiction as y was chosen to be not in (x)M. Thus fd 6= 0 and CE holds. �



Proposition 90. A local ring (R,m, k) of dimension d satisfies CE if and only if for every system of parameters
x = x1, ..., xd and every complex F· : · · · → Fi+1 → Fi → · · · → F0 → 0 where Fi is finitely generated free and for
every chain map f : K·(x)→ F· such that the induced map f∗0 : H0(K·(x))⊗R/m→ H0(F·)⊗R/m is not zero, we
have fd 6= 0.

Proof. For the backward direction, it suffices to show that if CE holds where P· is a minimal resolution of k, then CE
holds for every resolution of k. Suppose CE holds for every chain map f : K·(x)→ F· which lifts R/(x)→ R/m and
where F· is a minimal resolution of k. Let g : K·(x) → P· be a lifting where P· is an arbitrary projective resolution
of k. By the comparision theorem, there exists a chain map h : P· → F· which lifts the identity map on R/m. Then
hg : K·(x)→ F· lifts R/(x)→ R/m. As CE holds for F·, hdgd 6= 0. Therefore gd 6= 0 and CE holds for P·.

For the forward direction, let f : K·(x) → F· be as in the hypothesis. Let y = f0(1) ∈ F0. Then the image y
of y in H0(F·) ⊗ R/m is non-zero. Choose a projective π : H0(F·) ⊗ R/m → R/m such that π(y) = 1 6= 0. Let
ε : F0 → F0/ imφ1 → F0/ imφ1 ⊗ R/m

π−→ R/m. Then ε(y) = 1. Let P· be a projective resolution of k. By the
comparison theorem, there exists a chain map g : F· → P· lifting 1k. Then gf : K·(x) → P· lifts the canonical
surjection R/(x)→ R/m. Since CE holds, gdfd 6= 0 and so fd 6= 0. �

Corollary 91. Let φ : (R,m) → (S, n) be a local homomorphism such that dimR = dimS and
√
mS = n. If CE

holds for S, it holds for R.

Proof. If there is a counter example to CE for R, then apply − ⊗ S to find a counterexample for S using the
propostion. �

Corollary 92. To show CE holds for R, it suffices to show CE holds for R̂/p for p ∈ Min R̂ with dim R̂/p = dimR.

Conjecture (Improved New Interesection Conjecture (INIC)). Let (R,m) be local of dimension d. Suppose

F· : 0→ Fs
φs−→ · · · → F1 → F0 → 0 is a complex of finitely generated free R−modules such that λ(Hi(F·)) <∞ for

all i > 0, H0(F·) 6= 0, and H0(F·) has a minimal generator z such that λ(Rz) <∞. Then s ≥ d.

Theorem 93. Suppose (R,m) satisfies CE. Then INIC holds for R.

Proof. Let F· be as in INIC. Let M = cokerφ1 = H0(F·) and d = dimR. Let z ∈M \mM such that λ(Rz)M∞. Then
there exists t0 such that (x1, ..., xd)t0 ⊆ AnnRRz (∗). Let Zi = kerφi and Bi = imφi+1 for i ≥ 1. As λ(Zi/Bi)M∞,
there exists c such that (x1, ..., xd)cZi ⊆ Bi. By the Artin Rees Lemma, for all i ≥ 1 there exists ti such that
(x1, ..., xd)tiFi ∩ Zi ⊆ (x1, ..., xd)cZi ⊆ Bi. Let t = max{t0, ..., ts}. We will construct a chain map f· : K·(xt) → F·.

Let y ∈ F0 such that y = z in H0(F·). Define f0 : R = K·(xt)0 → F0 by 1 7→ y.

F1

φ1 // F0
// 0

K·(xt)1 = Rd

OO

∂1 // K·(xt)0 = R→ 0

Let {e1, ..., ed} be a basis for K·(xt)1. Then f0∂1(ei) = f0(xt1) = xt1y. Note (∗) implies (x1, ..., xd)ty ⊆ B0 = imφ0.

Thus f0∂(ei) ∈ B0. So there exists ui ∈ F1 such that φ1(ui) = xtiy. Define f1 : K·(xt)→ F1 by f1(ei) = ui. Then the
diagram commutes. Now suppose we have defined f0, ..., fi.

· // Fi+1

φi+1 // fi
φi // Fi−1

// · · ·

· · · // K·(xt)i+1

∂i+1 // K·(xt)i

fi

OO

∂i // K·(xt)i−1

fi+1

OO

// ·

Let {w1, ..., w`} be a basis for K(xt)i+1. Then ∂i+1(wj) ⊆ (xt1, ..., x
t
d)K·(x

t)i, which together with diagram chasing
implies that fi∂i+1(wj) ⊆ (xt1, ..., x

t
d)Fi ∩ Zi ⊆ Bi. Thus there exists vj ∈ Fi+1 such that φi+1(vj) = fi∂i+1(wj) for

all j. Define fi+1 in the obvious way. This gives the desired chain map.



Note f∗0 : H0(K·(xt)) = R/(xt) → H0(F·) = M sends 1 7→ y = z. So f∗0 : H0(K·(xt)) ⊗ k → M ⊗ k sends
1⊗1 7→ z⊗1 6= 0 as z ∈M \mM. By the above proposition since CE holds for R, we have fd 6= 0 and thus s ≥ d. �

Lemma 94. Let (R,m) be local. Then R satisfies CE if and only if for all system of parameters x and for all projective
resolutions P· of k and for all chain maps f· : K·(x)→ P· lifting R/(x)→ k, we have fd(1) 6∈ (x1, ..., xd)Pd.

Proof. The backward direction is clear. For the forward direction, suppose fd(1) = x1u1 + ... + xdud, ui ∈ Pd.

Consider

Pd
φd // Pd−1

φd−1 //// · · ·

0 // K·(x)d

fd

OO

∂d // K·(x)d−1

∂d−1 //

fd−1

OO

· · ·

where ∂d(1) = (x1, ..., xd). Define s : K·(x)d−1 → Pd by ei 7→ ui. Define a map f̃ : K·(x)→ F· by f̃d = fd − s∂d = 0
and f̃d−1 = fd−1 − φds and f̃i = fi for all i < d− 1. Note

f̃∂d = fd−1∂d − φds∂d = fd−1∂d − φdfd = 0

as the square commutes. Since f̃d = 0, the last square commutes. Now φd−1f̃d−1 = φd−1(fd−1 − φds) = φd−1fd−1 =
fd−2∂d−1. Thus the second to last square commutes. So f̃ : K·(x) → F· is a chain map and lifts R/(x) → k. Thus
f̃∗0 is the canonical surjection. But f̃d = 0, a contradiction as R satifies CE. �

Recall if x = x1, ..., xn ∈ R and t, s ≥ 1 then there exists a chain map µ(t, s) : K·(xt+s) → K·(xt) such that
µ(t, s)0 = 1R and µ(t, s)n is given by multiplication by (x1...xn)s.

Theorem 95. Suppose CE holds for (R,m). Then the monomial conjecture holds for (R,m).

Proof. Let x = x1, ..., xd be a system of parameters for R and t ≥ 1.We need to show (x1 · · ·xd)t 6∈ (xt+1
1 , ..., xt+1

d ). Let
P be a projective resolution of k and f : K·(x)→ P· which lifts R/(X)→ R/m. Let µ := µ(1, t) : K·(xt+1)→ K·(x).
Since µ0 = 1R we see fµ : K·(xt+1)→ P· lifts R/(x)→ R/m. On the other hand

(fµ)d(1) = fdµd(1) = fd((x1 · · ·xd)t) = (x1 · · ·xd)tfd(1) 6∈ (xt+1
1 , ..., xt+1

d )Pd

by the Lemma. Thus (x1 · · ·xd)t 6∈ (xt+1
1 , ..., xt+1

d ). �

Remark. Hochster (’83) proves that if the Direct Summand Conjecture holds for all regular local rings (A,n) of
characteristic p > 0 then CE holds for all local rings (R,m) of characteristic p. Since they are both true in the
characteristic zero case, we have

DSC⇒ CE⇒ MC⇒ DSC.

Another Construction of the Koszul Complex. Let R be a ring, F = Rn. Let f : F → R defined by ei 7→ xi be
R−linear. For i ≥ 1 define ∂̃(f)i : F t →

∧i−1
F by (u1, ..., ui) 7→

∑i
j=1(−1)j+1f(uj)u1 ∧ · · · ∧ ûj ∧ · · · ∧ ui.

One can check this map is multilinear and alternating. Thus we get an induced map ∂(f)i :
∧i

F →
∧i−1

F.

The sequence 0 →
∧n

F → · · · →
∧0

F → 0 is K·(x;R). Now suppose φ : G → F is an R−linear map where
G = Rm. By the Functorial property of

∧i
, we get induced maps φi =

∧i(φ) :
∧i(G) →

∧i(F ) defined by
u1 ∧ · · · ∧ ui 7→ φ(u1) ∧ · · · ∧ φ(ui). Let g = fφ : G→ R and yi = g(ei) where {e1, ..., em} is a basis for S.

Claim. φ : K·(y)→ K·(x) is a chain map.
Proof. We need only show ∂(f)iφi = φi−1∂(g)i to show that the following diagram commutes:

∧i
G

∂(g)i //

φi

��

∧i
G

φi−1

��∧i
F

∂(f)i // ∧i−1
F



Chasing elements, we see

φi−1∂(g)i(u1 ∧ · · · ∧ ui) = φi−1

(∑
(−1)j+1g(uj)u1 ∧ · · · ∧ ûj ∧ · · · ∧ ui

)
=

∑
(−1)j+1fφ(uj)φ(u1) ∧ · · · ∧ φ̂(uj) ∧ · · · ∧ φ(ui)

= ∂(f)i(φ(u1) ∧ · · · ∧ φ(ui))
= ∂(f)iφi(u1 ∧ · · · ∧ ui).

Note that for a domain R, if we have h : L
f−→ M

g−→ N then rankh = rank imh ≤ min{rank f, rank g} ≤
min{rankM, rankL}(∗). Let f : F → G be a map of finitely generated free R−modules. Then rank f = min{r ≥
0|Ir+1(f) = 0}. Now f induces maps

∧i
f :
∧i

F →
∧i

G defined by u1 ∧ · · · ∧ui → f(u1)∧ · · · ∧ f(ui). If {e1, ..., em}
is a basis for F then {ej1 ∧ · · · ∧ eji |j1 < · · · < ji} is a basis for

∧i
F. So

∧i
F is free of rank

(
m
i

)
. Fix a basis

{u1, ..., un} for G and let A = (aij) be the matrix representation for f with respect to the chosen basis.

Exercise. The matrix representing
∧i

f with respect to the bases above is given by the i×i minors of A. Specifically,
the coefficient of uk1 ∧ · · · ∧ uki in the expression of (

∧i
f)(ej1 ∧ · · · ∧ eji) is the i × i minor determined by rows

k1, ..., ki and columns j1, ..., ji. Thus I1
(∧i

f
)

= Ii(f). Thus Ii(F ) = 0 if and only if
∧i

f = 0 and so rank f =

min{r ≥ 0|
∧r+1

f = 0}.

Definition. Let R be a ring and M and R−module with x ∈ M. The order ideal of x is OR(x) = {φ(x)|φ ∈ M∗ =
HomR(M,R)}.

Remarks.

(1) OR(x) is an ideal.
(2) If M is finitely presented, then HomR(M,R)S ∼= HomRS (MS , RS) for all multiplicatively closed sets S. Thus
OR(x)S ∼= ORS

(
x
1

)
.

(3) More generally, let f : R→ S be a ring homomorphism. Then there exists a natural map HomR(M,R)⊗RS →
HomS(M⊗RS, S). Thus for x ∈M, OR(x)S ⊆ OS(x⊗1) (note that when S is flat, this become an equality).
In particular, if I ⊂ R, then OR(x) ·R/I ⊆ OR/I(x).

(4) Suppose M = A⊕B and x = (a, b). Then M∗ = A∗ ⊕B∗ and so OR(x) = OR(a) +OR(b).
(5) If x ∈ IM for an ideal I, then OR(x) ⊆ I. In particular, if x ∈ mM for some maximal ideal of R then OR(x)

is a proper ideal.
(6) Let M = Rn and x = (x1, ..., xn. Then OR(x) = (x1, ..., xn).
(7) If R is Noetherian, M = Rn and x ∈ mM for some maximal ideal then htOR(x) ≤ n = rankM (by Krulls

Principal Ideal Theorem and Remark 6).

Definition. For a Noetherian ring R and finitely generated R−module M, define bigrankM = max{µRp(Mp)|p ∈
MinR}.

If R is a domain, then bigrankM = rankM.

Theorem 96 (Eisenbud-Evans, ’76). Let (R,m) be a local ring, M a finitely generated R−module and x ∈ mM.

Suppose R satisfies CE, then htOR(X) = bigrankM.

Proof. Let p ∈ MinR such that htOR(x) = htOR(x)R/p. By Remark 3, OR(x)R/p ⊆ OR/p(x). Thus htOR(x) ≤
htOR/p(x). Note also

bigrankM ≥ µRp(Mp) = µRp(Mp/pMp) = µRp/pRp(Mp/pMp) = rankR/p(M/p) = bigrankR/p(M/pM).

Thus we may assume R is a domain. Let h = htOR(X). Then codimOR(x) ≥ h. So there exists a system of
parameters x1, ..., xd for R such that x1, ..., xn ∈ OR(x). Let M ′ = M ⊕ Rd−h and x′ = x + (xh+1, ..., xd). Then
OR(x′) = OR(x)+OR(xh+1, ..., xd) = OR(x)+(xh+1, ..., xd), which is m−primary. Clearly rankM ′ = rankM+d−h.



So if we prove htOR(x′) ≤ rankM ′ then d ≤ rankM+d−h, that is, h ≤ rankM. So without loss of generality, suppose
htOR(x) = d. We need to show rankM ≥ d. Let x1, ..., xd be a system of parameters such that x1, ..., xd ⊆ OR(x).
Then there exists αi ∈ M∗ such that αi(x) = xi for all i. Define α : M → Rd =: F by u 7→ (α1(u), ..., αd(u)). Let
m = (y1, ..., yn). Since x ∈ mM there exists u1, ..., un ∈ M such that x =

∑
yiui. Define π : Rn =: G → M by

ei 7→ ui. Note π(y1, ..., yn) = x. Let f = απ : G→ F and note that the following squares commute.

R
(x1,...,xd)

// F

R

1R

OO

(y1,...,yn)

// G

f

OO Apply (−)∗
−−−−−−−−→ F ∗

(x1,...,xd)
//

f∗

��

R

1R

��
g∗

(y1,...,yn)

// R

Note rank f∗ = rank f ≤ rankM by (∗). By the remarks on the Koszul complex, f induces a chain map f̃ : K·(x)→
K·(y) given by

∧i(f) :
∧i

F ∗ →
∧i

G∗. Let P· be a projective resolution of k = R/m and φ : K·(y) → P· lift the
identity map R/(y)→ k. Then φf̃ : K·(x)→ P· is a chain map lifting R/(x→ k. By CE, φd

∧d
f = (φf̃)d 6= 0. Thus∧d

f 6= 0 and so rank f ≥ d. Thus rankM ≥ rank f ≥ d. �



Appendix A. Homework Problems

A.1. Homework Set 1.

(1) (Justin) Prove the monomial conjecture for Cohen-Macaulay local rings.

Proof. Since R is Cohen Macaulay, x1, ..., xd is R−regular. Let I = (x1, ..., xd). Recall grI(R) = ⊕∞i=0I
i/Ii+1

is Z−graded and in degree zero is R/I.
Claim. The map φ : (R/I)[X1, ..., Xd]→ grI(R) defined by Xi 7→ xi ∈ I/I2 is an isomorphism.
Proof. This map is homogenous, thus we only need to check the isomorphism for homogenous

elements. For surjectivity, note that a homogenous element of grI(R) lives in Is/Is+1 for
some s. The element is an (R/I)−linear combination of s−fold products of x1, ..., xd. The
same combination in (R/I)[X1, ..., Xd] works.
For injectivity, supposed F ∈ (R/I)[X1, ..., Xd] is homogenous of degree s. Say F =

∑
n∈Zd aniX

ni .

Under φ, F maps to Is/s+1. If φ(F ) = 0, then φ(F ) ∈ Is+1 when we life to R. Thus∑
anix

ni ∈ Is+1. By the following theorem, ai ∈ I when we lift to R. Thus ai = 0 ∈ R/I.
Theorem (Rees). If I = (x1, ..., xd) is an R−regular sequence and F ∈ R[X1, ..., Xd] is homoge-

nous of degree s with F (x1, ..., xd) ∈ Is+1 then F has coefficients in I.

Suppose xt1 · · ·xtd ∈ (xt+1
1 , ..., xt+1

d ). Look at grI(R)/(xt+1
1 , ..., xt+1

d ) grI(R) ∼= (R/I)[X1, ..., Xd]/(Xt+1
1 , ..., Xt+1

d ).
By the isomorphism, we know Xt

1 · · ·Xt
d 6∈ (Xt+1

1 , ..., Xt+1
d ) as they are variables. Thus Xt

1 · · ·Xt
d ∈ 0 on the

right hand side, yet xt1 · · ·xtd = 0 on the left hand side, a contradiction. �

(2) (Hamid) Let (R,m) be a quasi-localr ing. Let M be an R−module and suppose F· and G· are two free
resolutions of M consisting of finitely generated free R−modules. Suppose F· is minimal. Prove that there
exists an exact complex H· of finitely generated free R−modules such that G· ∼= F· ⊕H· as complexes.

Proof. Consider the following diagram

F· //

α

��

M

=

��
G· //

β

��

M

=

��
F· // M

Composing gives us β ◦ α, which is null homotopic to 1 by the comparison theorem. Thus β ◦ α is an
isomorphism which implies α splits. �

(3) (Laura) Let M be a finitely presented R−module and F1
φ−→ F0 → M → 0 and G1

ψ−→ G0 → M → 0 two
presentations of M. Let r = rankF0 and s = rankG0. Prove that Ir−i(φ) = Is−i(ψ). [Note: This result
allows us to call Ir−i(φ) the ith Fitting Ideal of M.]

Proof. We may assume R is local as Ir−i(φ) = Is−i(ψ) if and only if they are locally equal. Furthermore,
since we can compare both of these presentations to a fixed minimal one, we may assume F1 → F0 →M → 0
is minimal. Extend these presentations to free resolutions of M of finitely generated free R−modules F·
and G·. By exercise 2, there exists an exact complex H· of finitely generated free R−modules such that
G· ∼= F· ⊕ H·. Say H· : · · · → H1

τ−→ H0 → 0. Note G0
∼= F0 ⊕ H0 which implies p : rankH0 = s − r.

As τ is surjective, choose bases for H1 and H0 such that τ is represented by the matrix (Ip0). Note that



F· ⊕H· : · · · → F1 ⊕H1
A−→ F0 ⊕H0 → 0 where A =

(
φ 0
0 τ

)
is a free resolution of M as H· is exact. Since

G· ∼= F· ⊕H·, we see ψ =

(
φ 0 0
0 Ip 0

)
. �

(4) (Xuan) Let R be a ring and M a finitely presented R−module. Let F1
φ−→ F0 → M → 0 be a presentation

for M. Prove that M is projective if and only if Ij(φ) is generated by an idempotent for each j.

Proof. For the forward direction, suppose M is projective. Then Mm is a free Rm−module, hence projective
with rank. By Corollary 17, there exists r such that Ir(φ)m = Rm and Ir+1(φ)m = 0. Note · · · ⊆ Ir+2(φ)m︸ ︷︷ ︸

=0

⊆

Ir+1(φ)m︸ ︷︷ ︸
=0

= Ir(φ)m︸ ︷︷ ︸
=0

⊆ · · · and so Ij(φ)m = Rm or 0 for all j and all m.

Claim. J a finitely generated ideal, Jm = 0 or Rm. Then J is generated by an idempotent.
Proof. If Jm = 0 then (0 : J) 6⊆ m. IF Jm = Rm then J 6⊆ m. So (0 : J) + J 6⊆ m which implies

(0 : J) = R. Choose i ∈ (0 : J) and j ∈ J so that i + j = 1 and ij = 0. Then j(1 − j) = 0
which implies j2 = j. For all x ∈ J we see (1− j)x = 0 which implies x = jx and so J = (j).

For the backward direction, let p ∈ SpecR. We claim idempotents in Rp are either 0 or 1. Note Ir(φ)p =
Ir(φ)Rp where the left side is generated by idempotents by assumption. Now Mp is projective Rp−module
and is thus locally free. So M is finitely generated. Take r equal to the maximum such that Ir(φ)p = Rp

and Ir+1(φ)p = 0. �

(5) (Brian) Let A be an n×m matrix with entries from a commutative ring R. Prove that the system Ax = 0

has a nontrivial solution if and only if there exists a nonzero element z ∈ R such that zIm(A) = 0. (This is
a theorem due to McCoy.)

Proof. Recall from last time for F,G finitely generated free and φ : F → G with r = rankF that F ⊗RM →
G⊗RM is injective if and only if grade(Ir(φ),M) ≥ 1. Now its enough to show Rm

A−→ Rn is injective if and
only if there does not exists z ∈ R \ {0} such that zIm(A) = 0. Replace M with R in our recall statement
and note grade(Im(A), R) ≥ 1 if and only if AnnR(Im(A)) = 0. �

(6) (Katie) Let R be a ring, F1
φ−→ F0 →M → 0 a presentation, and r = rankF0. Prove that Ir(φ) ⊆ AnnRM.

Proof. Let m = rankF·. If r > m, then Ir(ψ) = 0. So assume r ≤ m. Let φ′ be an r × r submatrix of φ
and M ′ = cokerφ′. Then Ann(M ′) ⊆ Ann(M). So it is enough to show Ir(φ) ⊆ Ann(M) and thus we may
assume m = r. Note Ir(ψ) = detψ and so its enough to show det(ψ) ⊆ Ann(M). Now detψ(Ir) = ψ ·adj(ψ).

Rr
φ //

��

Rr

adj(φ)}}{{{{{{{{
(detφ)Ir

��

// M
∗ //

det |M
��

0

Rr // Rr // M
∗∗ // 0

By diagram chasing, we see ∗ is zero and thus ∗∗ is zero. Thus detφ ∈ AnnM. �

(7) (Lori) Let R be a ring, F1
φ−→ F0 →M → 0 a presentation, and r = rankF0. Prove that Ir(φ) ⊆ AnnRM.

Proof. Let A be a matrix representation for φ. Now F0
∼= Rr and say F1

∼= Rm. Let Aj be a j×j submatrix of
A, d = detAj , and x ∈ AnnM. We want to show dx ∈ Ij+1(φ). Let B be the r× (m+r) matrix (AxIr). This

gives Rm+r B−→ Rr → cokerB → 0 where cokerB = Rr/ imB = Rr/ imA+ xRr ∼= cokerA and xRr ∈ imA.

By exercise 3, Ir−i(φ) = Ir−i(B) for all i. Consider Ij+1(B) and take the (j+1)×(j+1) submatrix

(
Aj 0
∗ x

)



which has determinant equal to (detAj)x = dx. Thus dx ∈ Ij+1(φ). Thus Ir(φ) ⊇ AnnMIr−1(φ) ⊇ · · · ⊇
(AnnM)rI0(φ) = (AnnM)r. �

(8) (Silvia) Let R be a semi-local ring and P a finitely generated projective R−module. Prove that P is free if
and only if for all maximal ideals m and n of R, rankRm Pm = rankRn Pn.

Proof. Let R be a semi-local ring and let m1, . . . , mt be the maximal ideals of R. Let P be a finitely generated
projective R-module.

(⇒) Suppose P is free, i.e. P ∼= Rn for some n > 0. Since localization commutes with direct sums, we
have: Pmi

∼= (Rn)mi
∼= Rnmi which implies rankRmi

Pmi = n for all i = 1, . . . , t.
(⇐) Conversely, suppose rankRmi

Pmi = n for all i = 1, . . . , t. As P is a finitely generated projective
R-module, P is locally free, i.e. for each i we have Pmi

∼= Rnmi for all i. Use Lemma 12.2 in [BH] with N = P

to find u ∈ P such that u
1 6∈ miPmi for all i (note that the condition Pmi * miPmi is satisfied). Thus u

1 is in
a minimal generating set for Pmi (by NAK) for all i. Use induction on n.

(i) Assume n = 1.
Then Pmi is free of rank 1 for all i, and

{
u
1

}
is a basis for Pmi and we can write Pmi = Rmi

u
1 for all i.

Let φ : R → P be the R-module homomorphism given by φ(1) = u, and consider the following exact

sequence 0→ K → R
φ−→ P → C → 0. Localize at a maximal ideal mi to get:

0 // Kmi
// Rmi

φmi // Pmi
// Cmi

// 0,

where φmi is an isomorphism. Thus Kmi = 0 = Cmi for all maximal ideals mi of R and hence K = 0 = C.
Thus P ∼= R, i.e. P is free of rank 1.

(ii) Assume the claim holds for n − 1, i.e. if M is a finitely generated projective R-module such that
rankRm Pm = n− 1 for all maximal ideals m of R, then M is free.
Since Pmi

∼= Rnmi and
{
u
1

}
is part of a basis, (P/Ru)mi is free of rank n − 1 for all i. As P is finitely

generated, so is P/Ru. Since P/Ru is finitely generated and locally free (and R Noetherian), P/Ru is
projective. By induction, P/Ru is free of rank n− 1. Moreover Ru ∼= R is free of rank 1. Now consider
the exact sequence 0 → Ru → P → P/Ru → 0. As P/Ru is projective, the sequence splits. Thus
P ∼= Ru⊕ P/Ru is free of rank n. �

(9) (Nick) Let R be a ring, M an R−module, and x an indeterminate over R. Suppose f(x) ∈ R[x] is a zero-
divisor on M [x] = M ⊗R R[x]. Prove there exists a nonzero element u ∈M such that f(x)u = 0 (that is, all
the coefficients of f annihilate u).

Proof. There exists g(x) ∈ M(x) such that f(x)g(x) = 0. Then
∑k
i=0 fix

i ·
∑`
j=0 gjx

j = 0. We will induct
on k + `. If k + ` = 0, then take u = g0. Suppose k + ` > 0. Then fkgk = 0. Set g(x) = fkg(x). If g(x) 6= 0,
then deg g(x) < deg g(x). Now f(x)g(x) = f(x) · g(x)fk. Thus there exists 0 6= u ∈ Rfkg0 + · · ·+Rfkg`−1 ⊆
Rg0 + · · · + Rg` with uf(x) = 0. If g(x) = 0, then fk · gi = 0 for all i. Let f(x) = f(x) − fkx

k. If
f(x) = 0 then f(x) = fkx

k and u = g`. If not, deg(f(x)) < deg f(x) and f(x)g(x) = f(x) − fkxkg(x) =
f(x)g(x) − fkg(x)xk = 0. So there exists u ∈ Rg0 + ... + Rg` such that uf(x) = 0. Then fku = 0 since
fkgi = 0 for all i. Set u = u. �

A.2. Homework Set 2.

(1) (Katie) Let R be a Noetherian local ring of dimension d and I an ideal of R. Prove that codim I ≥ i if and
only if I contains x1, ..., xi which form part of a system of parameters for R.

(2) (Justin) Let (R,m) be a Noetherian local ring and F· a complex 0→ Fs → Fs−1 → · · · → F0 → 0 consisting
of finitely generated free modules in each degree and such that all the homology has finite length. Let M
be an R−module and Ji := AnnRHi

m(M) for i ≥ 0. Prove that for each i ≥ 0, J0J1 · · · Js−i annihilates
Hi(F· ⊗RM).



Proof. Take K · to be the Čech complex on a system of parameters x and reindex F· by F · where F i = Fs−i.

Define a double complex by C ·· := K · ⊗ F · ⊗M. We will now examine spectral sequences.
First filter by the columns:

IEpq1 = Hq(Kp ⊗ F · ⊗M)
= Kp ⊗Hq(F · ⊗M) as Kp is flat for all p

=

Hq(F · ⊗M) if p = 0

Kp ⊗Hq(F · ⊗M) if p > 0

We want to show Kp ⊗ Hq(F · ⊗M) = 0 for p > 0. Then the sequence IEpq1 will collapse and we will get
Hp+q(F · ⊗M) =I Epq∞ = Hp+q(Tot(C)).

Claim. Hq(F · ⊗M) is m−torsion (and so Kp ⊗Hq(F · ⊗M) = 0 for p > 0).
Proof. Let G· ∼−→ M be a projective resolution of M, indexed cohomologically. Consider the

double complex F · ⊗G·. Filtering by columns gives us

IEp,q1 = Hq(F p ⊗G·) = F p ⊗Hq(G·) =

F p ⊗M, if q = 0

0, if q > 0

as G· is a projective resolution of M. Thus IIEp,q2 = Hp+q(F · ⊗M). Filtering by rows gives
us

IIEp,q1 = Hq(F · ⊗Gp) ∼= Hq(F ·)⊗Gp ∼= (Hq(F ·))mp

where mp = rankGp. So IIEp,q1 is m−torsion as each Hq(F ·) has finite length. Thus IIEp,q∞
are m−torsion.
Now, consider the filtration of Hn = Hn(F · ⊗M) :

0 = Fn+1Hn ⊂ FnHn ⊂ · · ·F 0Hn = Hn

with F iHn/F i+1Hn = IIEi,n−i∞ . For each i, there exists `i such that m`i IIEi,n−i∞ = 0. So
m`0 · · ·m`nHn = 0, that is, Hn is m−torsion. �

Now filter by rows:

IIEp,q1 = Hq(K · ⊗ (F p ⊗M))
= Hq(K · ⊗Mnp), where np = rankF p

= Hq
m(Mnp)

By hypothesis, Jq · IIEp,q1 = 0. Since IIEp,q∞ is a subquotient of IIEp,q1 , we also have Jq · IIEp,q∞ = 0.
By the main convergence theorem of spectral sequences, IIEpq1 ⇒ Hp+q(Tot(C)) ∼= Hp+q(F · ⊗M). Thus

for any n ∈ Z, there exists a filtration {F pHn}p∈Z where Hn = Hn(F ·) such that F pHn/F p+1Hn ∼=II Ep,n−p∞

for all p. As IIEpq1 is a first quadrant spectral sequence, IIEp,n−p1 = 0 if p < 0 or p > m. Hence the filtration
of Hn has the form 0 = Fn+1Hn ⊆ FnHn ⊆ · · · ⊆ F 1Hn ⊆ F 0Hn = Hn. Since Jn−p IIEp,n−p∞ = 0, we have
Jn−pF

pHn ⊆ F p+1Hn and hence JnJn−1 · · · J0H
n = 0. �

(3) (Nick) Let (R,m) be a Cohen Macaulay ring and x1, ..., xd a system of parameters for R. Prove that for any
positive integers n1, ..., nd,

λ(R/(xn1
1 , ..., xndd ) =

(
d∏
i=1

ni

)
λ(R/(x1, ..., xd)).

Proof. Induct on N :=
∑
ni ≥ d. For N = d, we see ni = 1 for all i and we are done. So suppose N > d.

Then there exists i with ni ≥ 2. Without loss of generality, reindex so nd ≥ 2. Let

I = (xn1
1 , ..., xndd ), I ′ = (xn1

1 , ..., x
nd−1
d−1 , x

nd−1
d ), I ′′ = (xn1

1 , ..., x
nd−1
d−1 , xd).



We have a short exact sequence 0→ I/I ′ → R/I → R/I ′ → 0.
Claim. I/I ′ ∼= R/I ′′

Proof. Define φ : R → I/I ′ by r 7→ rxnd−1 + I. Note φ is surjective. Thus it is enough to show
kerφ = I ′′. Clearly, kerφ ⊇ I ′′. So let y ∈ kerφ. Then yxnd−1 ∈ I. Say yxnd−1 =

∑d
i=1 aix

ni
i .

Then (y − adxd)xnd−1
d =

∑d−1
i=1 aix

ni
i ∈ (xn1

1 , ..., x
nd−1
d−1 ), which is regular. Furthermore,

(xn1
1 , ..., x

nd−1
d−1 , x

nd−1
d ) is regular. Thus y − aDxd ∈ (xn1

1 , ..., x
nd−1
d−1 ) and so y ∈ I ′′. �

Now λ(R/I) = λ(R/I ′) +λ(R/I ′′) = n1 · · ·nd−1(nd−1)λ(R/(x)) +n1 · · ·nd−1λ(R/(x)) = n1 · · ·ndλ(R/(x)).
�

(4) (Laura) Let (R,m) be a regular local ring of characteristic p > 0 and M an R−module of finite length. Prove
that λ(F (M)) = pdλ(M), where d = dimR.

Proof. Induct on λ(M). If λ(M) = 1, then M ∼= R/m. As R is a regular local ring, m = (x1, ..., xd) where x
form a system of parameters. Then

λ(F (M)) = λ(F (R/(x1, ..., xd))) = λ(R/(xp1, ..., x
p
d)) = pdλ(R/(x1, ..., xd)) = pdλ(M)

by Nick’s exercise. Now suppose λ(M) > 0 and choose N ⊂ M with λ(N) < λ(M). We have a short
exact sequence 0 → N → M → M/N → 0. As R is regular, F is exact and thus 0 → F (N) → F (M) →
F (M/N)→ 0 is exact. By assitivity of length, we thus have

λ(F (M)) = λ(F (N)) + λ(F (M/N)) = pdλ(N) + pdλ(M/N) = pdλ(M). �

(5) (Lori) Let R be a regular local ring and I an ideal of R. Prove that F (Hi
I(R)) ∼= Hi

I(R) for all i.

Proof. Let I = (x1, ..., xn) and recall Hi
I(R) = Hi(C ·(x)) where C · is the Čech complex. As R is regular, F is

exact. Note that 0→ kerφi → Ci
φi−→ Ci+1 → cokerφi → 0 is exact. This yields the following commutative

diagram with exact rows.

0 //

=

��

F (kerφi) // F (Ci) //

=

��

F (Ci+1) //

=

��

F (cokerφi) // 0

=

��
0 // kerF (φi) // F (Ci) // F (Ci+1) // cokerF (φi) // 0

By the Five Lemma, we have F (kerφi) = kerF (φi) and F (cokerφi) = cokerF (φi). So F (Ci+1)/F (imφi) =
F (Ci+1/ imφi) = F (cokerφi) = cokerF (φi) = F (Ci+1)/ imF (φi), which implies F (imφi) = imF (φi). This
yields another commutative diagram with exact rows

0 // F (imφi) //

∼=
��

F (kerφi) //

∼=
��

F (Hi(C ·)) // 0

0 // im(F (φi)) // kerF (φi) // Hi(F (C ·)) // 0

By the Five Lemma, we have F (Hi(C ·)) ∼= Hi(F (C ·))(∗).
Furthermore, we have the following commutative diagram with exact rows

0 // kerφi // Ci
φi //

=

��

Ci+1 //

=

��

cokerφi // 0

0 // kerF (φi) // F (Ci) // F (Ci+1) // cokerF (φi) // 0

By the Five Lemma, we have kerφi = kerF (φi) and cokerφi = cokerF (φi). Thus we have Hi(C ·) =
Hi(F (C ·)) = F (Hi(C ·)) by (∗). �



(6) (Brian) Let φ : R→ S be a homomorphism of commutative rings. For an R−module M, let S ⊗φM denote
the left S−module S ⊗R M where S is viewed as a right R−module via φ (i.e., s ⊗ rm = sφ(r) ⊗m). In
this context, if φ : R → R is a Frobenius map, then R ⊗φ M is F (M), the Frobenius functor applied to
M. By the associative property of tensor products, if φ : R → S and ψ : S → T are ring homomorphisms,
then T ⊗ψ (S ⊗φM) ∼= T ⊗ψφM. Use this approach to show that Frobenius commutes with localization and
completion.

Proof. We will prove the result for localization. The proof for completions is similar. Let φ : R → R be
the Frobenius map, ψ : R → RS the natural map, and φ̃ : RS → RS the Frobenius map of RS . Note that
ψφ = φ̃ψ as ψφ(r) = ψ(rp) = rp

1 = φ̃
(
r
1

)
= φ̃ψ(r). Now,

FRs(MS) = RS ⊗φ̃ (RS ⊗ψ M) = RS ⊗φ̃ψ M = RS ⊗ψφM = RS ⊗ψ (R⊗φM) = (FR(M))S . �

(7) (Xuan) Let (R,m) be a local ring of characteristic p > 0 and M a finitely generated R−module such that
M ∼= F (M). Prove that M is free.

Proof. As M is finitely presented, we have free modules F and G so that F → G → M → 0 is a minimal
presentation. Applying Frobenius, we get F → G→ F (M)→ 0. Now Ij = I

[p]
j ⊆ I

p
j ⊆ I2

j ⊆ Ij . Thus Ij = I2
j

which implies Ij = 0 by NAK. Thus M is projective and hence free. �

(8) (Silvia) Let R be a ring of characteristic p > 0 and S a multiplicatively closed set of R. Prove that F (RS) ∼=
RS . More generally, let M be a flat R−module. Prove that F (M) is flat.

Proof. Define φ : RF × S → RS by
(
r, ab
)
7→ rap

bp . Then φ is R−balanced (that is, φ is additive in each
component and for all u ∈ R we have φ

(
ru, ab

)
= φ

(
r, uab

)
).

RF ×RS //

φ

��

RF ⊗RS

xxq q q q q q

RS

By definition of tensor product, there exists a unique group homomorphism α : RF ⊗RS → RS such that the
diagram above commutes. Also α

(
ur ⊗ a

b

)
= uα

(
r ⊗ a

b

)
and so α is an R−module homomorphism. Define

β : RS → RF ⊗R RS by a
b 7→ abp−1 ⊗ 1

b . Then β is an R−module homomorphism and one can check αβ = 1
and βα = 1. Thus RS ∼= RF ⊗RS = F (RS).

Now assume M is flat. By Lazard’s Theorem, M = lim−→(Mi, φ
i
j) where Mi are finitely generated free

modules. Thus

F (M) = RF ⊗ lim−→(Mi, φ
i
j) = lim−→R

F ⊗ (Mi, φ
i
j) = lim−→(F (Mi), F (φij)) = lim−→(Mi, (φij)

[p]).

As Mi are finitely generated free, Mi is flat. As the direct limit of flat modules is flat, we are done. �

(9) (Hamid) Let R be a Noetherian ring of characteristic p > 0. Prove that the Frobenius functor is faithful; i.e.,
F (M) = 0 if and only if M = 0.

Proof. Clearly, if M = 0 then F (M) = 0. So suppose F (M) = 0. Recall M = 0 if and only if Mp = 0 and
Frobenius commutes with localization. Thus we may assume (R,m) is local. Similarly, M = 0 if and only if
R̂ ⊗ R = 0 and Frobenius commutes with completion. Thus we may assume R is a complete local ring and
hence the homomorphic image of a regular local ring Q of characteristic p. Say R = Q/I and consider M as
a Q−module. We have the following commutative diagram where fQ and fR are the Frobenius maps and π



is the natural surjection

Q
π //

fQ

��

Q/I = R

fR

��
Q

π // Q/I = R

Now 0 = F (M) = (M⊗RQ/I)⊗RF . Also 0 = (M⊗QQF )⊗QQ/I as M⊗QF is I−torsion (⊕Q/I →M → 0
exact implies ⊕M/I [p] →M ⊗QF → 0 is exact). Thus M ⊗QF = 0. If M 6= 0, then there exists 0 6= x ∈M.

Then 0→ (x)⊗QF →M ⊗QF is exact, which implies x = 0, a contradiction. �



Appendix B. Cohomological Spectral Sequences

The following is based from notes taken from Weibel’s An Introduction to Homological Algebra.

Definition. A cohomological spectral sequence starting with {Ea} is a family {Epqr }r≥a of objects, together with
maps dpqr : Epqr → Ep+r,q−r+1

r such that drdr = 0 and Epqr+1
∼= H(Er) = ker(dpqr )/ im(dp−r,q+r−1

r ).

Definition. A cohomological spectral sequence {Epqr }r≥a is said to be bounded below if for each n there exists
s = s(n) such that Epqa = 0 for all p < s. The spectral sequence is said to be bounded if for each n there are only
finitely many non-zero terms Epqa with p+ q = n.

Note that 1st and 3rd quadrant spectral sequences are bounded, and 2nd quadrant spectral sequences are bounded
below.

B.1. Convergence. Note that Epqr+1 is a subquotient of the previous term Epqr . Define Zpqr+1 = ker(dpqr ) and Bpqr+1 =
im(dp−r,q+r−1

r ) for r ≥ a. Further set Zpqa = Epqa and Bpqa = 0. Then Epqr
∼= Zpqr /B

pq
r .

Claim. The following is a nested family of subobjects of Epqa :

0 = Bpqa ⊆ · · · ⊆ Bpqr ⊆ B
pq
r+1 ⊆ · · · ⊆ Z

pq
r+1 ⊆ Zpqr ⊆ · · · ⊆ Zpqa = Epqa

Proof. Induct on r. For r = q, we have 0 = Bpqa ⊆ Zpqa = Epqa . For r > a, we know Zpqr+1 ⊆ E
pq
r+1 ⊆ Zpqr and

Bpqr ⊆ B
pq
r+1. Thus we have

0 // Bpqr // Zpqr // Epqr+1
// 0

0

OO

// Bpqr+1

OO�
�
�

// Zpqr+1

?�

OO

// Epqr+2

?�

OO

// 0

By a generalization of the Five Lemma, done.

Define Bpq∞ = ∪∞r=aBpqr and Zpq∞ = ∩pqr=aZpqr . Then set Epq∞ = Zpq∞/B
pq
∞ .

Note that if {Epqr } is bounded below, then Zpq∞ = Zpqr for all large r. If {Epqr } is bounded, then Epq∞ = Epqr for all
large r.



Definition. Let {Epqr }r≥a be a bounded below spectral sequence. We say Epqr converges to H∗ = {Hn} if for each
n we have a filtration (i.e., a chain of submodules of Hn)

0 = F tHn ⊆ F t−1Hn ⊆ · · · ⊆ F p+1Hn ⊆ F pHn ⊆ · · · ⊆ Hn

such that Epq∞ ∼= F pHp+1/F p+1Hp+q and ∪pF pHn = Hn. In this case, we write Epqa ⇒ Hp+q.

Remark. H∗ need not be unique, even if the spectral sequence is bounded. For example, let Epq0 =

Z/2Z, if p, q ≥ 0

0, otherwise
and dpqr = 0 for all p, q, r. Then {Epqr } is a first quadrant spectral sequence with Epq∞ = Z/2Z for all p, q ≥ 0. So
Epq0 ⇒ (Z/2Z)p+q+1 and Epq0 ⇒

(
Z/2p+q+1Z

)
.

Definition. The spectral sequence {Epqr} collapses at Er (r ≥ 2) if there is exactly one non-zero row or column
in the lattice Epqr .

Notes.

(1) If the spectral sequence collapses at Er, then Er = E∞.

(2) Suppose Epqa ⇒ Hn and the spectral sequence collapses at Er. Then H∗ is unique. In fact, Hn is the unique
non-zero Epqr with p+ q = n.

Proof. As Epqr = 0 for all p 6= c, we see F pHn = 0 for all p 6= c. So Hn = F ⊆ Hn. Since Ecqr =
F cHp+1/F c+1Hp+q = F cHn, we see Ecqr = Hn. �

Remarks.

(1) Suppose a spectral sequence converting to H∗ has Epq2 = 0 unless p = h or h+ 1 (i.e., we have two non-zero
columns). So Epq2 ⇒ Hp+q. Note dpq2 = 0 for all p, q and so Epq2 = Epq∞ for all p, q. Also, Eh+1,n−h−1

2 ⊆ Hn

and Hn/Eh+1,n−h−1
2

∼= Eh,n−h2 .

Proof. By definition, Et,h−t2
∼= F tHh/F t+1Hh. Since Eh+2,h−(h+2) = 0, we see Fh+2Hh = 0. Thus Eh+1, h−

(h+ 1) ∼= Fh+1Hn ⊆ Hn. Similarly, Hn/Eh+1,n−h−1
2

∼= Eh,n−h2 . �

Thus we have the exact sequence 0→ Eh+1,n−h−1
2 → Hn → Eh,n−h2 → 0 for all n.

(2) Suppose a spectral sequence converging to H∗ has Epq2 = 0 unless q = s or s+ 1 (i.e., we have two non-zero
rows). So Epq2 ⇒ Hp+ q. Note dpq2 = 0 for all q 6= s+1. Then Epq∞ = Epq3 = ker(dpq2 )/ im(dp−2,q+1

2 ). As above,

En−s,s3 ⊆ Hn and Hn/En−s,s3
∼= En−s−1,s+1

3 . In addition, En−2−1,s+1 = ker(En−s−1,s+1
2

d2−→ En−s+1,s
s ) and

En−s,s3 = En−s,s2 / im(En−s−2,s+1
2

d2−→ En−s,s2 ). Putting this together, we get a long exact for all n : sequence

· · · → Hn−1 → En−s−2,s+1
2

d2−→ En−s,s2 → Hn → En−s−1,s+1
2

d2−→ En−s+1,s
2 → · · ·

(3) Suppose {Er}pq is a first quadrant spectral sequence converging to H∗. Then H0 = E0,0
2 and there is an exact

sequence 0 → E1,0
2 → H1 → E0,1

2
d2−→ E2,0

2 → H2. Similarly, suppose {Ep,qr } is a third quadrant spectral

sequence converging to H∗. Then H0 = E0,0
2 and there is an exact sequence H−2 → E−2,0

2
d2−→→ E0,−1

2 →
H−1 → E−1,0 → 0. These are called the exact sequences of low degree.

Definition. A filtration F on a chain complex C · is an ordered family of chain subcomplexes · · · ⊆ F p+1C ⊆
F pC ⊆ · · · of C. The filtration is exhaustive if ∪pF pC = C. The filtration is bounded below if for each n there
exists s = s(n) such that F pCn = 0 for p > s.

Theorem 97. A filtration F of a chain complex C · naturally determines a spectral sequence starting with Epq0 =
F pCp+q/F p+1Cp+q and Epq1 = Hp+q(Ep∗0 ). The maps dpqr are induced by the differential of C.

Proof. Weibel, page 133. �



Theorem 98. Suppose C · is a chain complex and F is a filtration of C ·. Suppose F is bounded below and exhaustive.
Then the spectral sequence Epq1 associated to F is bounded below and converges to H∗(C) :

Epq1 = Hp+q(F pC/F p+1C)⇒ Hp+q(C).

Proof. Weibel, page 136. �

B.2. Spectral sequences of Double Complexes. Let C = C∗∗ be a double complex:

...
...

...

· · · // Cp−1,q+1

OO

dh // Cp,q+1
dh //

OO

Cp+1,q+1 //

OO

· · ·

· · · // Cp−1,q

dv

OO

dh // Cp,q
dh //

OO

dv

OO

Cp+1,q //

OOOO

dv

OO

· · ·

· · · // Cp−1,q−1

OO

dv

OO

dh // Cp,q−1
dh //

OO

dv

OO

Cp+1,q−1 //

OO

dv

OO

· · ·

...

OO

...

OO

...

OO

such that dvdv = dhdh = dhdv + dvdh = 0. The total complex Tot(C) of C is defined by Tot(C)n = ⊕p+q=nCp,q

and d : Tot(C)n → Tot(C)n is given by d = dh + dv. There are two natural filtrations of Tot(C) which give rise to
two spectral sequences.

First, we may filter the total complex by columns: For each n, let X∗∗n be the double subcomplex of C∗∗ defined

by Xpq
n =

Cp,q, if p ≥ n

0, otherwise.
Let IFn Tot(C) be the total complex of X∗∗n . Clearly, IFn Tot(C) is a subcomplex

of Tot(C) and IFn+1 Tot(C) ⊆I Fn Tot(C) for all n. As Tot(C) is a direct sum of Cpq’s, this filtration is always
exhaustive. Also IFn Tot(C) is bounded below provided C∗∗ is. This filtration gives rise to a spectral sequence
{IEpqr } starting with

IEpq0 =I F p Tot(C)p+q/IF p+1 Tot(C)p+q =
⊕

i+j=p+q,i≥p

Cij/
⊕

i+j=p+q,i≥p+1

Cij = Cpq.

The maps d0 are just the vertical differentials dv of C∗∗ and so IEpq1 = Hq
v (Cp∗). The maps d1 : Hq

v (Cp∗) →
Hq
v (Cp+1,∗) are induced by the horizontal differentials and so IEpq2 = Hp

hH
q
v (C). By the theorem above, if C is a

bounded below double complex, then this spectral sequence converged to H∗(Tot(C)) :

IEpq2 = Hp
hH

q
v (C)⇒ Hp+q(Tot(C)).

Similarly, we can filter Tot(C) by the rows of C : for each n let Y ∗∗n be the double subcomplex of C∗∗ defined

by Y pqn =

Cpq, if q ≥ n

0, otherwise.
Let IIFn Tot(C) be the total complex of Y ∗∗n . Then IIFn Tot(C) is a subcomplex

of Tot(C) and IIFn+1 Tot(C) ⊆II Fn Tot(C). As before, this is an exhaustive filtration of Tot(C) and is bounded
below if C∗∗ is bounded above. This filtration gives rise to another spectral sequence {IIEpqr } beginning with

IIEpq0 =II F p Tot(C)p+q/IIF p+1 Tot(C)p+q =
⊕

i+j=p+q,j≥p

Cij/
⊕

i+j=p+q,j≥p+1

Cij = Cqp.

The differentials d0 are the horizontal differentials and so IIEpq1 = Hq
h(C∗p). The maps d1 are the vertical differentials

of C and so IIEpq2 = Hp
vH

q
h(C). Again by the theorem above, if C is a bounded above double complex, then this



spectral sequence converges to H∗(Tot(C)) :

IIEpq2 = Hp
vH

q
h(C)⇒ Hp+q(Tot(C)).

B.3. Applications.

Theorem 99 (Universal Coefficient Theorem for Cohomology). Let P· be a bounded below chain complex of
projective R−modules such that each d(Pn) is also projective. Then for every n and every R−module M there exists
an exact sequence 0→ Ext1

R(Hn−1(P ),M)→ Hn(HomR(P,M))→ HomR(Hn(P ),M)→ 0.

Proof. Let P· = · · · → Pn+1 → PnøPn−1 → · · · → Pt → 0. Let I · be an injective resolution of M and C∗∗ the double
complex defined by Cpq = HomR(Pp, Iq). Note that C is a bounded double complex. Now Cp∗ = HomR(Pp, I ·) and
so

IEpq1 = Hq(Cp,∗) = ExtqR(Pp,M) =

HomR(Pp,M), if q = 0

0, otherwise.

since Pp is projective. Thus IEpq1 collapses and H∗ is unique. Now

IEpq2 = Hp
h(Hq

v (C)) =

Hp(HomR(P,M)), if q = 0

0, otherwise.

Since IEpq2 ⇒ Hp+q(Tot(C)), we see Hn(Tot(C)) ∼= Hn(HomR(P,M)) as H∗ is unique.
Now II = Hq

h(C∗,p) = Hq(HomR(P·, Ip)) = HomR(Hq(P ), Ip) since HomR(−, Ip) is exact. Then IIEpq2 =
Hp
v (HomR(Hq(P ), I ·)) = ExtpR(Hq(P ),M). Thus we have ExtpR(Hq(P ),M)⇒ Hp+q(HomR(P,M)).
Recall that each d(Pn) is projective and thus ker(dn) is projective for all n and pdRHn(P ) ≤ 1 for all n (consider

the short exact sequence 0 → d(Pn+1) → ker(dn) → Hn(P ) → 0). Hence ExtpR(Hq(P ),M) = 0 for all p ≥ 2. So
IIEpq2 = 0 for all p 6= 0, 1. Therefore we have a two column spectral sequence. By Remark 1, there exists exact
sequences

0→ Ext1
R(Hn−1(P ),M)→ Hn(HomR(P,M))→ HomR(Hn(P ),M)→ 0

for all n. �

Theorem 100 (Base-change for Ext). Let f : R → S be a ring map. Then there is a first quadrant spectral
sequence Epq2 = ExtpS(A,ExtqR(S,B))⇒ Extp+qR (A,B) for all S−modules A and R−modules B.

Proof. Let P· → A → 0 be a projective S−resolution of A and 0 → B → I · an injective R−resolution of B. Let
Cpq = HomR(Pp, Iq). Then C∗∗ is a first quadrant double complex.

IIEpq1 = Hq
h(C∗p) = Hq

h(HomR(P·, Ip))
= Hq

h(HomR(P· ⊗R S, Ip)) as P· is projective
= Hq

h(HomS(P·,HomR(S, Ip)))
= ExtqS(A,HomR(S, Ip))

Since Ip is an injective R−module, HomR(S, Ip) is an injective S−module. Thus

IIEpq1 =

HomS(A,HomR(S, Ip)), if q = 0

0, otherwise.

Thus the spectral sequence collapses at E1. Now

IIEpq2 = Hp
v (Hq

h(C))
= Hp

v (HomS(A,HomR(S, I ·))) if q = 0
= Hp(HomR(A, I ·))
= ExtpR(A,B)



So IIEpq2 =

ExtpR(A,B), if q = 0

0, otherwise.
and therefore Hn(Tot(C)) = ExtnR(A,B).

Similarly, we have IEpq1 = Hq
v (Cp∗) = Hq

v (HomR(Pp, I ·)) = Hq
v (HomR(Pp⊗RS, I ·)) = Hq

v (HomS(Pp,HomR(S, I ·))).
As Pp is a projective S−module, HomS(Pp,−) is an exact functor. Thus

IEpq1 = HomS(Pp, Hq(HomR(S, I ·))) = HomS(Pp,ExtqR(S,B)).

Now IEpq2 = Hp
hH

q
v (C) = Hp

h(HomS(P·,ExtqR(S,B))) = ExtpS(A,ExtqR(S,B)). Therefore,

ExtpS(A,ExtqR(S,B))⇒ Extp+qR (A,B).

�

B.4. Grothendieck Spectral Sequences.

Definition. Let C · be a complex. A right Cartan-Eilenberg resolution of C · is an upper half-plane double
complex I∗∗ together with an augmentation chain map C∗ → I∗0 such that

(1) Each Ipq is an injective module
(2) If Cp = 0 then the column Ip∗ = 0
(3) The induced maps on the boundaries and cohomology 0 → Bp(C) → Bp0(I) → Bp1(I) → · · · and 0 →

Hp(C) → Hp0(C) → Hp1(C) → · · · are injective resolutions, where Brq(I) = im(Ip−1,q dh−→ Ipq, Zpq(I) =
ker(Ipq dh−→ Ip+1,q), and Hpq(I) = Zpq(I)/Bpq(I).

Remark. If I is a right Cartan-Eilenberg resolution of C then 0 → Zp(C) → Zp0(I) → Zp1(I) → · · · and
0→ Cp → Ip0 → Ip1 → · · · are injective resolutions.

Lemma 101. Every complex has a right Cartan Eilenberg resolution.

Proof. The analogous statement for left Cartan Eilenberg resolutions is proved in Wiebel. �

Definition. An object B of a category B is F−acyclic if the right derived functor of F vanishes on B, that is
RiF (B) = 0 for all i 6= 0.

Theorem 102 (Grothendieck Spectral Sequence #1). Let A,B, C be abelian categories such that A,B have
enough injectives. Suppose G : A → B and F : B → C are left exact covariant functors. Suppose G sends
injective objects of A to F−acyclic objects of B. Then there is a convergent first quadrant spectral sequence
IIEpq2 (RpF )(RqG)(A)⇒ Rp+q(FG)(A) for every object A in A. The exact sequence of low degree terms is

0→ (R1F )(GA)→ R1(FG)(A)→ F (R1G(A))→ (R2F )(GA)→ R2(FG)(A).

Proof. The exact sequence of low degree terms follows from Remark 3 above. Let 0 → A → J · be an injective
resolution of A (in the category A). Apply the functor G to J · and let I∗∗ be a Cartan-Eilenberg resolution of G(J ·)
in the category B. Let X∗∗ be the double complex F (I∗∗). Now Ip∗ is an injective resolution of G(Jp) and so

IEpq1 = Hq
v (Xp∗) = Hq

v (F (Ip∗)) = RqF (G(Jp)).

As Jp is an injective object of A, G(Jp) is F−acyclic, that is RiF (G(Jp)) = 0 for i > 0. Thus the spectral sequence

collapses at E1 and we have IEpq1 =

(FG)(Jp), if q = 0,

0, otherwise.
So

IEpq2 = Hp
h(Hq

v (X)) =

Rp(FG)(A), if q = 0,

0, otherwise.



Therefore Hp+q(Tot(X)) ∼= Rp+q(FG)(A). Now IIEpq1 = Hq
h(X∗p) = Hq

h(F (I∗p)). As I∗∗ is a right Cartan-Eilenberg
resolution of G(J ·), the kernels, boundaries, and homologies of the complex I∗p are all injective objects of B. Thus
Hq
h(F (I∗p)) ∼= F (Hq

h(I∗p)). Now Hq
h(I) is an injective resolution of Hq(G(J ·)) = Rq(G)(A). Therefore

IIEpq2 = Hp
vH

q
h(X) = Hp

v (F (Hq
h(I))) = (RpF )(RqG)(A).

Hence (RpF )(RqG)(A)⇒ Rp+q(FG)(A). �

Examples.

(1) Let A = B = C be the category of R−modules and J ⊂ I ideals of R. Let F = HomR(R/I,−) and
G = H0

J(−). Then G sends injectives to injectives. Since FG = HomR(R/I,−), we get

Epq2 = ExtpR(R/I,Hq
J(M))⇒ Extp+qR (R/I,M)

for all R−modules M.

(2) (Base-change of Ext) Let A be the category of R−modules and B = C the category of R/J−modules for some
ideal J of R. Suppose I ⊃ J. Let F = HomR/J(R/I,−) and G = HomR(R/J,−). Then FG = HomR(R/I,−)
and thus

Epq2 = ExtpR/J(R/I,ExtqR(R/J,M))⇒ Extp+qR (R/I,M).

Definition. Let C· be a complex. A left Cartan-Eilenberg resolution of C· is an upper-half plane double complex
P∗∗ together with an augmentation map P∗0 → C∗ such that

(1) Each Ppq is projective
(2) If Cp = 0 then the column Pp∗ = 0
(3) The induced maps on the boundaries and homology · · · → Bpq(P )→ Bp0(P )→ Bp(C)→ 0 and · · ·Hp1(P )→

Hp0(P ) → Hp(C) → 0 are projective resolutions (and thus the induced maps · · · → Zp1(P ) → Zp0(P ) →
Zp(C)→ 0 and · · · → Pp1 → Pp0 → Cp → 0 are projective resolutions).

Lemma 103. Every complex has a left Cartan-Eilenberg resolution.

Theorem 104 (Grothendieck Spectral Sequence #2). Let A,B, and C be abelian categories such that A and
B have enough projectives. Suppose G : A → B is a right covariant functor and F : B → C a contravariant left exact
functor. Suppose G sends projective objects of A to F−acyclic objects of B. Then there is a first quadrant spectral
sequence Epq2 = (Rp)(LqG)(M) ⇒ Rp+q(FG)(M) for every object M in A. The exact sequence of low degree terms
is

0→ (R1F )(GM)→ R1(FG)(M)→ F (L1G(M))→ (R2F )(GM)→ R2(FG)(M).

Proof. The exact sequence of low degree terms follows from Remark 3 above. Let P· → m be a projective resolution
of M in the category A. Let Q∗∗ be a left Cartan-Eilenberg resolution of G(P·) in the category B. Let X∗∗ be the
double complex F (Q∗∗). Then X∗∗ is a first quadrant double complex and IEpq1 = Hq

v (Xp∗). since Qp∗ is a projective
resolution of G(Pp), Hq

v (Xp∗) = Hq
v (F (Qp∗)) = (RqF )(G(Pp)). Since Pp is projective, G(Pp) is F−acyclic and so

IEpq1 =

FG(Pp), if q = 0

0, otherwise.
Thus the spectral sequence collapses and

IEpq2 = Hp
hH

q
v (X) =

Rp(FG)(M), if q = 0

0, otherwise.

Therefore Hn(Tot(X)) ∼= Rn(FG)(M). Now IIEpq1 = Hq
h(X∗p) = Hq

h(F (Q∗p)). As Q∗∗ is a left Cartan Eilen-
berg resolution of G(P ), the horizontal kernels, boundaries, and homology of Q∗p are all projective objects of
B. Thus Hq

h(F (Q∗p)) ∼= F (Hh
q (Q∗p)). Now Hh

q (Q) is a projective resolution of Hq(G(P )) = LqG(M). Therefore



IIEpq2 Hp
vH

q
h(X) = Hp

v (F (Hh
q (Q))) = (RpF )(LqG)(M) and

(RpF )(LqG)(M)⇒ Rp+q(FG)(M).

�

Example. Let φ : R → S be a ring map. Let A be the category of R−modules and B = C the category of
S−modules. Let G : A → B be −⊗R S and F : B → C be HomS(−, N) for some S−module N. For any R−module
M, (FG)(M) = HomS(M ⊗R S,N) = HomR(M,HomS(S,N)) = HomR(M,N). Also G takes projective R−modules
to projective S−modules. Thus there exists a first quadrant spectral sequence

Epq2 = ExtpS(TorRq (S,M), N)⇒ Extp+qR (M,N)

for all r−modules M and S−modules N.

Theorem 105 (Grothendieck Spectral Sequence #3). Let A,B, C be abelian categories such that A has enough
projectives and B has enough injectives. Suppose G : A → B is a contravariant left exact functor and F : B → C is a
covariant left exact functor. Suppose G sends projective objects of A to F−acyclic objects of B. Then there is a first
quadrant spectral sequence EpQ2 = (RpF )(RqG)(M)⇒ Rp+q(FG)(M) for all objects M in A. The exact sequence of
low degree terms is

0→ (R1F )(GM)→ R1(FG)(M)→ F (R1G(M))→ (R2F )(GM)→ R2(FG)(M).

Proof. Similar to that of Grothendieck Spectral Sequence #1, except start with a projective resolution of M instead
of an injective resolution. �
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