








��
Figure 5.9: Decision tree for the 2007 - 2010 (22) data set 
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5.5 Results of the neural networks 

Neural networks are known to be called black boxes or gray boxes. This is mentioned 

to say that the output of the neural networks is not handy for interpretation. That is 

one of the main weaknesses of the method. Table 5.11 shows the misclassification 

rates of the different methods applied. The misclassification rates from the test data 

sets show that neural networks have the lowest misclassification rates for just two of 

the data sets 2006 – 2010 (21) and 2006 – 2010 (22). For those two data sets, 

someone can benefit from the neural network models developed and score a new data 

set. 

Scoring a new data set using the neural network model is the most useful way to 

benefit from the outcome of the neural networks models created when the target 

variable is unknown. The scoring process uses the neural network model developed to 

predict the probability of default of new customers. For example, if we want to 

calculate the probability of default of a list of new customers, we can proceed as 

follows: 

1- Create a new data set that contains all the observations of variables used by the 

neural network model. This new data set is called the scoring data set. 

2- Link the scoring data set to the neural network model created. 

3- Instruct the software to use the neural network model created to score the new 

data set. 

4- The outcome of the scoring process provides the probability of default of every 

customer included in the scoring data set.  
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The probability of default calculated based on the neural network model created will 

then be used by the loan officer. 

 

5.6 Comparative results between the three methods  

To identify the model that best predict default for every data set and to compare the 

results from different models, the misclassification rates calculated from the test data 

set are used. Misclassification rate is equal to 1 - Accuracy. For example, a 

misclassification rate of 0.0705 for the logistic regression model developed from the 

2007 – 2010 (11) data set (table 5.11), means that the accuracy of the predictive 

model is 92.95%. The misclassification rate provides the advantage of ease of 

comparison between the different methods as it provides a number that can used to 

rank the methods. The method with the lowest misclassification rate is considered as 

the best model. Logistic regression is the only method applied to the 2006 (1) set 

because it has a very low number of records. Table 5.11 below provides information 

on the misclassification rate for every model created for every data set. The selected 

model with the lowest misclassification rate for every data set is identified in the 

second column with the letter “Y”. The results show that for five data sets logistic 

regression yields the lowest test misclassification rate. For the other four sets of data, 

the neural networks model yields the lowest misclassification rate for two of them 

and decision trees for the other two. For one of the data sets (2006 – 2010 (12)), 

logistic regression and neural networks yielded the same misclassification rate. By 

parsimony, the model selected is logistic regression. From the results, the three 



140 
methods are very close. Using the test data sets, no one method really stood out from 

another and it can be concluded that there are benefits from using each method.  

Table 5.11: Comparative results between the different models for the different sets 

of data 

      Test Training Validation 

  
Selected 
Model 

Model 
Node 

Misclassifi-
cation Rate 

Average 
Squared 
Error 

Misclassifi-
cation Rate 

Average 
Squared 
Error 

Misclassifi-
cation Rate 

                
2006 
(1) Y 

Log. 
Reg. 0.2549 0.1346 0.1720 0.1925 0.2583 

                

2006
-

2010 
(11) 

  
Auto 
Neural 0.0814 0.0525 0.0634 0.0566 0.0641 

  
Log. 
Reg. 0.0792 0.0588 0.0764 0.0583 0.0760 

Y Tree 0.0736 0.0481 0.0576 0.0539 0.0596 
                

2006
- 

2010 
(12) 

  
Auto 
Neural 0.1120 0.0844 0.1076 0.0945 0.1165 

Y 
Log. 
Reg. 0.1120 0.0872 0.1118 0.0932 0.1204 

  Tree 0.1203 0.0826 0.1054 0.0911 0.1102 
                

2006 
- 

2010 
(21)  

Y 
Auto 
Neural 0.0962 0.0708 0.1008 0.0834 0.1031 

  
Log. 
Reg. 0.1115 0.0761 0.1054 0.0881 0.1392 

  Tree 0.1231 0.0601 0.0806 0.0899 0.1108 
                

2006 
- 

2010 
(22) 

Y 
Auto 
Neural 0.1255 0.0967 0.1277 0.0966 0.1290 

  
Log. 
Reg. 0.1327 0.0949 0.1242 0.0980 0.1327 

  Tree 0.1336 0.1006 0.1313 0.1036 0.1333 
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Table 5.11: (Continued) 

2007 
- 

2010 
(11) 

  
Auto 
Neural 0.0807 0.0490 0.0588 0.0555 0.0637 

Y 
Log. 
Reg. 0.0705 0.0530 0.0665 0.0597 0.0766 

  Tree 0.0739 0.0497 0.0574 0.0605 0.0668 
                

2007 
- 

2010 
(12) 

  
Auto 
Neural 0.1101 0.0861 0.1102 0.0865 0.1054 

  
Log. 
Reg. 0.1089 0.0849 0.1096 0.0876 0.1081 

Y Tree 0.1085 0.0834 0.1054 0.0897 0.1070 
                

2007 
- 

2010 
(21) 

  
Auto 
Neural 0.1059 0.0676 0.0916 0.0834 0.1000 

Y 
Log. 
Reg. 0.1020 0.0698 0.1011 0.0806 0.0974 

  Tree 0.1137 0.0710 0.0869 0.0922 0.1079 
                

2007 
- 

2010 
(22) 

  
Auto 
Neural 0.1223 0.0917 0.1174 0.0940 0.1257 

Y 
Log. 
Reg. 0.1198 0.0921 0.1184 0.0954 0.1257 

  Tree 0.1314 0.0986 0.1244 0.1017 0.1285 
 

5.7 The predictive power of the Receiver Operating Characteristic Charts 

The Receiver Operating Characteristic (ROC) curve provides a graphical 

illustration tool to compare the different methods. According to Agresti (2007) a 

ROC curve is a plot of sensitivity as a function of (1-specificity). Along with that, 

he also states that “for a given specificity, better predictive power corresponds to 

higher sensitivity” (Agresti 2007, 143). Specificity refers to the proportion of 

target variables that are predicted as 0 and are really 1.  

” (Siddiqi 2006, 120).    (5.4)  



142 
Specificity is shown on the horizontal axis. Besides, sensitivity provides the 

proportion of target variables predicted as 0 and is equal to 0.  

“ ” (Siddiqi 2006, 120).    (5.5) 

It is represented on the vertical axis. Siddiqi (2006, 120) provides a confusion 

matrix and a business interpretation of the statistical words as follows: 

Table 5.12: “CONFUSION MATRIX” (Siddiqi 2006, 120) 

  Predicted 

  Good Bad 

Actual Good True Positive False Negative 

 Bad False positive True Negative 

 

The words of the matrix can be interpreted as: 

� “False Positive _ Acceptance of bads 

� True Positive _ Acceptance of goods 

� False negative _ Decline goods 

� True Negative _ Decline bads” (Siddiqi 2006, 121). 

The forty five degree diagonal line shown has no predictive power. It assigns 

borrowers at random to the good group and the bad group (Sarma 2010, 194). In 

order to differentiate when assessing different models, the larger the area under 

the curve the better the model is, especially that this area measures the predictive 

accuracy of the model (Sarma 2010, 194). The software used provides a ROC 

curve for the training, validation and test data sets.  
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Figure 5.10: ROC charts for the 2006 (1) data set 

The 2006 (1) set of data does not contain too many records. This could lead to some 

differences in the shape of the ROC curve between the train, validate and test data.  
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Figure 5.11: ROC charts for the 2006 - 2010 (11) data set 

Figure 5.11 above shows that we cannot detect which one of the methods (logistic 

regression, decision tree or neural networks) dominates the others. For this set of data, 

the decision tree has the lowest misclassification rate. 
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Figure 5.12: ROC charts for the 2006 - 2010 (12) data set 

Figure 5.12 above shows a dominance of the logistic regression model on the neural 

networks and decision tree models. For this set of data logistic regression and neural 

networks yield the lowest misclassification rate. 
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Figure 5.13: ROC charts for the 2006 - 2010 (21) data set 

Figure 5.13 above shows a dominance of the neural networks model on the logistic 

regression and decision tree models. For this set of data the neural networks model 

yields the lowest misclassification rate. 
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Figure 5.14: ROC charts for the 2006 - 2010 (22) data set 

Figure 5.14 above shows a slight dominance of the neural networks model on the 

logistic regression and decision tree models. For this set of data the neural networks 

model yields the lowest misclassification rate. 
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Figure 5.15: ROC charts for the 2007 - 2010 (11) data set 

Figure 5.15 above shows a dominance of the neural networks and the logistic 

regression models on the decision tree model. For this set of data logistic regression 

yields the lowest misclassification rate. 
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Figure 5.16: ROC charts for the 2007 - 2010 (12) data set 

Figure 5.16 above shows a slight dominance of the neural network model on the 

logistic regression and decision tree models. For this set of data the decision tree 

yields the lowest misclassification rate. 
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Figure 5.17: ROC charts for the 2007 - 2010 (21) data set 

Figure 5.17 above shows a dominance of the neural networks and the logistic 

regression models on the decision tree model. For this set of data the logistic 

regression yields the lowest misclassification rate. 
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Figure 5.18: ROC charts for the 2007 - 2010 (22) data set 

Figure 5.18 above shows a dominance of the neural networks and the logistic 

regression models on the decision tree model. For this set of data the logistic 

regression yields the lowest misclassification rate. 
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Chapter 6: Summary and conclusions 

 

Financial institutions that serve agriculture need to continuously evaluate their models 

and methods to assess the probability of default on loans, especially when assessing the 

probability of default of a new borrower. This research examines the performance of 

three different methods: logistic regression, decision tree and neural networks in 

estimating the probability of default. A comparative examination of these methods was 

conducted based on the misclassification rate of loan default of the portfolio of a large 

agricultural financial lending institution. The results show the presence of slight 

differences between the misclassification rates of the different methods. It was not 

possible to conclude that one method outperformed the others. 

The analysis conducted in this study is one of several ways that the data can be organized 

to estimate the probability of default of a “diversified operations / core standard” loan. 

The results show that the variable representing the number of loans per customer has 

been significant in the estimated models for two data sets one that excludes these 

variables that had missing values for the loans refinanced and matured in 2006 (2006(1)). 

And the data set that represents the loans refinanced and matured (or defaulted) during 

the period of 2006 – 2010. It represents customers who have more than one loan (2006 – 

2010 (22). This illustrates the presence of contamination on defaulting. The 

contamination effect means that if a borrower has more than one loan and the borrower 

defaults on one loan, there is chance that the borrower will default on the other loan(s). 
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The results show also the importance of providing a separate model to estimate the 

probability of default for the loans that were refinanced and that matured in 2006. The 

significant variables are different than the ones for the 2007 – 2010 period. This could be 

due to the increase in grain prices between those two periods.  

The results acknowledge the importance of having different models to estimate the 

probability of default depending on how much information is available from the borrower 

at the time the loan is initiated. The financial institution needs to ask for information from 

the customer on all the variables present in the data set. After that the financial institution 

faces the following scenarios to calculate the probability of default: 

 

 

 

 

 

 

 

 

New customer 
after 2007 

>1Loan/customer 

Yes No 
Loan No. per 
customer >1 

 
Models based on 
2007-2010(22) 

Models based on 
2007-2010(12) 

1Loan/customer 

Yes Yes No 
No 

Full data Full data 

Models based on 
2007-2010(21) 

Models based on 
2007-2010(11) 

Figure 6.1: A diagram to decide the appropriate model to be used to calculate the

probability of default 
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1. Determine if the customer is applying for his/her first loan or he/she has 

already other loans approved from the same financial institution that did not 

mature or defaulted yet.  

2. Determine if the customer was able to provide full data. 

a. If the customer has more than one loan from the financial institution and 

provided full data, then use the model with the lowest misclassification 

rate that was developed based on the 2007 – 2010 (22) data set (logistic 

regression model developed from the data set that stands for the loans 

refinanced and matured (or defaulted) during the period of 2007 – 2010. It 

represents customers who have more than one loan. It excludes any 

customer that has missing observations.). 

b. If the customer has more than one loan from the financial institution and 

the data provided does not fill the data for all the variables, then use the 

model with the lowest misclassification rate that was developed based on 

the 2007 – 2010 (12) data set (Decision tree model developed from the 

data set that stands for the loans refinanced and matured (or defaulted) 

during the period of 2007 – 2010. It represents customers who have more 

than one loan. It excludes the variables that had missing values.). 

c. If the customer will have only one loan from the financial institution and 

the customer provided full data, then use the model with the lowest 

misclassification rate that was developed based on the 2007 – 2010 (21) 

data set. (logistic regression model developed from the data set that stands 

for the loans refinanced and matured (or defaulted) during the period of 
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2007 – 2010. It represents the customers who have just one loan. It 

excludes any customer that has missing observations.) 

d. If the customer has more than one loan from the financial institution and 

the data provided does not fill the data for all the variables, then use the 

model with the lowest misclassification rate that was developed based on 

the 2007 – 2010 (11) data set (logistic regression model developed from 

the data set that stands for the loans refinanced and matured (or defaulted) 

during the period of 2007 – 2010. It represents the customers who have 

just one loan. It excludes the variables that had missing values.). 

The models estimated based on the logistic regression and decision tree methods are the 

models that provide the lowest misclassification rates for the loans that matured in or 

after 2007. Consequently, the use of the neural networks model is not needed.  

 

The outcome of this study can be useful to a financial institution to measure the portfolio 

risk. That is, the expected loss given default. It can also be useful to accord the 

appropriate interest rate; help in declining non-desirable loans; and to offer loans that are 

profitable. 

The estimated models could have been used to estimate the probability of default of loans 

that were not approved (rejected) by the financial institution if data on rejected loans was 

available. 
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