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An adolescent’s peer group has been theorized to influence the development of
psychopathology. However, little research has examined the adolescenbpeeansing
information obtained directly from peers in a longitudinal framework. Researdidoas
been limited on peer group influence on the development of internalizing disorders. The
study used Social Network Analysis to examine self-reported anxigiyesigon,
aggression, and delinquency in the fall and spring of one school year for students in a
rural high school. In addition to examining the effect of the peer group on individual
reports of psychopathology, the strength of this relation was compared to that of the
adolescent’s closest friend. Potential moderators (peer group deresity, gnd gender)

of the relation between the peer group and individual psychopathology were examined.
Results suggested that how the peer group variable is constructed affediredinigs.

When the peer group variable was constructed from reciprocated peer nominagions, t
peer group level of anxiety or depression predicted later individual changesein thes
measures. However, when the peer group variable was constructed from ailhghcom
and outgoing nominations, regardless of reciprocation, the level of delinquencgdeport
in the peer group predicted later change in individual delinquency. The peer group’s
level of aggression was not related to concurrent or later individual aggre3s$ien
adolescent’s closest friend’s level of psychopathology was not relateddoroent or

later psychopathology. Peer group density was supported as a moderator lafitre re
between reciprocated peer group and individual anxiety, such that individuals from less
dense peer groups were more influenced by the peer group. Grade was supjported as
moderator of the relation between reciprocated peer group and individual level of

anxiety, depression, and delinquency, with anxiety and depression showing theexpec



negative quadratic moderation effect, and delinquency showing an unexpected, positive
moderation effect for grade. Gender was not supported as a moderator. Conceptual and
methodological implications are discussed with recommendations for clinaciger

and policy.
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CHAPTER 1: Introduction

The Role of the Peer Group in Adolescence:
Effects on Internalizing and Externalizing Symptoms
Adolescence is a period in human development characterized by transition. One
of the most important transitions occurring during adolescence is the rise of peer
relationships in importance and influence. Peer relationships provide a contertynot
for the acquisition and maintenance of friendships and friendship networks but also for
the development of key social skills, social problem solving skills, and empathy. Peer
relationships are not entirely positive, however, and peers may also playimthe
development of negative outcomes, such as poor academic adjustment (Buhs, Ladd, &
Herald, 2006), delinquency (Ellis & Zarbatany, 2007; Moffitt, 1993), aggression
(Espelage, Holt, & Henkel, 2003; Tolan, Guerra, & Kendall, 1995), depression
(Landman-Peters et al., 2005; Shahar & Priel, 2002), or social anxiety (EizEbey,
& Ollendick, 2004). While friendship emerges relatively early in childhood, refsea
peer networks has demonstrated that the influence and importance of peers tappear
increase beginning in early adolescence. This trend continues until the influ@eeszof
peaks in middle adolescence and begins a gradual decline into later adoléBo®nne
1990; Collins & Steinberg, 2006; Rubin, Bukowski, & Parker, 2006). This pattern
indicates that adolescence may be an ideal time to study changes in thevpeer aned
implications of these changes for developing youth.
Another area that shows change beginning and extending through adolescence is
that of psychopathology. Symptoms of adult psychopathology may originate in the

adolescent years, as in the case of substance abuse or disorders of conkluct (Dic
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Barman, & Pitkanen, 2006; Loeber, Lahey, & Thomas, 1991). They may also continue

through adolescence from a childhood onset, as appears to be the case with anxiety
disorders (Kendall & Suveg, 2006) and bullying (Espelage et al., 2003). Finally,
symptoms of adult psychopathology may have origins in both periods; for example,
depression appears to have a range of common ages of onset including childhood and
early adolescence (Steinberg & Morris, 2001). Adolescence has been shown to be an
important developmental period for the course of psychopathology. For instance, it
appears that the adult gender discrepancy in prevalence of depression miaglye e
accounted for by higher rates of adolescent onset depression in teenagamiris t
teenage boys (Kessler, McGonagle, Swartz, Blazer, & Nelson, 1993). If nageng e
adolescence is a time of exposure to risk factors for the development of later
psychopathology. Epidemiological research has supported that adolescentmesperie
high rates of aggression and delinquency. For example, 36% of adolescents have been in
a physical fight over the past year, 6.5% have carried a weapon to school, 19.3% have
stolen something of nontrivial value (Centers for Disease Control and Prevention, 2006;
McMorris, Hemphill, Toumbourou, Catalano, & Patton, 2007). Depression is also
prevalent in adolescence with research suggesting that as many as@8kestents
every year experience depression (Angold & Costello, 1993) and 17% of adolescents
seriously considered committing suicide in the last year (Centersdeas® Control and
Prevention, 2006). Social anxiety is also thought to develop to the level of disorder in
early to middle adolescence (Wittchen & Fehm, 2003).

The pattern of increased adolescent symptoms of psychopathology ofteelparall

the rise of influence of peer relationships in early to middle adolescenah suygests
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that peers may play some role in the cause of or maintenance of psychopathology at this
age. Research has supported that close friends may play either a prdietfereng
role in preventing psychopathology, for example, when a supportive friend helps an
adolescent ward off depression (Landman-Peters et al., 2005; Shahar & Priel, 2002), or
an exacerbating role as when co-rumination between friends increases #id@xarof
depressive thinking in the group (Rose, 2002). However, relatively little research ha
examined the connection between peer networks and these outcomes. A peer network is
defined as a large structure of linkages—in this study, friendship linkages-edmetw
individuals at a similar developmental stage (e.g., adolescents) who sizanenan
setting (e.g., the neighborhood or school). Within the larger peer network are peer
friendship groups to which each individual belongs and which are composed of that
individual’s friends. While single relationships between members of the pearketw
(e.g., the best friend) have been researched extensively, the study of foeretalarks
as a whole has occurred less often. The purpose of the current study is twofold: to
explore the role of friendship networks in the development and transmission of various
forms of individual psychopathology and to study several potential moderators of the
effect of the peer network on the individual.
Research on Peers in Adolescence

The study of peers and peer influence in adolescence has a long history.
Throughout this history, friendship has been shown to be important to the development of
adolescents (e.g., Bagwell, Newcomb, & Bukowski, 1998; Bukowski, Hoza, &
Newcomb, 1991; Hartup, 1993; Ladd, 1990; Newcomb & Bagwell, 1996; Ryan, 2001,

Simmons, Burgeson, & Reef, 1988; Updegraff, McHale, Whiteman, Thayer, & Crouter,
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2006; for a review see Hartup, 1996). Given the conclusive evidence that friendship is
important to adolescents, a natural next step is to investigate more cotnpdéxas

such as friendship networks to see if these structures aid in the understanding and
predicting important aspects of adolescent development, such as the beginnings or
worsening of psychopathology, beyond the level of friendships. Briefly the litertiair

exists on the subject of friendship and the more complex peer network structures that

have been studied is reviewed below, along with some of the consequences that can occur
for adolescents as a result of negative or poor peer relationship development.

Before reviewing this literature, it should be noted that the current stakly &e
understand the role that friends and peer networks play in symptoms of adolescent
psychopathology, broadly defined. Specifically, the proposed study will examine
adolescent anxiety, depression, delinquency, and aggression. Traditionally,
psychopathology has been divided into two categories, called internalizing and
externalizing disorders. In the proposed study, anxiety and depression wakrgpre
internalizing disorders whereas delinquency and aggression will represaniaézing
disorders. In the following literature review, the term “psychopathologly’be/ used to
represent all of these, and more specific language is used whenever relevant.

A great deal of research has examined the intricacies of friendship in adogesce
perhaps because it has been so widely believed (and empirically supporté&ibriat
are important to adolescents. However, much of this research has examined owly dyadi
conceptualizations of friendship. Thus the impact of having, versus not having, friends
has been closely researched. For instance, Hartup (1996) describes chitlifaamis

as being “more sociable, cooperative, altruistic, self-confident, ancdlesy1 (p. 4).
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Additionally, inspired by Hartup’s review, research has shown that the quality of the
friendship, both in terms of the relationship between two individuals and the
characteristics of the friends themselves, moderates this relation. i hareh less
research on friendship network structures, which can range from specific iiggnds
triangles to nebulous social crowds.

Additionally, research suggests that adolescents spend much less time with thei
parents than they spent with them as children (Larson, Richards, Moneta, Holmbeck, &
Duckett, 1996). Research directly comparing peer and parental influences has
determined that while parents continue to provide support for their adolescents during
this age, peers appear to become a major source of socialization (BealloA&si
Perrin, 2001; Collins & Laursen, 2004; Laursen & Bukowski, 1997). The consensus
appears to be that friends play a role in adolescent development that is ot dmit to
the subjective perceptions of the adolescents themselves.

Friendships within larger peer network structures have been studied primarily
through several constructs. These constructs, where sufficient resdatshoesupport
such claims, have shown excellent utility in helping to understand adolescenthipsnds
and their correlates (e.g. juvenile delinquency, substance abuse, etc.). Two such
constructs that have been studied are social crowds and social networks. Tloé study
adolescent social crowds originated in the writings of Dunphy (1963) who examined
crowds originally as an explanation of adolescent dating behavior. Crowdsrarglgur
defined as “collections of adolescents identified by the interests, attialulkises,
and/or personal characteristics they have in common” (Brown, Mory, & Kinney, 1994, p.

123). Adolescent crowds do not necessarily have firm boundaries for the adolescents i
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them, and are frequently identified by those outside the crowd rather thamitiose
the crowd. In addition to the physical manifestation of large groups of peerslscraw
also been conceptualized as social types in the social cognition of adolescemtds C
tend to be ideographically defined for each population of adolescents though some
consistencies have emerged. Several crowds tend to exist in some form orianother
most US populations (e.g., jocks, populars, brains, normals, druggies, or loners; Brown,
Mounts, Lamborn, & Steinberg, 1993). Adolescents seem to have little difficulty
classifying their peers into crowds (though they frequently are netstetaeing classified
themselves, Lesko, 1988; Varenne, 1982), and so it is clear that crowds represent a
meaningful construct in the adolescent’s social environment.

Crowds, however, do not necessarily contain friendship linkages between all of
the adolescents that make up the crowd. In fact, it is likely the case thatmaanbers
of the same crowd do not know or have contact with each other. Crowd members are
joined only by symbolic reputation rather than time spent interacting with each othe
(Brown et al., 1994). As a result, researchers have also examined the peek fretw
the perspective of the actual friendship linkages that form a connected stw@kne
analyzed through Social Network Analysis (SNA; Wasserman & Faust, 19848 or
Social Cognitive Map (Cairns, Perrin, & Cairns, 1985). Social networks are made up of
reported friendship linkages between adolescents that are combined to tneapé af
the entire set of linkages for a given population. The network, once mapped, can be used
to create a dizzying array of characteristics for any one individual @rpeer network
(see Ennett et al., 2006). The most frequently examined of these is d#ssifaf

network members into “cliques.” Cliques are a special form of peer groupdiairee
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group of adolescents that are all linked directly to each other in a sociakkdtyv
mutually identifying each other as friends. Adolescents are clakaig@rding to their
position within the network: as clique members, liaisons (youth who have linkages to two
or more cligues), dyads (two youth who are linked only to each other), or isolates (youth
who have no linkages at all; Richards, 1995). This classification scheme has been used
with fair frequency amongst the studies that have used SNA; however it is byams m
the limit of what can be gleaned about adolescent friendship networks from this
methodology. Initial research using these groups has shown connections between
belonging to a clique and engagement in school (Kindermann, 1993; Kindermann,
McCollam, & Gibson, 1996; Ryan, 2001), and substance use (Ennett & Bauman, 1994;
Ennett et al., 2006; Pearson & Mitchell, 2000; Urbergsiibeencigzlu, & Pilgrim,
1997).
Change in the Role of the Peer Group During Adolescence

Research has supported the notion that friendship becomes increasingly important
in early to middle adolescence, supplementing and perhaps exceeding the role that
parents play (Brown, 2004; Crockett, Losoff, & Peterson, 1984; Hartup & Abecassis,
2002). In a multiple cohort sequential longitudinal design, Crockett and colleagues
(1984) interviewed 335 students between thasd &' grades. As these children entered
early adolescence (i.e., durin§ grade) they reported increasing perceived importance
and prevalence of “cliques” within their schools. Building on these findings, Collins and
Steinberg (2006) in a review of the literature suggested that beginning in early
adolescence, individual peer networks begin to grow in complexity and size. These

structures remain high in complexity during early and middle adolesced@ppear to
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diminish during later adolescence. These authors hypothesize that friendsttiypres
might serve to help the adolescent transition from an identity linked to his or hetspare
to one that is defined by friends, and finally, and finally, to an individualized identity.

In one of the earliest works on the changes in the peer network during
adolescence, Dunphy (1963) studied the development of friendship groups beginning
with the transition from childhood into adolescence and ending in later adolescence. He
examined several large peer networks in neighborhoods through observation and other
field methods of studying the peer network (e.g., member diaries). Dunphipddsx
progression of the groups within the peer network beginning with smaller gxme-s
groups. As the individuals in these groups grew older, the smaller groups together
formed larger structures Dunphy called crowds. During early and middleseeliote the
groups began to increase in size and to associate with opposite-sex groups. Inndiddle a
late adolescence, the same-sex peer groups began to join with the groups composed of
members of the opposite sex to create mixed-sex groups, replacing theegagnaups.
Finally, these groups dissipated as individuals formed heterosexual datsmqpaie
adolescence.

Connolly, Furman, and Konarski (2000) updated Dunphy’s theory by examining
the changes in peer network structures and gender make-up dltmg@gh 11
grades. Their findings supported Dunphy’s theory that same-sex peer groups do combine
to form mixed-sex groups. However, their data suggested that, despiterijisgngeer
groups remained largely same-sex throughout middle adolescence and tioé daseg

relationships.
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While Dunphy predicted that peer groups would dissipate during later

adolescence, early research by Shrum and Cheek (1987) found that peer groups reach
their maximum prominence in early adolescence and decrease in prevebdemtest
point forward. In this study the authors examined network nomination data from over
2,000 students spanning grades 3 through 12 in 13 schools. The network data was used
to examine the relative prevalence of group members and liaisons, or individuals
connecting more than one group. They found that the number of group members
increased, peaking if"@rade and then decreasing over the remaining years. The
presence of liaisons continued to increase after this and was taken as a silglethat
adolescents tended to have diverse friendships with peers that were not ngcessaril
friends with each other. Shrum and Cheek’s results were challenged byfresulés
more recent study (Urberg, Biemenciglu, Tolson, & Halliday-Scher, 1995) that
showed no decrease in the number of group members over grade levels. The authors of
this study suggested that the methodology used to construct the peer networ&ssariabl
may have accounted for the different results.

Regardless of theoretical perspective, the complex structures oetiastrip
network do appear to rise and fall during the span of adolescence, and this tranaignce m
contribute to the relatively fewer research studies examining them. @senpsstudy
examines the role of friendships over a large part of the developmental period of
adolescence. Having shown that the friendship network changes in influence and
complexity over the course of adolescent development, it remains to be shown that the
friendship network has any relation to the development of individual levels of

psychopathology. The next sections examine the literature showing aaiedation



25

between the level of psychopathology reported in a peer group and that in the individual
as well as literature that shows this relation longitudinally, supporting tierbat the
friendship network exerts an influence on the psychopathology of the individual. Several
forms of externalizing psychopathology (delinquency and aggression) aswell a
internalizing psychopathology (anxiety and depression) are examined.
Peers and Delinquency

Perhaps more so than any other form of psychopathology examined here, previous
research has specifically linked the peer network to the development of intlividua
delinquency in late childhood and adolescence (Dishion, 2000; Dishion, McCord, &
Poulin, 1999; Ellis & Zarbatany, 2007). In one study of 68%nBough & grade
children in four Canadian elementary schools (Ellis & Zarbatany, 2007), individual
youth'’s self-reported deviant behavior was significantly predicted bsndan level of
deviant behavior reported by the other individuals within their peer network
approximately 95 days earlier. This effect remained after taking inbmatcthe
individual youth’s initial report of deviant behavior. The peer network repregeniat
this case was constructed using the Social Cognitive Map procedure whicH asks a
participants to report on the peer networks of themselves as well as thietihest
class/grade. Youth that were liked by their peers more were less infiuanteeir peer
networks than were youth that were disliked by their peers. The authors concluded tha
this study demonstrated the socializing influence of the peer network on futtaetde
behavior.

In a different approach to studying the spread of delinquency through the peer

network, Dishion and colleagues (1999) examined the long-term outcomes of two
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different interventions designed to study and alleviate delinquency in youth. In one
intervention, 119 “high risk” youth participated in either a parent interventiooyth y
intervention, both, or neither. While initial results were positive for the intaeorgrihe
three-year follow-up data indicated that all youth exposed to the youth interyead
therefore other delinquent youth in that intervention, exhibited significardig m

delinquent behavior as rated by their teachers. In the second intervention, 300 leoys wer
matched on demographic and delinquency risk variables to form 150 pairs with one boy
in each pair randomly assigned to receive a series of interventions desigmedent the
development of later delinquency. The boys receiving the interventions were not
significantly different from those not receiving them after the intettoa was

concluded. However boys that attended a summer camp, one of the optional
interventions, more than once over the course of the six-year intervention peridenvere
times more likely than their matched controls to have a negative outcome omexthe

30 years. The authors conclude that these settings, the youth group intervention in the
first case and the multiple exposures to the summer camp in the second casd,taowe
at-risk youth to be reinforced by their peers for delinquent behavior and to dbeient
personal construct as delinquents. Therefore, the authors argue, aggregating delinquent
youth into groups of peers can lead to “deviancy training” and iatrogenic effects of
interventions designed to decrease such behavior. It is interesting to nthe thider

youth in the first study described were more susceptible to the group’s negthtigece

than were younger youth, which is counter to the indications that peer groupshdimini
influence in later adolescence.

Peers and Aggression
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Somewhat less empirical literature has demonstrated the connectionrbetwee
adolescent friendship networks and the individual adolescent’s display of aggressive
behavior, though aggressive behavior and delinquency are often highly correlated. One
study by Xie, Cairns, and Cairns (1999), examined self- and teacher-ratessaggie
more than 500%through ¥ grade children across four schools. The study used the
Social Cognitive Map procedure described above to map the peer networks of the youth.
Findings suggested that for boys and girls"iraéd 7' grade (i.e., early adolescence),
youth were similar to the members of their local peer network in botheselfteacher-
rated aggression. The authors conclude that exhibiting aggression did not preclude earl
adolescents from belonging to peer groups. Instead, aggressive youth tended to be in
networks with each other. One weakness of this investigation was that all meestae
taken concurrently so that it could not be determined if aggressive youth sought each
other out or if youth who were in a network with aggressive peers became more
aggressive over time.

Espelage and colleagues (2003) further investigated the relation beteeen th
concurrence of aggression in individuals and their friendship network in a longitudinal
framework. Using SNA, over 400 students in grades 6 — 8 provided levels of self-
reported aggression (defined as both bullying and fighting with others) lasswel
friendship nominations in the fall and spring semesters of one school year.sResult
showed that aggression within the friendship network in the fall significantly peddic
the youth’s report of aggression in the spring after controlling for the yoagti:seport
of aggression in the fall. The authors concluded that their results showed evidémece of

friendship network influencing the individual youths’ levels of aggression. It is
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interesting to note that the study described above of Candliandbigh & graders

(Ellis & Zarbatany, 2007) did not show similar results. These authors found katorre
between initial peer network aggression and later individual level aggression (a
nominated by the youth’s peers); however this association was no longer signifieaint w
the youth’s initial level of aggression was included in the model. Therefore,isher
evidence to suggest that the peer network has some level of influence on indéexidlsal
of aggression, but there is some inconsistency in previous findings. Further study is
needed in this area, especially with older adolescent samples.
Peers and Depression and Anxiety

Overall, symptoms of depression and anxiety, in contrast to more externalizing
symptoms such as aggression and delinquency, have been studied in friendship networks
much less often. In what was likely the first study to examine the influertbe of
friendship network’s level of internalizing symptoms on the individual adolescent’s
reports of these symptoms, Hogue and Steinberg (1995) examined over 6,000 students in
nine high schools {dthrough 11 grades) at two time points approximately one year
apart. These authors asked youth to list up to five “closest friends” as well pletom
a questionnaire that the author’s described as measuring general integréaitress. (A
shorter version of this questionnaire is used in the present study as a measure only of
depressive symptomatology). Results indicated both that adolescents sought out
friendship groups similar to themselves in levels of internalized distresdsouhat
adolescent males became more similar to their friends in terms of litedn@distress
over time. While the authors failed to find evidence of friend’s influence fa, ¢idy

did find evidence that individual boys and girls influenced over time the overall mean
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internalized distress of their friendship network. Thus their findings indi¢h&s the
individual influenced the group but the group did not influence the individual. This study
established a role of the friendship network in the spread of internalizingaysipt
however the authors used the uncorrected nominations of each individual to form the
friendship network instead of allowing some kind of verification (e.g., using only
reciprocated nominations as will be described below).

A later study (Stevens & Prinstein, 2005) showed that using reciprocated
nominations of best-friends resulted in stronger relations between the bedsfraport
of depressive symptoms and later individual depressive symptoms. This study also
showed a stronger relation of depression in friends and individuals for girls than for boys
contrary to Hogue and Steinberg’s original findings. A more recent study of 100, 11th
grade adolescents showed a similar effect of the influence of the closedtdn
individual adolescent report of depressive symptoms (Prinstein, 2007). Despate thes
findings that support the notion of peer influence, nearly no research since Hogue and
Steinberg has been published on the effects of the friendship network, ratheosiesh cl
friend, on the individual’s level of depression.

Even less research has examined whether the friendship network’s level of
anxiety is related to changes in the individual adolescent’s report of grdespjite the
fact that peers have been implicated in the development of anxiety disoldebdh et
al., 2004). In what may be the only study to compare adolescents and their friends on
anxiety, Mariano and Harton (2005) cross-sectionally studied 68 friend dyads, dsfined b
reciprocated nomination, and 108 non-friend dyads, defined by no nomination by either

individual. The dyads were taken from amongst 234 studenttiraugh §' grades.
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These researchers found that friends were more similar than non-friendsiiatations
between friends’ measures were significantly positive) for self-regp@mnxiety. They
also noted that the strength of this difference became stronger for students in higher
grades, indicating that friends were more similar to each other as thegdente
adolescence. This method of comparing friends to non-friends is an indicator of
similarity between dyads, however it does not address whether or not thesergouth a
influenced by their friends or whether the effects of a network of frienglstraqual or
exceed that of the closest friend. Much more research is needed in the domains of
anxiety and depression to address these questions.

Overall the study of adolescent friendships has produced a body of research that
has identified the importance of peers, friends, and complex peer relationshipatens
in the development of many different forms of psychopathology. There are however,
several ways in which further research is needed. First, while researebtablished a
role of the friendship network in influencing externalizing psychopathologyglurin
adolescence, little research has examined internalizing psychopatholugyprebent
study expands on previous work by investigating the role that an adolescents fri
network’s level of internalizing symptoms has on that adolescent’s own level of
internalizing symptoms. Second, the current study employs a longitudinal p¢edur
allow for the measurement of change over time. This allows for bettemaetéion of
the difference between peer influence and individual's selecting peeesdhamilar to
themselves. Finally, the current study employs SNA so that the level of psgutiogs
reported by each member of the friendship network for all adolescents that have

network is collected across all of the members of the network and usedctty diredict
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the individual’s level of psychopathology. This allows for an examination of thalac
report of the friendship group rather than asking the adolescent to report for his or he
peers. Relatively few research studies in the past have taken this approdchiland i
allow for a novel test of different, but related, aspects of the peer grouglasw
replication and expansion of previously shown relations between psychopathology in the
friendship network and in the individual. Should these findings be replicated, the second
purpose of the current research is to investigate moderators of these efaistreview
now turns to the research evidence supporting the three moderators examined in the
present study: density, age, and gender.
Potential Moderators of Peer Group Influence

There are several limitations within the literature on peer networks and
psychopathology. First, longitudinal studies of complex friendship constructs are
uncommon with adolescents and, as such, the question of causal direction pervades many
findings. Second, little is known about how psychopathology is transmitted through or
connected with friendship and peer network characteristics, despite evidantdese
relations occur. There is a need for further research on the process by whidar the pe
group may exert an influence that is linked to later psychopathology. One th#wl is
maladaptive behavior, whether it is in the form of delinquency or suicide, is passed
among peers who are frequently in close contact with each other. The contagion
hypothesis, as it is sometimes referred to, has garnered support with cegard t
delinquency (Cho, Hallfors, & Sanchez, 2005), self-harm (Taiminen, Kallio-Soukainen,

Nosko-Kolivisto, Kaljonen, & Kelenius, 1998), depression (Stevens & Prinstein, 2005),
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and aggression (Boxer, Guerra, Huesmann, & Morales, 2005) and is a driving theory
behind the current study’s examination of psychopathology and peer groups.

This proposed study seeks to address these limitations in the literature at sever
ways. First, a longitudinal design is used to assess the causal relationsratiabng
friendship network psychopathology and later individual adolescent psychopathology.
Second, a focus on several potential moderators of these relations is employed to help
target when and how the peer group’s influence occurs. The moderators to be examined
are peer group density, age, and gender. Peer group density, defined belamjnee
as evidence of the causal process by which the contagion hypothesis migte.opge
is examined to investigate whether the influence of the friendship netivaniges across
development as has been theorized many times before. And gender is examined to
investigate if previous findings regarding the difference in influence betwegsrabd
girls’ friendships might also apply to the larger friendship network.

Peer Group Density as a Moderator of Peer Influence

Peer group density is one of the many underused characteristics of the peer
network available through SNA and is defined as the degree to which one’s friends are
friends with each other. It can be understood conceptually as how “close knit” or
“cohesive” a given group of friends is. Individuals with very dense peer netwdlks
report that many of their friends are friends with each other, while those witthelasity
may report that their friends may not know each other at all. The notion of how close his
or her friends are to each other is likely to be salient and important to adoleseeraiew
beginning to develop and experiment with managing more complicated peer

relationships, though this has not been empirically verified to date. Peer group gensity



33

represented as a continuous variable ranging from 0, none of the adolescerissdre
friends with each other, to 1, all of the adolescent’s friends are friends with each ot

Peer group density has been found in the literature to serve a moderating role in
relations between friendship network and individual characteristics. Whyledalv
studies have examined this construct, there is evidence to suggest that derggeupser
are associated with greater influence of peers. For instance, in a sthdywdre than
13,000 AdHealth Wave 1 adolescents betwéearidl 13' grades, Haynie (2001) studied
the relation between individual adolescents’ reports of their own delinquency anél tha
their friendship network (as assessed through peer nominations both incoming and
outgoing). Consistent with research described above, a significant relaidawaa
between the report of delinquency by the individual adolescent and his or hésliijz
network’s mean level of delinquency. However, the authors also found that this relation
was dependent on peer group density such that individuals with denser peer groups
showed a stronger relation between group association and delinquent behavior. The
authors conclude that density serves as an important moderator of the influerce of th
peer group’s report of delinquency and the individual adolescent’s report.

Density may play a direct role in psychopathology as well. Ennett and colleagues
(2006) examined over 5,000 adolescents over five time points with ages ranging from 11
to 17. These researchers examined cigarette, alcohol, and marijuana uke sgeetal
time points and were able to examine social network effects on the level of usk as w
the slope, or increase, in use. Among the many attributes of the friendshipkrbiator
were significantly related to the development of decreased substance usmeyer

density emerged as a significant protective factor such that youth who lktortggh
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density friendship groups were less likely to smoke cigarettes or mariginghless likely

to have consumed alcohol recently. The density of the peer network has also shown to be
cross-sectionally related to adolescents that attempt suicide (Windiedle)1997) and

to African-American adolescents’ self-concept (Coates, 1985).

Additionally, the extant research on peer group density would suggest a viable
and testable hypothesis regarding the process by which the relation betweiglnahdi
psychopathology and friendship network psychopathology occurs. Essentially, through
being denser and therefore being composed of adolescents in closer cithtaativ
other, a friendship group may spread psychopathology more readily than a friendship
group in which the members are less dense and therefore not in contact with eaab other
often. This hypothesis, mentioned above, is referred to as the contagion hypothesis
(Dishion et al. 1999). This hypothesis would suggest that psychopathology within the
friendship network might spread between individual members within that group like a
contagious disease and, as such, those individuals who are “closer” to each atier (in t
case in more dense peer networks) are more likely to “catch” the “disease
(psychopathology) from peers in their group. This contagion effect has been shown in
several studies of various treatment programs (e.g., Taiminen et al., 19®8self-
harm in inpatient female adolescents) and was the subject of a reczal isgae in the
Journal of Abnormal Child Psychologlyochman, 2005).

The contagion effect has been repeatedly documented when groups of youth that
share a form of psychopathology are aggregated, either in friendship or intarventi
groups. However, the existing empirical literature has been hampered bavhai

(2005) calls, “the problem of process” (p. 388). In other words, few theorists have put
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forward methods by which the contagion effect might operate and even feweicampiri
studies have tested those theories that have been put forward.

One of the earliest and most researched proposed methods by which the contagion
effect might operate was developed by Dishion and colleagues (1999) in theirdandma
demonstrations of iatrogenic effects of interventions designed to allelenaitant
behaviors in youth. These researchers proposed “deviancy training” as a pyocess
which deviant children or adolescents are reinforced by the peer group fomgnigag
deviant behavior, which further increases their exhibition of deviant behavior. These
researchers propose two mechanisms through which the peer group reinforcesmtite de
youth. First, direct positive reinforcement is provided through “laughter, st@atian,
and interest” (p. 762) in response to deviant behavior. Other authors have added that
negative reinforcement may take place as well. For instance when a cggtessive,
he or she is less likely to be victimized by others in the peer group (Warren, Schpppel
Moberg, & McDonald, 2005). Second, deviant youth are reinforced over time by
deriving “meaning and values” (Dishion et al, 1999, p. 762) from their position in the
peer group and the deviant behavior that they exhibit. Additionally, research on deviancy
training has also emphasized the social modeling that can take place whehalevia
aggressive youth are aggregated into groups. Multiple empirical studies havegrovide
evidence supporting the process of deviancy training to spread aggressive andrelinque
behavior amongst groups of peers (Cho et al., 2005; Lavallee, Bierman, Nix, & The
Conduct Problems Prevention Research Group, 2005; Magner, Milich, Harris, &

Howard, 2005)
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An alternative but complementary method to the deviancy training hypothesis is
that competition amongst aggressive youth leads to further increases in aggression.
According to the competition model, put forward by Warren and colleagues (2005), in an
environment where peers are aggressive, individual youth must respond with aggression
in order to prevent the loss of status within the group and increasing the chancgyof bei
victimized. Thus by competition for respect within the peer group, aggression is
increased over time within aggressive peer groups. By contrast, in non-aggressive pe
groups, aggression does not produce a competitive advantage and therefore does not
increase. This method was empirically tested in a sampftbfdugh L grade children
and results supported the proposed pattern such that for children who werg raitgal
as not aggressive, the level of aggression in their peer group did not impact thef leve
aggression two years later. However, for children that were initetiyg as high in
aggression, the level of aggression in their peer group did influence their level of
aggression two years later. The authors conclude that this shows support for the
competition method of peer influence and contagion.

The proposed methods of peer contagion described above have been developed to
explain the contagion effect as it relates to deviant, observable behavior. These
explanations do not take into account the literature demonstrating a contagion ifffect w
internalizing forms of psychopathology. Symptoms of internalizing psychopatholog
such as anxiety or depression, are rarely on public display for reinforceynee¢ts and
do not obviously suggest any form of competitive advantage. Instead, they are often
characterized by, as the name suggests, internal states, which may regpaeate

method to spread through the peer group. One possible method by which internalizing
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distress may be spread through the friendship network is that of co-rumination (Rose
2002). This process refers to “excessively discussing personal problems wiyanlia d
relationship and is characterized by frequently discussing problems, dischessagte
problem repeatedly, mutual encouragement of discussing problems, speculating about
problems, and focusing on negative feelings” (p. 1830). While the original description of
co-rumination describes it occurring in dyadic friendships, it may alsa ottarger
friendship structures such as those studied here. In this way, by engaging in co
rumination, anxious or depressed youth within an individual adolescent’s friendship
network might encourage the development of similar symptoms in the target adblesc
over time.

Peer network density relates to each of these proposed mechanisms of the
contagion hypothesis by potentially strengthening the effect observed §hthes of
deviant peers are closer knit, the ability of each to reinforce the deviavidebf the
others and model further deviant behavior is enhanced. For aggressive peer groups,
competition may be more salient and intense when all of the members of the peer group
are all competing with each other rather, as opposed to less dense aggressiveipser gr
where individual peers may not be linked to one another and therefore not in competition.
Finally, co-rumination between dyads and larger sets of pairs may occurregrerftly
or in an additive way if more co-ruminating friends are friends with each. otter
proposed moderator of peer network density seeks to investigate these pessibiliti

In addition to fitting nicely within the contagion hypothesis, the construct of
density allows for an addition to the proposed relation between friendship and later

outcomes put forward by Hartup (1996). Hartup cautioned that while friendship was
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important to development, it is the quality of friends that is more relevant to kinencé
of that friendship. Hence, while having pro-social friends is associatedignificant
developmental gains, having delinquent friends is likely to be associated wehasadr
delinquency and less positive developmental gains. The proposed study directlygests thi
hypothesis by comparing the rate of peer psychopathology (representing onetspec
“quality” of friends) to that of individual psychopathology. Additionally, the concept of
density serves as an extension of Hartup’s hypothesis by proposing that thercohesi
the adolescent’s network moderates the influence of peer deviance on the individual
adolescent. In addition, the present study seeks to examine if peer netwdrlesaxtkl
prediction above and beyond individual friendships as studied by Hartup and others. This
will allow a determination of whether studying the peer network uniquely adds to our
understanding of how peer relationships influences adolescent development.
Age as a Moderator of Peer Influence

In addition, age will be examined as a moderator of the influence of friendship
network’s psychopathology on individual psychopathology. Age has long been
hypothesized to play a part in the influence of the peer group on the individual in a
variety of domains (Brown, 1990; Rubin et al., 2006). As described above (Collins &
Steinberg, 2006; Connolley et al., 2000; Crocket et al., 1984; Dunphy, 1963),
adolescent’s report of the importance and influence of the peer group increases
beginning in late childhood/early adolescenfe¢@" grade), reaches a peak in middle
adolescence {8-10" grade), and decreases into late adolescence and early adulthood
(11" grade and above). It is reasonable to expect that the peer group’s change in

influence over time applies to the development of psychopathology as well andghat thi
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change would follow a similar trajectory. Additionally, research has shioatrage is
related to the onset and development of of psychopathology, at least in the cases of
delinquncy and aggression (Moffitt, 1993), depression (Landman-Peters et al., 2005;
Shahar & Priel, 2002), and some forms of anxiety (Angst, Gamma, Baldwin, &jdaci
Gross, & Rossler, 2009; Elizabeth et al., 2004; Grisham, Frost, Steketee, Kim, & Hood,
2005; Ost, 1987).

In addition, a few studies have directly examined age as a moderator of the
influence of the friendship network on the individual's report of psychopathology. For
example, in the research described above regarding the spread of delinquencyaart
interventions (Dishion et al., 1999), the authors reported evidence that both younger (3rd
— 5th grade) and older (9th — 12th grade) youth were less succeptible to negative
influences of exposure to their peers than were early adolescents (6th -d@#).gra
Similarly, while not tested statistically, Xie and colleagues’ (19@@)ngs indicated
significant similarities in self-reported aggression between @@l sndividual youth for
6th and 7th graders but not for 4th and 6th graders. One studydescribed above, however,
with a younger sample (5th -8th grades) failed to find a moderating effege¢Ellis &
Zarbatany, 2007)

In the present study, age will be considered equivalent to the individual's grade
level in school. In much of the research and theorizing about adolescence, these two
variables (age and grade) are used interchangeably. In the present atiediggel was
selected because of the emphasis on friendship networks. Individuals are considered pa
of a friendship network when they are able to spend time together. Since adslasaent

school context spend most of their time with others of their own grade level]lesganf
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age, it was thought that grade level was likely the more relevant constrtiot fmrrrent
study. In addition, in the present sample, age and grade level were very highly
correlated which supported the notion that these two constructs are nearly
interchangeable here.
Gender as a Moderator of Peer Influence

Finally, gender will be examined as a moderator of the influence of the friendship
network on the individual’s level of psychopathology. In the study described above by
Crockett and colleagues in which 335-69" graders were interviewed about their
friendship characteristics, the authors found differences between boys arvdtirl
regards to the level of intimacy in their relationships. Girls reported mtngaicy in
their relationships and more self-disclosure than did boys. It is reascm@iek that
more intimate relationships between girls and their peers might lead tmgestr
influence of the peers on the individual girls when compared to the same process for
boys. In their study on similarity between friends among 234 4" graders, Mariano
and Harton (2005) showed that girls aggression was more similar to their peers’
aggression compared to boys only when aggression was reported by their peers. The
authors hypothesized that perhaps girls formed relationships based on clssicacteat
“stood-out” from others of their gender and therefore, girls’ friends would be lkelg
to be similar in aggression than boys’ friends, for whom aggression is lesg.s&éogue
and Steinberg (1995) found that, for boys and not girls, friendship networks influenced
the level of the individual boy’s internalized distress.

In their recent comprehensive literature review of the differences behogsen

and girls’ peer relationships, Rose and Rudolph (2006) describe several consistent
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findings regarding how boys and girls behave differently with their friends exxample,
girls report caring more about having friends, valuing goals that can be obtaeed as
group rather than individually, and being more concerned with the status of their
relationships and with peer evaluation than are boys. Another recent study (Johnson,
2004), examining nearly 300 adolescentddBade through®iyear in college) showed
that girls rated their relationships as more close than boys and were nmoegantiith

their friends. These findings suggest that the role of the friendship nesidd&ly to be
different for boys and girls, with girls perhaps being more influenced hyftlegidship
network as a result of placing more importance on the cohesion of the entire group or
being more intimately involved with group members.

Other research however has not shown a significant difference betweemboys a
girls in the degree to which the friendship network is similar to the individual in
psychopathology (Ellis & Zarbatany, 2007; Espelage et al., 2003; Xie et al., 1999),
though these studies examined externalizing symptoms rather than integnhalizi
symptoms. The moderating role that gender plays in the influence of the peer network on
the development of psychopathology will be examined in the proposed study.

Methodological Issues in Social Network Analysis

While the study of the peer network has been ongoing for many decades, the
methodology by which the peer network is studied continues to show considerable
variability. The present study seeks to employ several variations on a conetiardraf
studying the peer network, Social Network Analysis, in order to examine #dat eff the
results obtained by various methods of measuring the peer network. SNA ifliytypica

cited as described in an influential book by Wasserman and Faust (1994) which outlined
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much of the original conceptual and mathematical groundwork of SNA. SNA refers
specifically to the process of examining the network of ties between individdak
(representing anything from individual adolescents, to corporations, to animgls fet

an updated text by Scott (2000) defines, there are two ways to consider netaptkelat
ego-centric method and the socio-centric method. The ego-centric method aymsider
bottom-up approach, the characteristics of just those nodes, “alters” thatlaethe

target node, the “ego.” Put in the context of adolescent peer friendships, the eigo-centr
method considers only the identified friends of the adolescent and does not inclade larg
structures or concepts, like cliques or other groups. The socio-centric method sonsider
the characteristics of the network as a whole, as well as identifialgeosipls within the
network. Thus egos and alters are considered, from a top-down approach, part of the
broader structure of the network. In the context of adolescent peer friendshipscio-
centric method considers the position that the target adolescent holds withinlbissther
friendship network. For instance, whether the target adolescent belonggteaclis a
liaison or what degree of centrality within his or her local friendship n&tdoes the
adolescent hold.

Either of these approaches yields important information about the relation
between the individual and those to whom they are connected. The studies described
above have utilized both methods. For example, in Hogue and Steinberg’s (1995) study
of the spread of internalized distress through high school students’ friends, they
employed the ego-centric method by examining how the characteristies iatitvidual
adolescents’ nominated friends were influenced and influenced the individuals aer tim

This study did not examine how these friendships connected with each other to form
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groups such as cligues. Meanwhile, Espelage and colleagues (2003) using the socio-
centric method examined the similarity between members of middle-sclypabn
their report of aggression. This study identified cliques by finding relatiigt
groupings of individuals throughout the network as a whole (using computer software)
and each member of the clique need not have had a friendship linkage to all of the other
members. Each of these studies produce unique information about the role of the peer
network in the spread of psychopathology and to date no research has identified one
method as superior to the other.

The current study uses the ego-centric method of considering the peer network.
This was because the conceptual basis for the hypotheses tested imuiediset
between the youth affected and their peers. While socio-centric methodpatrke cH
identifying valid structures within the overall peer network, these struaiorest imply
regular, direct contact between all group members. In addition, the sotiim-ceethod
cannot be used in the same way to study individuals that are members of more than one
group. For example, liaisons were excluded from the socio-centric studibddszbove
because it was not possible to generate a “group average” aggression scosofw liai
that were not identified as belonging to one group. In the present study thestuaddivi
are considered and the scores of the peers linked to them through their ego-centric
friendship network are averaged.

Another common methodological difference between studies in the domain of
SNA is whether or not to use the nominations provided by the individual subjects or to
verify these nominations in some way. The most common method of verifying a

subject’s nominations is to only count as legitimate friendship links those friendsaips
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are reciprocated. In other words, only when the target adolescent nominatesmal peer a
that peer also nominates the target adolescent is the link used in the SNAreRalati
empirical research has examined whether reciprocated nominations are teesevatid

than unreciprocated nominations for creating the friendship network. One studysthat ha
(Stevens & Prinstein, 2005) showed that the reciprocated best-friends’ report of
depressive symptoms was more strongly linked to later individual adolesceotsak
depressive symptoms as compared to unreciprocated best-friends. One of twoiseasons
traditionally given to rationalize the use of reciprocated nominations. Thesfirst,
conceptually, these relationships are likely to be stronger since both theatiolpsicent

and his or her peer had to value the relationship highly enough to list the other. The
second is more pragmatic and occurs when the software package used tgroepsctin

a study employing a socio-centric method) identifies an impractical nushlgeoups,

either a few, very large coherent subgroups or many, very small coherent subgroups. The
solution to this problem is often to use reciprocated nominations since this, by @@finiti
decreases the number of linkages between individuals and makes the network easier for
the software package to process into manageable cliques. As the pregeistrsbtid
socio-centric in nature, this second argument is irrelevant.

Given the lack of empirical evidence supporting the use of reciprocated versus
unreciprocated nominations to construct the friendship network variables, tBetpres
study sought to use both methods in order to compare their results. In addition, while
using reciprocated nominations is by far the most popular method of validating the
nominations of an individual, one study described above did use a third method (Haynie,

2001). This study utilized the nomination task administered as a part of the AdHealth
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data in which adolescents were allowed to list up to five peers as friends.séahers
in this study constructed the peer network variables based upon both the nominations of
the target adolescent and also any of the peers that nominated that tdegeeado
during their own interviews. This process (termed the inclusive method in the present
study) allows for greater inclusion of peers that the target adolesegritave failed to
nominate on their own but that may still be important figures in that adolescemdls soc
life. This method is also used in the present study so that results amongdirgeese t
techniques of constructing the friendship network variables can be compaotly.dire

In summary, the present study uses an ego-centric SNA with the above
parameters to investigate whether the friendship network’s level of psyhbtuupt
influences the target adolescent’s own level of psychopathology. Followingetesak
moderators of the relation between the friendship network and the individubkwill
investigated. These are peer group density, which seeks to more ctpéalyg ¢he way
in which friendship network psychopathology influences individual psychopathology,
age, which seeks to show that this relation changes over the developmental period from
middle to late adolescence, and gender, which seeks to examine if boyssaackgirl
differentially influence by their friendship networks. These investigatioth®ccur in a
cohort-sequential design sampling adolescents in grades 9 through 12. Friendship
networks will be defined using several methods of considering individual’s nominations
detailed below. First, we turn to the specific hypotheses that will be eadnm the
proposed study to address the initial questions posed regarding the role of geers in t
transmission of individual psychopathology and the changes in these roles as the

adolescent develops.
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Hypotheses

The hypotheses proposed to address these research questions are as follows:
First, rates of specific forms of psychopathology (anxiety, depression,
delinquency, and aggression) will be related within friendship networks such that
individuals in networks containing peers with greater symptoms of a specific for
of psychopathology (e.g., anxiety) will be more likely to exhibit symptomiseof t
same psychopathology.

Second, to provide a stronger test for a causal link between peer and individual
psychopathology, these relations will be examined over time with the expectation
that belonging to a peer network with individuals who report symptoms of
specific psychopathology will predict later symptoms of the same
psychopathology for the individual, after controlling for the individual’s initial
levels of psychopathology.

Third, the influence on rates of psychopathology of the individual adolescent’s
closest friend will be compared to the influence of the peer network, with the
expectation that, when considered together, both the adolescent’s closest friend’
symptomatology and the average symptomatology of his or her larger peer
network will contribute significantly to prediction of the individual’s later level
symptomatology.

Fourth, the density of the individual’'s peer network will moderate the previous
relations between peer and individual psychopathology such that, for individuals

belonging to denser peer network, the relation between peer and individual
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psychopathology will be stronger than for individuals belonging to a less dense
peer network.

Fifth, the strength of these relations between peer and individual psychopathology
will be examined for youth across grade cohorts with the expectationehat th
strength of these relations will be the strongest in middle adolescéhard a8’

grade) and will diminish in later adolescence{ahd 13' grade).

Finally, the relations between peer and individual psychopathology will be
analyzed based on the gender of the adolescent with the expectation that the
relations between peers’ psychopathology and later individual psychopathology

will be stronger for females than for males.
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CHAPTER 2: Method

Participants

Participants were recruited from a small high school that drew studemts fr
several surrounding towns in a rural county of a Midwestern state. Of the 190 students
on the school roster during the fall semester, 172 students (91%) participated ih the fal
data collection and 155 (82%) participated in the spring data collection for a th&# of
participants (96%) completing some portion of the study materials. Becalnge of t
consent/assent procedure used, it was not possible to determine each student’srreason f
not participating. Likely reasons included: illness/excused absence, paefugal of
consent, and, in some cases, adolescent refusal to assent (6 adolescents during T1 and 12
adolescents during the T2 collection refused to participate). A make-up daywo all
absent youth to participate was not conducted due to concerns of contamination of the
peer nomination task. For instance, it was possible that peers would discussythe stud
following the initial data collection day and pressure their absent peers to ¢haange
responses.

Participating adolescents ranged in age from 14 Ml8&ge at T1 = 15.785D=
1.21) and included 90 females (51%, 7 adolescents did not identify a gender at either time
point). During the year of the study, 48 participants identified themselvesshsien
(26%), 39 as sophomores (21%), 55 as juniors (30%), and 40 as seniors (23%).
Participants primarily identified Caucasian (91%) as their raciahoiceclassification,
though a small number did identify as biracial or multi racial (5.5%), Latmo/a
Hispanic (2.2%), Native American (.5%), or Black/African American (.5%dditional

demographic information for each time point is presented in Table 2.1.
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Table 2.1

Summary Demographic Data for T1 (Fall), T2 (Spring), and Total Samples.

Fall sample Spring sample  Total sample
Demographic variable (N=172) (N =155) (N=182)

M (SD) orn (%) M (SD orn (%) M (SD) orn (%)

Age 15.76 (1.20) 16.13 (1.25) 15.71 (1.21)
Typical Grade$ 1.92 (0.69) 1.89 (0.69)
Gender
Male 82 (49%) 72 (46%) 85 (49%)
Female 84 (51%) 83 (54%) 90 (51%)

Race / Ethnicity

White / Caucasian 158 (92%) 151 (95%) 166 (91%)

Black / African 0 (0%) 1 (0.6%) 1 (0.5%)
American

Latino(a) / Hispanic 4 (2.3%) 1 (0.6%) 4 (2.2)

Asian / Asian 0 (0%) 0 (0%) 0 (0%)
American

Native American / 1 (0.6%) 0 (0%) 1 (0.5%)
American Indian

Bi-racial / Multi-racial 7 (4.1%) 6 (3.8%) 10 (5.5%)

Other 2 (1.2%) 0 (0%) 0 (0%)

Grade in School

Freshmen 43 (25%) 43 (28%) 48 (26%)
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Sophomore 38 (22%) 29 (19%) 39 (21%)
Junior 51 (30%) 48 (31%) 55 (30%)
Senior 40 (23%) 35 (23%) 40 (22%)

& Grades are coded: 1 = “A”, 5 = “F.”

Measures

During the T1 and T2 (fall and spring) data collections, participants were given a
guestionnaire packet containing the following self-report measures on traafiret data
collection and the peer nomination form on the second day of the data collection. All
measures were self-report in format and the same packets were adedrast€l and
T2.
Demographic Questionnaire

Immediately after completing written assent forms, participantpleted a one-
page demographic questionnaire which asked about birth date, gender, preferred race or
ethnicity, current year in school, number of years in high school, and typicasgrade
received (see Appendix A). Birth date and years in high school were $pnee items.
Gender was asked through a forced chdlaar F option. Race or ethnicity options
included: White/Caucasian, Black/African American, Latino(a)/Hispakstan/Asian
American, Native American/American Indian, Bi-racial/Multi-@ciand Other. Current
year in school was asked through the forced choice options: Freshmen, Sophomore,
Junior, and Senior. Finally, typical grades were asked through the forced choice: options
A’s, B’s, C’s, D’s, and F’s. Participants were allowed to choose up to two kypades

and their responses were averaged to give a typical grade score.
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Center for Epidemiological Studies — Depression Scale (CES-D)

The CES-D is a 20-item self-report measure of depressive symptogyatolo
originally designed for use with the general adult population (Radloff, 1977; see
Appendix B). It was later validated in adolescent and young adult samptisftRa
1991; Roberts, Andrews, Lewinsohn, & Hops, 1990). This measure asks youth to rate
how often they have felt symptoms over the past week on a 4-point Likerttstale t
includes numeric guidelines (e.@.Rarely or none of the time [Less than 1 day3
Most or all of the time [5 — 7 days] Symptoms include: | felt depressed, | did not enjoy
life, My sleep was restless. When validating the CES-D in several lnmgaes of high
school adolescents, Roberts and colleagues found very good internal consistency
(averagen = .88). Test-retest correlations over one month were abovB0 in nearly
all samples. The CES-D has been validated in many diverse samples, including wi
adolescents (e.g., Crockett, Randall, Russell, & Driscoll, 2005; Cuijpers, B&lugi)
Straten, 2008; Radloff, 1977, 1991)

In the current study, the CES-D was used as a measure of depressive
symptomatology experienced by adolescents. The total score used in amalyses
calculated by averaging the responses from each item. Total scoeesonsidered
missing for participants who did not answer more than two items (80% or better
completed). For the current sample, internal consistency was high for §® @ial
score (Cronbach’'e = .92 at T1 and .93 at T2). In order to create a cut-off score,
responses were summed and raw scores at or above 16 were considered to aepresent
problem with depression for each individual. The cut-off score of 16 has been rgpeated|

used in prior research (e.g., Roberts et al., 1990) as indicative of “psychologressdis
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that involves a large component of depressive symptomatology” (p. 126).
Multidimensional Anxiety Scale for Children (MASC)

The MASC (March, 1997) is a brief 39-item self-report measure of tgnxie
designed for children and adolescents (see Appendix C). It has been waliedaln
research and clinical settings and asks youth to rate on a 4-point Likerf0stm® how
much they feel certain statements are true for them. Statements indkeldéense or
uptight, | try to stay near my mom and dad, and | worry about what other people will
think of me. The MASC produces a total score, indicating overall level of anagety
well as several specific subscale scores indicating physical symptamsavadance,
social anxiety, and separation/panic. March, Parker, Sullivan, Stalliry§amers
(1997) demonstrated good internal consistency of the M&&Cscore ¢ = .90) and of
the subscalealphasranging from .74 to .85). The MASC has shown excellent test-
retest reliability at three weeks and three montlss.88 and .87, respectively).
Additionally, the MASChas been found to be moderately correlated with the Revised
Children’s Manifest Anxiety Scale € .63; March et al., 1997), thus demonstrating good
concurrent validity.

In the present study, the MASC total score was used as a measure of the level of
anxiety experienced by adolescents. The total score was calculétedsasrage score
on each of the completed items of the measure. Total scores were considsirggl foris
participants who did not answer more than nine items (80% or better completed),
however of the participants with a non-missing total score, the highest numbeaswigni
items was three. In the current sample, internal consistency was higk MdASC total

score (Cronbach’'e = .90 at both T1 and T2). In addition to using the raw scores on this
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measure, the MASC'’s age and gender based norms were used to create Tatcores t
indicate each adolescent’s level of anxiety relative to a nation-wide neensatnple. A
T-score at or above 60 was used as the cut-off for an anxiety problem for thigkialdi
Child Behavior Checklist — Youth Self Report (CBCL)

The CBCL (Achenbach & Rescorla, 2001) is a well validated and widely used
measure of child and adolescent psychopathology (see Appendix D). It hesdlgene
demonstrated strong psychometric properties, including good internal consestenc
test-retest reliability, as well as strong content and criterilatect validity. The CBCL
contains 112-items that ask the individual to rate how true each statement is éor him
her on a three point scale ranging fromN@f(true)to 2 Very trug. In the present study,
only the 30-item externalizing symptoms subscale, which assesses rajgsesisive and
noncompliant behavior, was administered. Sample items include: | get in iglatsy I
am mean to others, and | steal things at home. A previous version of the exteynaliz
scale has shown a high internal reliability (Cronbach=s.89 for boys and girls). The
externalizing scale additionally breaks down into the Aggression and Delinquency
subscales which have both shown high reliability in previous researctB80;
Achenbach, 1991).

In the present study, the CBCL-Aggression and CBCL-Delinquency subscales
were used as measures of externalizing behavior by adolescents. Theotetalas
calculated as the average score on each of the completed items of themé&atalr
scores were considered missing for participants who did not answer more thamnig/o it
on each subscale (80% or better completed). In the current sample, interrsd€nogsi

was good for the CBCL — Aggression subscale score (Cronb@aeh’83 at T1 and .82 at
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T2) and adequate for the CBCL — Delinquency subscale score (Cronbactvd at T1

and .65 at T2). In addition to using the raw scores on this measure, cut-off scores that
indicated a problem with aggression or delinquency were calculated. Adosesttdnt
scores greater than one standard deviation above the grand mean on the subscale were
considered above cut-off on either subscale.
Peer Group Variables

Peer group variables were assessed through a peer nomination taskp@es>Ap
E). All participating youth were asked to nominate peers in response to themjuesti
“Who are the kids at school that you hang out with the most?” Consistent with prior
research that indicates better psychometric characteristics whenraitachhomination
task is used (Holland & Leinhardt, 1973; Terry, 2000), youth were allowed to list as
many of their peers as they would like on this questionnaire. All nominations were
compiled and organized within a SNA framework (Wasserman & Faust, 1994) in@rder t
create a social map of the peer network for the entire sample. Nominatioasldinee
point were entered into separate Microsoft Excel spreadsheets in a columnar, or
NEGOPY style, format. They were then translated into adjacencycestrsing the
Neg2Adj program (Richards, 1999). UCINet (Borgatti, Everett, & Freeman, 2082) wa
then used to create and analyze the resulting networks. An adjacency matguasea
matrix of 1's and 0’s with one row and column for each participant in the sample. When
adolescent i nominates peer j, a 1 is entered intd"ttemi and {' column, with all other
columns left at O, indicating no nominations. The UCINet program then takes this mat
and, using definitions of network ties defined in Chapter 3 below, determines which peers

constitute each adolescent’s peer group representation. For exampienéiship tie is
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defined as whichever peer the target adolescent i nominates (as is ther tasedo-
nominated peer group described below), then the peer group representation is composed
of each of the peers whose columns have a 1 in row i of the adjacency matrix. UCINet
can then combined the information about the peer group represented in the adjacency
matrices with the psychopathology measure data. The program used the
psychopathology measure scores for individuals within a target adolescentsqe®e

to create a mean score on that psychopathology measure for each adslpseent

group.

Two pieces of information were used from the network analyses. The first was
the rates of externalizing and internalizing behaviors (operationalizedthsimgeasures
described above) within the peer group of each individual youth. Second, the density of
each youth’s peer group was calculated by dividing the number of links between friends
of the youth by the maximum number of such links that were possible given the number
of friends in the youth’s peer group. UCINet was specifically chosen oversiiéar
programs for the current study because, in addition to creating the netwaitlesas
described, it calculates characteristics of each adolescent’s papr dviost importantly,
the program offers the ability to calculate the density of the peer group.isThi
accomplished by first determining each adolescent’s peer group, as desoabed a
Then, for the peer group (unique to each individual adolescent), the friendship links
between the peers that compose that peer group (not including the target indanelual
counted. For instance if a youth identified four friends, only two of which ideheeh
other as friends, then the density for the youth was 1 (the number of friendship linkages

between individuals in the peer group) over 6 (the total possible links between the
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youth’s identified friends) or approximately 17%. This calculation servea abjective
measure of peer group density for the present study. During the nominatioyotah
were also asked to identify the person on his/her list who he/she was closedato. Da
from the measures collected from the individual the youth identified were used to
represent the level of psychopathology of the closest friend.
Friendship Questionnaire

A second method of assessing an individual’s peer group density was used. The
Friendship Questionnaire (Veed & Inderbitzen-Nolan, 2005) is a 25-itemepelitr
measure that asks adolescents to answer questions on their friendship netveak(s) (s
Appendix F). Itis designed to assess peer group density in a self-repwat.fdrhe
majority of questions are answered on a four-point Likert scale rarmgimg( (This does
not describe me at glto 3 (This is completely true for eA sample item is | think any
two of my friends would be comfortable going to a movie togetfible measure has
shown adequate psychometric characteristics in an initial investigatied &/e
Inderbitzen-Nolan, 2005) and was developed in a study similar to the present
investigation. Initial results from the validation study of this measure pr@mising ¢
=.69 - .72). The Friendship Questionnaire is included as a measure of the adolescent’s
perceived or subjective network density (as opposed to the objective measure of peer
group density described above).

While the measure does not yet have a standardized scoring systemseotetal
was derived from a subset of the items for the present study. To begin this,ghecess
25 items on the Friendship Questionnaire were reviewed and the seven itemsehat wer

judged to be most related to the concept of peer group density were selecte8,(Bems
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11, 16, 18, 19, and 22). These seven items were then entered into two exploratory factor
analyses, the first examining these items using the T1 data and the secomihgxam
these items using the T2 data. A one-factor solution was forced for both T1 and T2 and
the component matrix for each was considered. Four items strongly loaded (loadings
greater than .40) on the one-factor solution at both T1 and T2. These items were: 3) Are
most of your friends also good friends with each other?, 11) | have friends that do not like
each other very much, 16) | think any two of my friends would be comfortable going to a
movie together, and 18) | have friends who do not know each other at all. The total score
was calculated by taking the mean across all four items. Any missing ligsulted in a
missing value for the total score (80% or better completed). One im3jthad a five-
point Likert scale format and was multiplied by 4/5 before being included to plawce i
the same metric as the other four-point Likert scale items. One iesm1&) had to be
reversed scored as its factor loadings were consistently negative. Onaathsaore
was calculated, it was reverse scored so that higher scores would indibatep@er
group density. Internal consistency for these items was adequate (@rsnbac58 at
T1 and .61 at T2).
Procedures

Data collection was conducted on two consecutive days in both the fall and spring
semesters approximately five months apart. Three to four weeks prior taedlw dach
data collection, a letter (see Appendix G) was mailed to the parents ofradidhigol
(grades 9 — 12) students enrolled in the chosen high school informing them of the study
and providing them with the opportunity to disallow their children from participating.

One challenge inherent in studying the peer network is the large amount oppadici
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required. Some research has suggested that at least 75% of the entire netgorkerd r
for a nomination task, similar to the one used here, to produce valid results (Crick &
Ladd, 1989). Therefore it was essential to capture as much of the in-school portion of the
social network as possible. In order to accomplish this, prior research has employe
passive consent procedures to increase the rate of consent from youth’s passine. Pa
consent alone is no longer considered acceptable under IRB policy due to theityossibi
of false consent. However, a waiver of consent is permitted for researchgregecific
criteria, such as minimal risk to the participants and that the researclpisssdile

without the waiver. The IRB granted a waiver of consent for the current studyeand t
high school administration screened and approved of all procedures. Although not
required given the waiver, passive consent procedures were additionally edhaoy

give parents who did not want their adolescent to participate the opportunitjdoamit
(this was documented in only one case).

On the days of the data collection, participating high school students were asked
to assemble by grade level in their regular homeroom classrooms duringialt28-m
study period. On the first day of data collection each semester, adolesaentslhye
informed of the study’s goals and procedures and provided their own assent (see
Appendix H). Once assent was obtained, the questionnaire packet containing the
demographic questionnaire, CES-D, MASC, CBCL subscales, and Friendship
Questionnaire was distributed by trained graduate and undergraduatelressatants.
Research assistants were present each day to read standardizetmstithe
participants, answer any questions or clarify any questionnaire item, armhitom

students to ensure that confidentiality was maintained. Participants kedetagjuietly



59

complete each questionnaire and were allowed to work on other projects once they were
finished. On the second day of data collection, participating adolescents aahtpéet

friend nomination task. When this was completed, any adolescent who had been absent
the previous day was asked to complete the questionnaire packet; otherwise ptaticipa
were allowed to work on other projects. Adolescents were not compensated for their
participation.

Following each semester’s data collection, questionnaires and nomination forms
were assigned identification numbers, a key linking names and identification isumbe
was made, and the participants’ names were removed from the questionnaite. packe
Data entry commenced with the peer nomination forms as these still contained
participants’ names. Using the key, these names were converted intogdgatifi
numbers and entered. The peer nomination forms were then stored in a locked location
apart from other data related to the study and will be destroyed fivefgbargng the
completion of the study. All data entry was performed by the primary igaésti To
ensure accurate data entry of the nominations, a random sample of 25% of the
nomination forms from the fall data collection were also entered by a gradudésnt
unfamiliar with the research project. For this subsample of cases, intecaaststency
was 98.5%. As a result of this high level of consistency, no further data \esifieas
completed.

Further investigation into adolescents who completed T1 questionnaires but not
T2 questionnaires revealed that adolescents missing at T2 had equivalent RASC a

CES-D total scored=(1, 169)< .66,p > .42) but higher CBCL - AggressioR({, 167) =
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4.78,p = .03) and Delinquency(1, 168) = 17.18p < .001) scores compared to

adolescents that had complete data at both time points.
Analysis Plan

The proposed hypotheses were examined in two chapters separated by the core
purpose of each set of hypotheses. In the first chapter of the results, tha bEateen
peer group psychopathology and individual psychopathology was investigated in several
ways. First, the relation between specific individual psychopathologssess via the
internalizing and externalizing measures described above, and the level af simil
psychopathology in the peer network was investigated cross-sectionallyweether
individuals with peer networks containing peers high in anxiety also reported Wdh le
of anxiety) twice at both T1 and T2. For these analyses the level of peerrgember
psychopathology was operationalized in two ways. The first approach used thefmea
peer group members’ scores for each psychopathology measure. The secanédexam
the percentage of the individuals within the peer group demonstrating presemm®abse
of psychopathology based on cut-off values on each psychopathology measure. These
analyses attempted to replicate similar relations found throughout tlatuliter

Second, the relations between individual symptomatology and peer network
symptomatology were examined longitudinally between the two time points. diteeref
the relation between an adolescent’s peers’ report of psychopathologyrat e
adolescent’s report of psychopathology at T2 was examined. These relarens
controlled for the adolescent’s report of psychopathology at T1 in order to examine only

the change in psychopathology across the school year as it is related tppaafre
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psychopathology. This second set of analyses allowed a better test of thdiausal
between peer group member psychopathology and later individual psychopathology.

Third, the T1 closest friend’s report of psychopathology was added to the
previous model in order to examine the comparative predictive strength of group versus
friendship level predictors. If group level variables remained significadiqgiors of T2
individual psychopathology after the closest friend variables were addednmtied,
this was interpreted as a sign that the group level variables uniquelytadtied
prediction of individual psychopathology above the influence of the closest friend’s
psychopathology.

In the second results chapter, several moderators of the relation between peer
group psychopathology and the change in individual psychopathology over time were
explored. First, peer network density was investigated as a moderator akthésas
by including it as an interaction term in the regression model, in order t@ #@ssesser
peer groups were related to a stronger relation between peer psychopasihdlbgnd
individual psychopathology at T2 (e.g., whether the association between TIqger g
psychopathology and T2 individual psychopathology was stronger for adolescents in
denser peer groups). By assessing the role that peer network density plaged in t
transmission of psychopathology from peers to individuals, a mechanism by which peers
may spread psychopathology to individuals, namely the cohesion or amount of
interconnectedness of the group members, was examined in more detail. These analyse
were conducted using “objective” peer network density (e.g., obtained fromethe pe
network map) and “subjective” peer network density (e.g., the total score of the

Friendship Questionnaire).



62

Second, the strength of the relation between individual and peer group member
psychopathology was examined across age and grade cohorts in order to test the
hypothesis that the peer group’s role was stronger in early and middle adatesoenc
then decreased in later adolescence. These analyses were conducted Iogiagkidi
and/or grade as an interaction term in the regression models that predictetuaidivi
psychopathology at T2 from peer group psychopathology at T1 and individual report of
psychopathology at T1. Curvilinear effects of grade were examined as well.

Finally, the moderating effect of gender was tested in a similar fashyad¢bng
it as an interaction term to the regression model that predicted individual
psychopathology at T2 from peer group psychopathology at T1 and individual report of
psychopathology at T1) in order to test the hypothesis that the influence oéthurqap

on an individual’s level of psychopathology was different between boys dsd gir



63
CHAPTER 3: Results |

In this chapter, the first three of the six hypotheses will be examinede Thes
hypotheses relate to the question of whether or not the level of psychopatholagyg exist
in the peer group is related to and potentially influential to the level of psychopatholog
reported by the individual adolescent. The first set of analyses investigatgaestion
cross-sectionally, under the hypothesis that peer group psychopathology will be
consistently related to individual psychopathology at both time points of the current
study. In addition to attempting to replicate much of the literature on thefrthle
adolescent peer group in psychopathology, these analyses build the foundation of
methodological and statistical steps, described below, upon which the other aaadyses
conducted. The second set of analyses investigates the hypothesis that theupeer g
influences the individual adolescent over time. While the first set of anaytdsishes
a relation between the peer group and individual levels of psychopathology, the second
examines this relation longitudinally. After first computing the bivarcarrelations
between initial peer group and later individual report of psychopathology, eaghianal
in the second set is controlled for the individual adolescent’s initial level of egport
psychopathology in order to control for selection effects caused by adoledusrgsg
peer groups similar to themselves in level of psychopathology. Finally, tHeséhtiof
analyses complements the first two by investigating the comparatingtstief the
relation between the individual and his/her peer group and the relation between the
individual and his/her self-identified closest friend. This hypothesis foe tueslyses is

that both closest friend and peer group level of psychopathology will be influential but
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that the influence of the peer group will uniquely adds to the understanding of the
individual once the influence of the closest friend is considered.
Preliminary Analyses

All quantitative dependent and independent variables were first examined for the
presence of significant skewness or outliers to ensure that the assumptionsethtbelsm
used for more advanced analyses were met. Outliers were identified thubdfs c
created by calculating the interquartile range (IQR) betweerrthad 3" quartile,
multiplying the IQR by 1.5, and subtracting the resulting value fromYgiartile value
(lower bound) and adding it to th& guartile value (upper bound). For the CES-D total
score, CBCL Aggression score, and CBCL Delinquency score at T1 as well &CGhe C
Delinquency score at T2, several outliers existed and these were Widgorthe
nearest acceptable value (the lower or upper bound). For the CES-D tatadtstar
evidence of skewness was found (skewness statistic = 1.18). This skewness was
corrected through a square-root transformation. These cleaned variabl¢éisenarsed
to compute network characteristics.

The internal consistency of these measures at both T1 and T2 was largely
consistent with what has been found in previous research (Cronbach’s alpha ranged from
.82 t0 .93). For the CBCL Delinquency subscale the internal consistency was slightly
lower than previous research, though still adequate to goed74 / .65 for T1/T2
respectively). Means and standard deviations for each measure and percdrgeges
falling above the cut-off values at T1 and T2 are presented in Table 3.1 along with the
results of within groups (repeated measures) ANOVA significance @msigaring these

values across T1 and T2. As this table shows, total scores on the MASC decreased from
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T1 to T2, while scores on the CBCL Aggression and Delinquency subscales increased.
The CES-D scores remained relatively constant over the school year.edhenity of
above cut-off cases remained stable for the MASC and CES-D over the schodigrear.
the CBCL Aggression and Delinquency subscales, the cut-off was determiaddiby
one standard deviation to the mean for each time point and as a result no change in rate of
cases above the cut-off was expected. Surprisingly, a significant mangh® number
of adolescents falling above the cut-off was found for the CBCL Delinquency &ibsca
This likely reflects the fact that the most delinquent adolescents at T1 cedtiet
CBCL at T2 less often than did their less delinquent peers, as described above in the
discussion of attrition between the two time points. As a result, when completd data
both time points are required, such as when comparing means across time poits, the r
of delinquency at T1 is artificially deflated (10% as opposed to the observed 15%
reported in Table 3.1).

Table 3.1

Means and Standard Deviations for Psychopathology Variables at T1 and T2

T1 (Fall) T2 (Spring)
Psychopathology Variable F
M (SD)orn (%) M (SD) orn (%)
MASC Total Score .99 (.37) .94 (.38) F(1, 147) = 4.95*
Number Above MASC 19 (12%) 12 (8%) F(1, 145) = 2.01
Cut-off
CES-D Total Score .68 (.48) 78 (35 F@1,147)=2.32

Number Above CES-D 61 (36%) 54 (34%) F(1, 145) =.03
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Cut-off

CBCL — Aggression 46 (.28) 49 (.29) F(1, 144) = 5.50*
Total Score

Number Above CBCL 28 (17%) 25 (16%) F(1, 144) = .39
— Aggression

Cut-off

CBCL - Delinquency .34 (.25) .35 (.24) F(1, 146) = 4.76*
Total Score

Number Above CBCL 26 (15%) 26 (16%) F(1, 146) = 3.93*
— Delinquency

Cut-off

T Square-root transformation. Significance testing performed on un-transfeariable.

*p<.05

As would be expected, the correlations between measures collected at T1 and the
corresponding measure collected at T2 were high. For the MASC totalrgtd&), =
.72,p < .001. Forthe CES-D total scorél48) = .65p < .001. For the CBCL —
Aggression score(145) = .70p < .001. And for the CBCL — Delinquency subscale,
r(147) = .63p <.001. These test-retest results over a 5-month interval are similar to or

higher than have been reported for each measure in prior literature.
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Correlations among the four measures are shown in Table 3.2. As can be seen,
the MASC and CES-D total scores were strongly positively correlateach time point
as were the CBCL — Aggression and Delinquency subscales. The MASC total sgore onl
positively correlated with the CBCL — Aggression subscale at T1 and wasmelated
with the CBCL subscales at T2. However, the CES-D was significantlyvabgiti
correlated with the CBCL-Aggression and Delinquency subscales consisteadgh
time point.

Table 3.2

Correlations between Primary Psychopathology Measures at T1 and T2

MASC Avyg CES-DAvg CBCL- CBCL -

Aggression  Delinquency

MASC Avg - 55%*x 13 .07
CES-D Avg BT ; 3gk o
CBCL — Aggression 20%* A 3FE* - BE***
CBCL - Delinquency .05 A0 .66*** -

Note T1 cross-sectional correlations shown below the diagonal. T2 cross-sectional
correlations shown above the diagonal.

*p<.05 *p<.0l,*** p<.001

Of the 158 adolescents that listed at least one valid friend nomination at T1, 138
(87%) selected a valid closest friend. A friend nomination was considered \thkd if
name was recognizable as another subject in the sample and had been assigned a subject

number. A closest friend’s nomination was considered valid if the name was
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recognizable as another subject in the sample and had been assigned a subject numbe
and only one name was chosen as the closest friend. Of the 126 adolescents that listed at
least one valid friend nomination at T2, 100 (79%) selected a valid closest friend. The
means and standard deviations and percentages of scores falling above the tugsoff va
for each measure for those adolescents identified as closest friends Ipgéngiare
presented in Table 3.3 for T1 and T2. Visual inspection reveals that means for closest
friends did not greatly differ from the mean values of the sample as a whole and the
percent of closest friends that fell above the cut-off scores was roughlyleqtiteethat
of the main sample. This is not surprising given the closest friends were doaavthé
main sample. In addition, the means and percentages of above cut-off scores did not
significantly change from T1 to T2 for closest friends.

Table 3.3
Means and Standard Deviations for Psychopathology Variables at T1 and T2 fat Close

Friends

Fall sample Spring sample
Psychopathology Variable F
M (SD)orn (%) M (SD) orn (%)

MASC Total Score .99 (.38) 93 (.38) F(1,78)=2.93

Number Above MASC 14 (10%) 5 (5%) F(1, 76) = .69
Cut-off

CES-D Total Score 71 (.46) 77(37) FQ@A,77)= .44

Number Above CES-D 53 (38%) 37 (37%) F(1, 78) = 1.65

Cut-off
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CBCL — Aggression Total A5 (.27) A7 (.28) F(1, 76)= .28
Score
Number Above CBCL — 17 (12%) 13 (13%) F(1, 78) = .60

Aggression Cut-off

CBCL - Delinquency Total .33 (.24) .35 (.25) F(1, 76) = .08
Score
Number Above CBCL — 24 (17%) 18 (18%) F(1,78)=0

Delinquency Cut-off

T Square-root transformation. Significance testing performed on un-transfornsae/a

*p<.05

Peer Network Preliminary Analyses

When conducting Social Network Analyses, there are several ways to construc
the social network variables, in this case, the peer group, each of which haationd
for the network’s basic characteristics as well as the network levetimedariables.
The three ways to construct the peer group variables described here arkttermmgo-
nominated, the inclusive, and the reciprocated networks. Each is explained here along
with the characteristics of the peer network when defined in each way. Tinanalia
Figure 3.1 displays the way in which these three methods of constructing tlyequaer
variables relate to each other and how both outgoing (peers that the individual n@minate

and incoming (times in which the individual is nominated by peers) nominations combine
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to form the three different peer groups. The ego-nominated way of constrhetipger
group variables uses the adolescent’s nominations as the sole source of iofoainait
the peer group. For example, if Joe nominates Alina, Matt, and John as friends, Joe’s
peer group is said to consist of these three individuals, regardless of whetheAlanayot
Matt, or John nominated Joe as a friend and regardless of the fact that Islatedrdbe

as a friend.
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Outgoing- Incoming-
Nominations Nominati

Ego-Nominated
Peer Group

Figure 3.1
Venn Diagram of Relation Between the Peer Network and Different Methods of

Constructing the Peer Group Variables.
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When constructing the T1 peer group variables using the ego-nominated method,
a total of 158 adolescents belonged to the total network (i.e., listed at least one valid
friend nomination) which was composed of 2,486 friendship ties, or links between
individual adolescents regardless of whether these links were reciprocatel@saents
had between one and 50 valid friends in their peer group, with a mean value ofSI%.73 (
= 8.76) friends per adolescent. Within each individual peer group, a mean of9B42 (
91.36) friendship ties existed between the friends of each individual (range 0 — 498).
Thus the overall mean network density (calculated as the number of ties tiegtaated
divided by the number of ties possible) was 373B £ 16.80). Peer group means and
standard deviations for psychopathology measures are presented in Table 3.4. The
percentage of the individuals within each peer group that scored above cut-afftfor e
measure is also presented in Table 3.4. As an example, on average 11% of the
individuals within an adolescent’s peer group fell above cut-off on the MASC. An
alternative way of considering the cut-off variable in the peer group is taeotise
peer groups that have at least one member who scored above the cut-off on a given
measure. This occurred frequently in the ego-nominated network, with 78% of peer
groups having at least one person above cut-off on the MASC, 95% having at least one
person above cut-off on the CES-D, 89% having at least one person above cut-off on the
CBCL-Aggression subscale, and 79% having at least one person above cut-off on the

CBCL-Delinquency subscale.
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Table 3.4

Means and Standard Deviations for Psychopathology Variables at T1 for Varayss W

of Creating the Social Network

Inclusive  Ego-nominated Reciprocated

Psychopathology Variable

M (SD) M (SD M (SD)
MASC Total Score .99 (.12) .98 (.14) 1.00 (.19)
MASC Above Cut-off Rate 11 (.07) .11 (.08) 11 (.12)
CES-D Total Score .70 (.16) .67 (.20) .70 (.26)
CES-D Above Cut-off Rate .36 (.17) .34 (.19) .34 (.25)
CBCL — Aggression Total Score 49 (.09) 48 (.13) 49 (.16)
CBCL — Aggression Above Cut-off .18 (.12) 17 (.15) .18 (.20)

Rate

CBCL - Delinquency Total Score .34 (.08) .34 (.19) .34 (.13)
CBCL — Delinquency Above Cut-

.15 (.13) .16 (.17) 15 (.21)

off Rate

The ego-nominated method of constructing the peer group variables is the most
susceptible to response bias when attempting to construct an accuratentepoesef
the “true” social network since adolescents may not remember to nominattéhai|

individuals in their peer group or may deliberately not nominate peers that belbeg in t
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group. One approach designed to counter any potential underinclusion, is the inclusive
method of constructing the peer group representation. The inclusive method of
constructing the peer group variables uses both the target adolescent’stioos g

well as any other adolescents that may have nominated the target adolescent. To
continue with the example from above, Joe had nominated Alina, Matt, and John as
friends. However, Isla had nominated Joe on her questionnaire. Using the inclusive way
of constructing the peer group variables, Joe’s group is said to consist of all four
individuals.

When constructing the T1 peer group variables using the inclusive method, a total
of 178 adolescents belonged to the total network (i.e., listed at least one valid friend
nomination or were listed by a peer) which was composed of 3,648 friendship ties, or
links between individual adolescents regardless of whether these links werecated.
Adolescents had between one and 52 valid friends in their peer group, with a mean value
of 20.49 6D = 10.35) friends per adolescent. Within each individual peer group, a mean
of 146.46 ED= 127.05) friendship ties existed between the friends of each individual
with each other (range 0 — 549). Thus the overall mean network density (calculated as
the number of ties that are reported divided by the number of ties possible) was 32.38
(SD=13.29). Not surprisingly, given the inclusive method’s more liberal friendship
criteria, many of these values are higher than those from the ego-nominaterknet
Density, however, is slightly lower since a more inclusive network createatamgre
possible number of linkages in the denominator of the density calculation. Peer group
means and standard deviations for psychopathology measures are presented in Table 3.4.

The percentage of the individuals within each peer group that scored above culsoff is a
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presented in Table 3.4. As an example, on average 36% of the individuals within an
adolescent’s peer group fell above cut-off on the CES-D. Rates of havingtatriea

peer group member who scored above the cut-off on a given measure were also high i
the inclusive network, with 84% of peer groups having at least one person above cut-off
on the MASC, 98% having at least one person above cut-off on the CES-D, 93% having
at least one person above cut-off on the CBCL-Aggression subscale, and 83% having at
least one person above cut-off on the CBCL-Delinquency subscale.

Just as the ego-nominated method of constructing the peer group representation is
susceptible to underinclusion, it is also susceptible to overinclusion as adolesagnts m
nominate peers that do not legitimately belong in their peer group or who do not consider
the adolescent to be their friend. One approach designed to counter any potential
overinclusion is the reciprocated method of constructing the peer group variables
(Wasserman & Faust, 1994). The reciprocated method of constructing the peer group
variables requires both the target adolescent to nominate an indiardithlat individual
to nominate the target adolescent. Again continuing with the example from above, Joe
has nominated Alina, Matt, and John. However, only Alina and Matt have nominated Joe
in return. John has not. Using the reciprocated method of constructing the peer group
variables, Joe’s group is said to consist of only two individuals (Alina and Md#)is Is
not included since Joe did not nominate her to begin with.

When constructing the T1 peer group variables using the reciprocated method, a
total of 155 adolescents belonged to the total network (i.e., had at least one valid friend
nomination that was reciprocated). Unfortunately, the UCINet program does not

calculate basic attributes of the network when the reciprocated methsetlis Therefore
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only characteristics of the psychopathology measures are reported beragyrdRip
means and standard deviations for psychopathology measures are presented in Table 3.4.
The percentage of the individuals within each peer group that scored above culsoff is a
presented in Table 3.4. As an example, individuals within an adolescent’s peer group
reported an average score of 1.00 on the MASC. Rates of at least one member who
scored above the cut-off on a given measure were lower but still reasondbiry tig
reciprocated network, with 60% of peer groups having at least one person above cut-off
on the MASC, 87% having at least one person above cut-off on the CES-D, 76% having
at least one person above cut-off on the CBCL-Aggression subscale, and 61% having at
least one person above cut-off on the CBCL-Delinquency subscale.
Hypothesis One: Cross-Sectional Analyses

In order to examine the question of whether an adolescent’s rate of sproiisc f
of psychopathology (anxiety, depression, aggression, and delinquency) was associated
with the rate of these forms of psychopathology within their peer group (not inchixéing
target adolescent’s report), a series of cross-sectional analyseswdasted on both the
T1 and T2 data. Three approaches were used to address this question and these are each
explained in turn. First, to examine whether the individual’s total score on a
psychopathology measure was associated with the average total score opkerher
group on that measure, a series of correlations was computed. These reshibsvarin
Table 3.5 (for the complete correlation matrix, see Appendix I). Individuadscould
be correlated with peer group scores in three different ways, each correspontig t
methods of constructing the peer group variables described above (inclusive, ego-

nominated, and reciprocated). Results are presented in tables with these methods
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organized from left to right, from most inclusive to least inclusive (i.e., inclusiee, eg
nominated, reciprocated).

Table 3.5
Correlations between Individual and Mean Peer Group Psychopathology Meadukes a

and T2 Organized by Method of Constructing the Peer Group Variables

MASC Total CES-D Total CBCL — Agg CBCL - Del

Peer Group 1 2 3 1 2 3 1 2 3 1 2 3

Variables

T1 (Fall)
MASC Total 09 .19 2%
CES-D Total 15 .20 .26
CBCL - Agg 200 11 12
CBCL - Del 27 .14 .16
T2 (Spring)
MASC Total .21 22 .24
CES-D Total 09 13 21
CBCL — Agg .06 .06 .01
CBCL - Del 06 .05 .11

Note ' Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01
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Relations Between Individual Mean Scores and Peer Group Mean Scores

At T1, individual total scores on the MASC were significantly correlateld wi
peer group average MASC scores only for the ego-nominated and reciprocated pee
groups (see Table 3.5). Individual total scores on the CES-D were significantly
correlated with peer group average CES-D scores for the inclusive, egoateniand
reciprocated peer groups. Individual scores on the CES-D were also amgjhyfic
correlated with peer group average MASC scores for the ego-nominated ianaceged
peer groups. Individual scores on the CBCL — Aggression subscale were sigigifica
correlated with peer group average CBCL — Aggression and CBCL — Delinquency scores
only for the inclusive peer group. Finally, individual scores on the CBCL — Delinquency
subscale were significantly correlated with peer group average CBCLnrgDetcy
scores only for the inclusive and reciprocated peer groups. Individual scores on the
CBCL - Delinquency subscale were also significantly correlated hétipéer group
average CES-D scores and CBCL — Aggression scores only for the inclusigequger
All correlations, when significant, were positive and fell between small addime
sized according to Cohen’s criteria (1988). These results showed mixed suptiaet for
hypothesis that individual psychopathology would be associated with peer graup leve
psychopathology. Support for this hypothesis appeared to be related to the wayin whic
the peer group variables were constructed.

At T2, individual total scores on the MASC were significantly correlateld wi
peer group average MASC and CES-D scores for the inclusive, ego-nominated, and
reciprocated peer groups. Individual total scores on the CES-D were sigthyfic

correlated with peer group average CES-D and MASC scores only for the ratggroc
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peer groups. Individual scores on the CBCL — Aggression and CBCL — Delinquency
subscale were not significantly correlated with any peer group avessgkeopathology,
regardless of the method used to construct the peer group variables. Adgmfaast
correlations were positive and fell between small and medium sized effdetsonly
findings that were consistently significant at both T1 and T2 were that the individua
MASC scores positively correlated with the peer group average MASC sooths f
ego-nominated and reciprocated peer groups and that individual CES-D scoreslpositi
correlated with peer group average MASC and CES-D scores for the re@grpeat
group.
Relations Between Individual Mean Scores and Percentage of the Peer Group Falling
Above the Cut-Off

Second, to examine whether or not the individual’s total score on a
psychopathology measure was associated with a greater frequency of @boffe c
scores in their peer group, a series of correlations between the individtell'scores
and the percentage of his/her peer group falling above the cut-off on the various measures
was computed. These results are shown in Table 3.6. Again, each different method of
constructing the peer group variables is shown in decreasing order oivieckss. At
T1, individual scores on the MASC were not significantly correlated with therpagse
of the individual’s peer group that fell above the cut-off on the MASC, regardless of the
method used to construct the peer group variables. Individual scores on the CES-D were
significantly correlated with the percentage of the individual's peer grotfethabove
the cut-off on the CES-D only for the ego-nominated and reciprocated peer groups.

Individual scores on the CBCL — Aggression subscale were not significaniyated
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with the percentage of the individual's peer group that fell above the cut-off on e CB
— Aggression subscale, regardless of the method used to construct the peer group
variables. Individual scores on the CBCL - Delinquency subscale were sgtiific
correlated with the percentage of the individual’'s peer group that fell abovetib# on
the CBCL — Delinquency subscale for the inclusive, ego-nominated, and reciprocated
peer groups. All correlations, when significant, were positive and fell betwesdhand
medium sized according to Cohen'’s criteria.

Table 3.6
Correlations between Individual Psychopathology Measures and Rate ofFBliags
Above Cut-off at T1 and T2 Organized by Method of Constructing the Peer Group

Variables

MASC Total CES-D Total CBCL - Agg CBCL - Del

Percentage 1 2 3 1 2 3 1 2 3 1 2 3
of Peers
Above

Cut-off

T1 (Fall)
MASC 13 .06 .10

CES-D 14 27 3P

CBCL - 11 .10 .04

Agg

kK * *

CBCL - 28 .19 21

Del
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T2 (Spring)
MASC -08 .05 .14

CES-D A2 13 .11

CBCL - -07 -09 -13
Agg

CBCL - .06 .12 .20

Del

Note ! Inclusive,” Ego-Nominated® Reciprocated.
*p<.05 *p<.01, " p<.001

At T2, individual scores on the MASC were not significantly correlated with the
percentage of the individual's peer group that fell above the cut-off on the MASC,
regardless of the method used to construct the peer group variables. Individisabecore
the CES-D and CBCL — Aggression subscale were not significantly cedaldth the
percentage of the individual's peer group that fell above the cut-off on these eseasur
regardless of the method used to construct the peer group variables. Individisabecore
the CBCL-Delinquency subscale were significantly positively ¢ated with the
percentage of the individual's peer group that fell above the cut-off on the CBCL-
Delinquency subscale for the reciprocated network. This was the only findirvgathat
consistently significant at both T1 and T2.
Mean Differences Between Individuals Falling Above and Below the Cut-Off for
Percentage of the Peer Group Falling Above the Cut-Off

Third, to examine if an individual who fell above the cut-off on a

psychopathology measure had a peer group with a greater frequency of above cut-off
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scores than an individual who fell below the cut-off, a series of ANOVA'’s wap it
comparing the percentage of peers falling above the cut-off for individuals who did and
did not fall above the cut-off themselves. These results are shown in Table 3.7 for the
inclusive peer group, Table 3.8 for the ego-nominated peer group, and Table 3.9 for the

reciprocated peer group.
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Table 3.7

Means for Percentage of Inclusive Peer Group Above Cut-off on Psychopathology

Variables For Individuals Above and Below Cut-off at T1 and T2

Psychopathology Variable M (SD df F p

T1 (Fall)

MASC Cut-off 1, 162 12.26 <.001
Above .06 (.04)
Below .12 (.07)

CES-D Cut-off 1, 168 6.86 .01
Above .40 (.16)
Below .34 (.16)

CBCL - Aggression Cut-off 1, 166 49 49
Above .20 (.12)
Below .18 (.12)

CBCL - Delinquency Cut-off 1,167 13.71 <.001
Above .23 (.13)

Below .13 (.12)

T2 (Spring)
MASC Cut-off 1, 155 .69 41
Above .05 (.06)
Below .07 (.06)
CES-D Cut-off 1,154 .90 .35

Above .35 (.12)



Below
CBCL - Aggression Cut-off
Above
Below
CBCL — Delinquency Cut-off
Above

Below

.32 (.16)

.13 (.08)

19 (.12)

.19 (.16)

14 (.12)

1,153

1, 155

5.17

2.78

84

.02

.10




85
Table 3.8

Means for Percentage of Ego-Nominated Peer Group Above Cut-off on Psychogathol

Variables For Individuals Above and Below Cut-off at T1 and T2

Psychopathology Variable M (SD df F p

T1 (Fall)

MASC Cut-off 1, 150 3.82 .05
Above .08 (.06)
Below .12 (.08)

CES-D Cut-off 1, 155 9.43 <.01
Above .40 (.18)
Below .31 (.18)

CBCL — Aggression Cut-off 1, 153 .35 .55
Above .19 (.14)
Below .17 (.15)

CBCL - Delinquency Cut-off 1,154 3.25 .07
Above .23 (.13)

Below .15 (.18)

T2 (Spring)
MASC Cut-off 1,123 .26 .61
Above .04 (.05)
Below .05 (.06)
CES-D Cut-off 1,122 2.64 A1

Above .35 (.14)



Below
CBCL - Aggression Cut-off
Above
Below
CBCL — Delinquency Cut-off
Above

Below

30 (.17)

12 (.10)

17 (.09)

.19 (.16)

14 (.11)

1,122

1,123

4.92

3.03

86

.03

.08
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Table 3.9

Means for Percentage of Reciprocated Peer Group Above Cut-off on Psychopathology

Variables For Individuals Above and Below Cut-off at T1 and T2

Psychopathology Variable M (SD df F p

T1 (Fall)

MASC Cut-off 1, 146 .28 .60
Above .10 (.10)
Below .11 (.12)

CES-D Cut-off 1,152 22.11 <.001
Above .47 (.28)
Below .28 (.21)

CBCL — Aggression Cut-off 1, 150 .02 .88
Above .19 (.18)
Below .18 (.20)

CBCL - Delinquency Cut-off 1,151 5.69 .02
Above .25 (.29)

Below .13 (.19)

T2 (Spring)
MASC Cut-off 1,120 .02 .88
Above .05 (.08)
Below .05 (.09)
CES-D Cut-off 1,119 1.42 24

Above .39 (.19)



88
Below .34 (.24)

CBCL - Aggression Cut-off 1,119 2.65 A1
Above .11 (.12)
Below .18 (.18)

CBCL — Delinquency Cut-off 1,120 4.22 .04
Above .23 (.26)

Below .13 (.16)

At T1, percentages of peers falling above cut-off on the MASC were not
significantly different for individuals who fell above or below the cut-off on theS@A
for the ego-nominated and reciprocated peer groups. For the inclusive peer group,
individuals who scored above the cut-off on the MASC had a smaller percentage of their
peer group that fell above the cut-off than individuals who scored below the cuthadf. T
result was in the opposite direction of what was predicted and may have beehteelate
the low frequency with which individuals fell above the cut-off on the MASC.
Percentage of peers falling above cut-off on the CES-D was significagiigrior
individuals who fell above the cut-off on the CES-D than for individuals who scored
below the cut-off for the inclusive, ego-nominated, and reciprocated peer groups.
Percentage of peers falling above cut-off on the CBCL — Aggression subscaletwas
significantly different for individuals who fell above or below the cut-off on th€CB
Aggression regardless of the method used for constructing the peer group variables.
Percentage of peers falling above cut-off on the CBCL — Delinquency subscale was

significantly higher for individuals who fell above the cut-off on the CBCL —
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Delinquency subscale than for individuals who scored below the cut-off for the weclusi
and reciprocated peer groups. There was no significant difference betweetusldi
scoring above or below the cut-off on the CBCL — Delinquency subscale for the ego-
nominated peer group.

At T2, percentages of peers falling above cut-off on the MASC were not
significantly different for individuals who fell above or below the cut-off on theS@A
regardless of the method used for constructing the peer group variablemntégrs of
peers falling above cut-off on the CES-D were not significantly diffennflividuals
who fell above or below the cut-off on the CES-D regardless of the method used for
constructing the peer group variables. For the inclusive and ego-nominateuqugs,
individuals who scored above the cut-off on the CBCL — Aggression subscale had a
smaller percentage of their peer group that fell above the cut-off than indiswdua
scored below the cut-off. This result was in the opposite direction of what wast@dedi
There was no significant difference between individuals scoring above or thedaut-
off on the CBCL — Aggression subscale for the reciprocated peer group. Fina#ly, ther
was no significant difference between individuals scoring above or below the cut-off
the CBCL — Delinquency subscale for the inclusive and ego-nominated peer groups.
Percentage of peers in the reciprocated peer group falling above cutdodf GBCL —
Delinquency subscale was significantly higher for individuals who fell aboveutheffc
on the CBCL — Delinquency subscale than for individuals who scored below the cut-off.
This was the only finding that was consistently significant at both T1 and T2.

Overall, these results show mixed support for the hypothesis that individual

adolescent psychopathology measures would be associated with peer group level
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psychopathology measures. Inconsistency between T1 and T2 was observed for all but a
very few results. The consistent results were the correlations betwdeedual and peer
group average MASC scores for the ego-nominated and reciprocated peer groups, the
correlation between the individual and peer group average CES-D scores for the
reciprocated peer group, and the relation between the percentage cfpgrecated peer
group that fell above the cut-off scores and individual scores, whether opdrztitd s
a cut-off or mean score, on the CBCL — Delinquency subscale. It is notewottbpltha
in the reciprocated peer group were significant results supportive of the hgipdthund
consistently across time and form of psychopathology. In addition at T1, support for the
hypothesis appeared to be related to the way in which the peer group variables are
constructed. For example, for internalizing measures (i.e., the MASC an®CES
stronger and more consistent relations were observed for the ego-nominated and
reciprocated peer groups. On the other hand, for externalizing measuresilgpamtre
CBCL - Delinquency subscale), relations generally appeared for thsiugcpeer group
at T1.
Hypothesis Two: Longitudinal Analyses

In order to better test a causal link between peer group member psychopathology
and later individual psychopathology, this relation was examined longitudinally in
regression models. The same three approaches described in the above tiooss-sec
analyses are again examined in turn (i.e., do individual psychopathology measures
correlate with average peer group psychopathology measures, do individual
psychopathology measures correlate with the percentage of the peer gmg@fave

the cut-off, and do individuals who fall above cut-off on a psychopathology measure have
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peer groups with a higher percentage of their peer group who also fall abcue-thB.
For each analysis, a step-wise progression is followed. First, the tevalgtion
between peer group psychopathology measures at T1 and the individual’s
psychopathology measures at T2 is examined. If this relation is signitivantthe
individual's psychopathology measure at T1 is included as a control in the regressi
model. This allows for a test of whether the peer group psychopathology meadures a
are associated with a change in an individual’s psychopathology measuresyeifotdethe
whether the peer group influences the individual’s report of psychopathology.
Relations Between Individual Mean Scores and Peer Group Mean Scores

First, bivariate correlations between T1 average peer group psychopsgtholog
measure scores and T2 individual psychopathology measure scores areegres€able
3.10 (the complete correlation matrix is presented in Appendix J). As befores egsult
presented for each of the three methods of constructing the peer group variables,
organized from left to right moving from most inclusive to least inclusive. Peepgr
average MASC scores at T1 were significantly positively correlatdd™i individual
MASC scores for both the ego-nominated and reciprocated peer groups. Thel@orrelat
was not significant for the inclusive peer group. Peer group average CEfSeb atT1
were significantly positively correlated with T2 individual CES-D ssdog the
inclusive, ego-nominated, and reciprocated peer groups. Peer group average CBCL
Aggression scores at T1 were not significantly correlated with T2 indivicB@LG-
Aggression scores regardless of the method used to construct the peer grougsvariable
Finally, peer group average CBCL — Delinquency scores at T1 were cxgtiyi

positively correlated with T2 individual CBCL — Delinquency scores for deeh t
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inclusive and ego-nominated peer groups. The correlation was not significtrg for
reciprocated peer group.

Table 3.10
Correlations between Peer Group Psychopathology Measures at T1 and Individual
Psychopathology Measures at T2 Organized by Method of Constructing the Peer Group

Variables

MASC Total CES-D Total CBCL - Agg CBCL - Del

Peer Group 1 2 3 1 2 3 1 2 3 1 2 3

Variables

MASC Total .15 .23*31*
CES-D Total 22Kk QTH* 3
CBCL - Agg 14 .12 .05

CBCL - Del 24** 21* 13

Note * Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01

For those relations with significant bivariate correlations, a lineagssipn
framework was used to test if the T1 peer group predictors continued to be argnific
after adding the T1 individual level psychopathology measure to the model (Ging str
positive correlations between T1 and T2 individual level psychopathology measuees we
described in the preliminary analyses above). For the MASC, linear regressletsm
were calculated for both the ego-nominated and reciprocated peer groups. dgw-the

nominated peer group, once the T1 individual level MASC score was included, the
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regression model had &i = .56,F(2, 138) = 89.20p < .001, though peer group average

MASC score was not a significant predictor. For the reciprocated group, onkk the
individual level MASC score was included, the regression model h&dan57,F(2,

135) = 91.01p < .001, though peer group average MASC score was not a significant
predictor.

For the CES-D, linear regression models were calculated for the inclegore,
nominated, and reciprocated peer groups. For the inclusive group, once the T1 individual
level CES-D score was included, the regression model h&dam3,F(2, 145) =
53.67,p < .001, though peer group average CES-D score was not a significant predictor.
For the ego-nominated group, once the T1 individual level CES-D score was included,
the regression model had Bh= .43,F(2, 138) = 51.51p < .001, though peer group
average CES-D score was not a significant predictor. For the reciprooaigd gnce
the T1 individual level CES-D score was included, the regression model Rad-a43,

F(2, 135) = 50.61p < .001, and peer group average CES-D score was a significant
positive predictorg = .16,t = 2.31,p = .02.

No regression analyses were calculated for the CBCL — Aggression swdsscale
this measure failed to show any bivariate correlation between T1 peer govap and
T2 individual level scores. For the CBCL — Delinquency score, linear regressiorsmodel
were calculated for the inclusive, and ego-nominated peer groups. For the inclusive
group, once the T1 individual level CBCL — Delinquency score was included, the
regression model had &i = .42,F(2, 144) = 52.37p < .001, and peer group average
CBCL — Delinquency score was a significant positive predigter,17,t = 2.65,p = .01.

For the ego-nominated group, once the T1 individual level CBCL — Delinquency score
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was included, the regression model hadRar .40,F(2, 137) = 45.58p < .001, though

peer group average CBCL — Delinquency score was not a significant predictor.
Relations Between Individual Mean Scores and Percentage of the Peer Group Falling
Above the Cut-Off

Second, bivariate correlations between T1 percentage of the peer group falling
above cut-off on a psychopathology measure and T2 individual psychopathology measure
scores are presented in Table 3.11 (the complete correlation matrix is réisente
Appendix K). Percentage of peers falling above cut-off on the MASC at T1 was
significantly positively correlated with T2 individual MASC scores for ahly
reciprocated peer group. Percentage of peers falling above cut-off on tHe &tH3
was significantly positively correlated with T2 individual CES-D scores$hfeinclusive,
ego-nominated, and reciprocated peer groups. Percentage of peers lbaliagat-off
on the CBCL — Aggression subscale at T1 was not significantly correlated 2vit
individual CBCL — Aggression scores regardless of the method used to construct the pee
group variables. Finally, percentage of peers falling above cut-off dDBR&. —
Delinquency subscale at T1 was significantly positively correlated vtimdividual
CBCL - Delinquency scores for both the inclusive and ego-nominated peer groups. The

correlation was not significant for the reciprocated peer group.
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Table 3.11

Correlations between Rate of Peers Falling Above Cut-off at T1 and Individual
Psychopathology Measures at T2 Organized by Method of Constructing the Peer Group

Variables

MASC Total CES-D Total CBCL — Agg CBCL - Del

Percentage 1 2 3 1 2 3 1 2 3 1 2 3
of Peers
Above

Cut-off

MASC -01 .13 .22*
CES-D 9% 25%* [ 28**

CBCL -
.05 .14 .04

Agg

CBCL -
24%% 24** 15
Del

Note ' Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01

For those relations with significant bivariate correlations, a linggession
framework was used to test if the T1 peer group predictors continued to be argnific
after adding the T1 individual level psychopathology measure to the model. For the
MASC, a linear regression model was calculated for the reciprocated peer groag. O

the T1 individual level MASC score was included, the regression model Hzfd=a58,
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F(2, 135) = 91.75p < .001, and the percentage of peers falling above the cut-off on the

MASC was a significant predictgf,= .12,t = 2.13,p = .04. For the CES-D, linear
regression models were calculated for the inclusive, ego-nominated, andaaiadr
peer groups. For the inclusive group, once the T1 individual level CES-D score was
included, the regression model hadRire .43,F(2, 145) = 55.40p < .001, though the
percentage of peers falling above the cut-off on the CES-D was not acsighifi
predictor. For the ego-nominated group, once the T1 individual level CES-D score was
included, the regression model hadRirs .42,F(2, 138) = 50.29 < .001, though the
percentage of peers falling above the cut-off on the CES-D was not acsighifi
predictor. For the reciprocated group, once the T1 individual level CES-D score was
included, the regression model hadRirs .41,F(2, 135) = 47.46p < .001, though the
percentage of peers falling above the cut-off on the CES-D was not acsighifi
predictor.

No regression analyses were calculated for the CBCL — Aggression swdsscale
this measure failed to show any bivariate correlation between T1 pereaitpeers
falling above the cut-off and T2 individual level scores. For the CBCL — Delinquency
score, linear regression models were calculated for the inclusive and egwatezhpeer
groups. For the inclusive group, once the T1 individual level CBCL — Delinquency score
was included, the regression model hadRar .41,F(2, 144) = 49.41p < .001, though
the percentage of peers falling above the cut-off on the CBCL — Delinquencgalsubs
was not a significant positive predictor. For the ego-nominated group, once the T1

individual level CBCL — Delinquency score was included, the regression model R&d an
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=.40,F(2, 137) = 45.26p < .001, though again the percentage of peers falling above the

cut-off on the CBCL — Delinquency subscale was not a significant predictor.
Predicting the Likelihood of an Individual Falling Above the Cut-Off Based on the
Percentage of the Peer Group Falling Above the Cut-Off

Third, bivariate ANOVA'’s were calculated comparing the percentage of pee
falling above cut-off on psychopathology measures at T1 by whether or not thiduadli
fell above cut-off at T2. Individuals falling above the cut-off on the MASC at T2 did not
have significantly higher percentages of peers falling above the ceoffared to
individuals who fell below the cut-off, regardless of the method used to construct the pee
group variables (afF’'s < 1.46,p> .23). Individuals falling above the cut-off on the
CES-D at T2 had significantly higher percentages of peers falling aboeatto# for
the reciprocated peer group compared to individuals who fell below the c&{:ff,36)
=7.90,p<.01. For the inclusive and ego-nominated peer groups, no significant
difference was found between individuals who scored above and below the ¢tis-eff (
3.39,p>.07). Individuals falling above the cut-off on the CBCL — Aggression subscale
at T2 did not have a significantly higher percentage of their peer groups félbug the
cut-off compared to individuals who fell below the cut-off, regardless of the metkdd us
to construct the peer group variables k&dl < .47,p > .50). Individuals falling above the
cut-off on the CBCL — Delinquency subscale at T2 had significantly higher pegesnt
of peers falling above the cut-off for the inclusive peer gréip, 154) = 6.54p = .01,
and the ego-nominated peer grokfi, 140) = 10.35p < .01, compared to individuals

who fell below the cut-off. For the reciprocated peer group, no significanteshtfe was
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found between individuals who scored above and below the claff137) = 2.79p =
0.

For those relations with significant bivariate relations, a binarytiogramework
predicting the likelihood that an adolescent would fall above cut-off was used to test if
the T1 peer group predictors continued to be significant after the individual’'s T1 cut-off
status was added to the model. No regression analyses were calculdtedMASIC as
this measure failed to show the bivariate relation between the T1 pgeznfgpeers
falling above the cut-off and whether or not the individual fell above the cut-off.at T
For the CES-D, a binary logistic regression model was calculated fadipeacated
peer group which had a Cox and SiélE .21,¥%(2) = 31.87p < .001, though the
percentage of peers falling above the cut-off on the CES-D was not acsighifi
predictor.

No regression analyses were calculated for the CBCL — Aggression sulsscale a
this measure failed to show the bivariate relation between the T1 percehpgpes
falling above the cut-off and whether or not the individual fell above the cut-off.at T
For the CBCL — Delinquency score, logistic regression models were tattiva the
inclusive and ego-nominated peer groups. For the inclusive group, once the individual’s
T1 cut-off status was included, the regression model had a Cox and&RSnell4,y*(2)
=22.08,p < .001, with having a greater percentage of peers falling above the cut-off
significantly,B = 4.30,S.E.= 1.91,p = .03, increasing the probability that the individual
would fall above the cut-off at T2, after considering the individual's cut-aifistat T1.

For the ego-nominated group, once the individual’'s T1 cut-off status was included, the

regression model had a Cox and SRéK .13,5%(2) = 19.95p < .001, with having a
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greater percentage of peers falling above the cut-off significdty3.36,S.E.= 1.47,p

= .02, increasing the probability that the individual would fall above the cut-off at T2,
after considering the individual’'s cut-off status at T1.

Overall, these results show mixed support for the hypothesis that peer group level
psychopathology would be associated with the change in individual psychopathology
over time. First, these results continued the trend of the cross-sectionakaribt the
method by which the peer group variables were constructed appeared to influence the
support for the hypothesis. The reciprocated peer group mean level or rates ofuétbove ¢
off scores were related to the change in individual psychopathology measesefsecor
the internalizing measures, but not the externalizing measures. Mearidileclusive
peer group mean level or rates of above cut-off scores were related to theinhange
individual scores for the CBCL — Delinquency subscale.

Second, these results indicate that the influence of the peer group differed for
different psychopathology measures. Within the internalizing domain, the catiglo
peer group’s rate of above cut-off scores on the MASC was significalatgddo the
change in individual scores on the MASC while the peer group’s average MASC score
was not. Meanwhile the opposite finding appeared for the CES-D in the reciprocated
peer group. Unfortunately, as seen in the cross sectional and bivariate tesylegrt
group’s scores on the CBCL — Aggression subscale were not related to individaal scor
on this measure.

Finally, these results indicate that the several different methods of
operationalizing the level of psychopathology within the peer group produce djfferin

results. As shown in the MASC and CES-D example described above, the hypotheses
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were supported for some measures (i.e., the CES-D and CBCL — Delinquencyeubscal
by operationalizing the peer group’s scores as the mean and the hypotheses wer
supported by other measures by operationalizing the peer group’s scores as the
percentage of the peer group that fell above the established cut-off (e.gA8t and
CBCL - Delinquency subscale). Operationalizing the individual’'s scorasresan
compared to a binary cut-off produced differing results as well, though this did not
meaningfully affect the results presented in Chapter 4 and are not presented ar £hapt
for simplicity.
Hypothesis Three: Closest Friend Analyses

Having established several relations between peer group member
psychopathology and change over time in individual psychopathology, the comparative
predictive strength of group versus friendship level (i.e., closest friendrfmedivas
next examined. First, given that 34 individuals either did not indicate a closedt frie
indicated more than one closest friend, or indicated a closest friend withgrdss$a, an
exploration of the characteristics of these individuals was conducted. This wasr® ens
that these individuals did not represent a unique population in a way that might have
influenced the study results. Following this, bivariate relations betweetotestcfriend
psychopathology measures at T1 and individual psychopathology measures at T2 were
examined. If this relation was significant, then the closest friend psy¢tiobpgy
measure was added as a predictor in regression models along with the individual’s
psychopathology measure at T1 and peer group psychopathology measure at . If, aft
the closest friend variables are added to the model, group level variables remain

significant predictors of T2 individual psychopathology, this would be a sign that the
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group level variables uniquely added to the prediction of individual psychopathology
above that of the influence of the closest friend’s report of psychopathology.
Individuals whose closest friend data was missing (for any of the reasons
described above) were compared to the rest of the sample on all demographblesraria
shown in Table 2.1 as well as all individual and network psychopathology measures.
Individuals whose closest friend data were missing reported significantty tprades at
both T1 and T2 (at T1, 2.21 compared to 1.85 where 1 =F@’, 168) = 7.53p = .01
and at T2, 2.26 compared to 1.Fg81, 157) = 14.69 < .001) than did the rest of the
sample. In addition, at T1 individuals whose closest friend data were missing had a
lower inclusive network densit¥;(1, 168) = 6.00p = .02 (but no difference for ego-
nominated network density), higher average ego-nominated peer group CBCL —
Aggression score$;(1, 155) = 4.31p = .04, higher percentages of their ego-nominated
peer group falling above the cut-off on the CBCL — Aggress$i¢h, 155) = 5.59p =
.02, and higher percentages of their reciprocated peer group falling above tHeoout-of
the CES-DF(1, 152) = 4.90p = .03. Finally, at T2 individuals whose closest friend data
were missing had a lower average ego-nominated peer group CBCL — Aggisessies,
F(1, 124) = 3.96p < .05, and a lower percentage of their ego-nominated peer group
falling above the cut-off on the CBCL — Aggressib(il, 124) = 4.05p < .05.
Individuals whose closest friend data were missing were not significaffédyedit from
the remainder of the sample on all other variables investigated, includingeyatje
gender, individual psychopathology (MASC, CES-D, and CBCL — Aggression and
Delinquency subscales), and size of the peer group (for the inclusive and ego-edminat

methods of constructing the peer group variables). Overall, the individuals whas clos
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friend data are similar to the larger sample in most respects assbssgh they report
consistently lower average grades and their peer groups differ in the fregurehieyel
of some of the psychopathology measures.

Bivariate relations between closest friend psychopathology measdresat
the individual adolescent’s psychopathology measures at T2 were first edaaniae
precursor to comparing the strength of the relation between closestandmmeer group
relations with later individual psychopathology. Bivariate correlationg waiculated
between the mean psychopathology measure score reported by the closest Tilend a
and the individual at T2. ANOVA'’s were calculated comparing the mean
psychopathology measure reported by the closest friend at T1 by whether or not the
individual fell above cut-off on the psychopathology measure at T2. Finally, chiesqua
analyses were calculated comparing the number of closest friends &dbmg or below
the cut-off on a psychopathology measure at T1 to the number of individuals who fell
above or below the cut-off measure at T2.

Closest friend psychopathology measures at T1, regardless of how they were
characterized (means and cut-off status), never showed a significinhrelh
individual psychopathology measures at T2. Results are shown in Appendix L for the
correlation between the mean psychopathology measure score reportekl e bot
closest friend at T1 and the individual at T2. Results for the other two described methods
of comparing closest friend measures to later individual measures weparadae and
non-significant. Despite the fact that bivariate analyses did not indictterfu
investigation, closest friend psychopathology measures were added to the previous

regression models predicting T2 individual psychopathology measures from T1 peer
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group and individual psychopathology measures. Closest friend psychopathology
measures continued to be non-significant in all regression models. Therefore these
analyses support the hypothesis that the peer group level of psychopathology would
outperform closest friend psychopathology measures in the prediction of change in
individual psychopathology over time. Closest friend’s psychopathology measiires di
not significantly correlate with any individual psychopathology measure wialpeer
group psychopathology measures did, at least for the MASC, CES-D, and CBCL —
Delinquency subscale as reported above.

In summary, the current chapter set out to examine the first three hypotheses
investigating the possibility of connection and influence between the level of
psychopathology in the peer group and the level of psychopathology reported by the
individual. This was examined through three sets of analyses testingadhisretoss-
sectionally (Hypothesis 1), longitudinally (Hypothesis 2), and in comparisteto t
relation between the closest friend’s level of psychopathology and the individual
adolescent (Hypothesis 3). For each of these sets of analyses the peer gabigsva
were created from three different methods of constructing the peervaoables: the
inclusive, ego-nominated, and reciprocated methods (see Figure 3.1). ionadok
level of psychopathology reported by the individual adolescent or the peer group was
operationalized in two ways: as a mean score or as whether or not the individual and/or
his/her peers fell above the cut-off. For hypothesis one, the proposed positive relation
between the peer group and the individual adolescent was found to be significant cross-
sectionally at both T1 and T2 within the reciprocated peer group for the MASC and CES-

D when the mean level of peer group psychopathology was used. This relation was
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found to be significant for the CBCL — Delinquency subscale at both T1 and T2 within

the reciprocated peer group when the percentage of the peer group that felhalmte t
off was used.

For hypothesis two, the proposed positive relation between the initial level of peer
group psychopathology and later individual psychopathology was found to be significant
for the MASC within the reciprocated peer group when the percentage of the peer group
falling above cut-off was used to predict the individual adolescent’s mean scose. Thi
relation was found to be significant for the CES-D within the reciprocatedypmag
when the peer group mean level was used to predict the individual adolescent’s mean
score. Finally, the relation was found to be significant for the CBCL — Delinguenc
subscale within the inclusive peer group when the variables were both operatbaaliz
mean values and when they were operationalized as falling above the sttreff For
hypothesis three, the closest friend’s initial scores were not relatadrtani@ividual
scores for any psychopathology measure. Having established severahsdiativeen
the peer group level of psychopathology and later individual psychopathology, the
following chapter examines potential moderators of these relations incantefbetter

understand them.
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CHAPTER 4: Results Il

In the previous chapter, three sets of analyses were conducted to examine the
relation between the peer group’s level of psychopathology and that of the individual. In
this chapter, several sets of regression analyses are conducted to tessithktythat
the density of the peer group, grade level in school, and gender moderate ithresrelat
established in the first chapter. Each moderator has the potential to provide taibed de
information concerning the significant findings from the first chapter. Autdhtly,
moderators may reveal relations between the peer group and individual psychopathology
that were not detected in the first chapter, as would be the case if this ralati@nger
under certain moderating conditions (e.g., for girls as opposed to boys). Thus, the
examination of moderators adds greatly to the results obtained regardingjighe i
hypotheses.

The final three of the six hypotheses will be tested in this chapter. Thie fourt
hypothesis proposed peer group density as a moderator, stating that individasé
peer groups are more tight knit, or denser, will be more influenced by their peers. Pe
group density is represented here in two ways. Objective peer group densityad der
from the linkages within the peer group as defined by the nomination task. Subjective
peer group density is derived from the total score on a self-report measigreedeo
assess the adolescent’s perception of density within their peer groupftiThe f
hypothesis proposed the grade level of the adolescent as a moderator. Preganah re
and theorizing has shown that the influence of the peer group peeks in early and middle
adolescence and decreases into late adolescence. The present sampassesom

middle and late adolescence and analyses empirically test the proposed chaege in p
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influence on individual psychopathology during this time. Finally, hypothesis six
proposed the gender of the adolescent as a moderator. Some research had sggeste
girls may be more influenced by their peer group than boys and that this may have
important implications for the development of psychopathology that continues into
adulthood. This set of analyses investigates this possibility.

Baseline Model for Analyses of Moderating Variables

In order to begin to investigate the moderators of the relation betweerrpaer g
psychopathology and change in individual psychopathology over time, analyses were
conducted separately with each of the three proposed moderators. For ézib, dina
dependent variable in the model was the individual’s score on one of the measures of
psychopathology reported at T2 (i.e., MASC total score, CES-D total score, €BC
Aggression subscale score, and CBCL — Delinquency subscale score). (Analgses w
conducted using whether or not the individual fell above the cut-off for each measure of
psychopathology as a dependent variable and results were largely comparable to thos
described below.)

The independent, or predictor, variables in the baseline regression model were the
peer group’s T1 score on the psychopathology measure and the individual's
psychopathology measure score at T1, which was included to allow for the inv@stiga
of change over time. Based on the results described in Chapter 3, the clesdst fri
scores on the psychopathology measures were not included in the baseline niegel as t
were not significantly related to the dependent variable. The peer group’s lsasegl
on each of the different methods of constructing the peer group variablesxaeraed

separately because the results reported in Chapter 3 showed that the method used for
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construction of the peer group variables influenced the results. In addition, bothathhe me
peer group scores on the psychopathology measure and the percentage of the peer group
falling above the cut-off on the psychopathology measure were used as independent
variables because the results from Chapter 3 showed that these differesd ot
operationalizing the peer group scores produced distinct results. As a resudeof the
choices for each psychopathology measure, each moderator started wiitnasix
baseline models, 3 (methods of constructing the peer group variables) X 2 (nwéthods
operationalizing the peer group scores).
Hypothesis Four: Peer Group Density as a Moderator

Peer group density was investigated as a moderator of the relationsrbpégee
group psychopathology and change in individual psychopathology. Peer group density
was operationalized in several ways: objective ego-nominated peer groug,densit
objective inclusive peer-group density, and subjective peer group density. i@opeetr
group density was calculated once from the ego-nominated peer network and once from
the inclusive peer network resulting in two density variables. No density vaniable
calculated from the reciprocated peer group because the UCINet dgtsisasaitware
was not able to do this. As a result, when one objective density variable was used in a
model, the peer group psychopathology measure variables created from theeshote m
of constructing the peer network variables was used as well. Since ret@drpear
network psychopathology measures did not have a corresponding density variable, they
were tested with both inclusive and ego-nominated peer group density variables.
Subjective peer group density was represented by the Friendship Questiaitahire t

score described in Chapter 2. Correlations between the three measures afyeer g
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density showed that inclusive and ego-nominated peer group density werieandyif
positively correlated with each othe(179) = .41p < .001. Subjective density was
significantly positively correlated with ego-nominated dens{d61) = .25p < .01, as
would be expected, but was not significantly correlated with inclusive der(di62) =
.07,p = .36.
Objective Peer Group Density

A linear regression framework was employed to examine whether objpeter
group density operated as a moderator of the relation between peer group
psychopathology and later individual psychopathology. All variables were gramd mea
centered before being included as criterion or predictors in the model. Fisdead m
predicting the T2 individual psychopathology score from the T1 individual
psychopathology score, peer group psychopathology measure, and peer group density
was calculated (Step 1). Next, the interaction between peer group denshyg peert
group psychopathology measure was added to the model (Step 2). In all models
calculated, the T1 individual psychopathology score was a significant preditier B2
individual psychopathology score. However, this finding was not considered pertinent to
the moderator hypotheses and is not reported below, although it is included in the tables
Additionally, only regression models that produced significant results forgpeeap
psychopathology measures, peer group density, or the interaction term are gresente
the regression tables.

The bivariate correlations between T1 ego-nominated and inclusive peer group
densities and the various individual psychopathology measures at T2 are showrin Tabl

4.1. No specific relation was expected between density and the psychopathology
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variables. Inclusive density was not significantly correlated with attyeof

psychopathology measures, while ego-nominated density was significantlivelgga

correlated with both the CES-D and the CBCL — Aggression subscale score.
Table 4.1

Correlations between Peer Network Density at T1 and Individual Psychopatholog

Measures at T2

Inclusive Density Ego-Nominated Subjective
MASC Total -.06 -.12 -.01
CES-D Total -.09 -.25%* -.25%*
CBCL — Agg -11 -.16* -.19*
CBCL - Del -.09 -.15 -.28**

*p<.05 *p<.0l, *** p<.001

Results for the MAS(For ego-nominated density, regression analyses conducted
on the MASC showed mixed results (see Table 4.2 for significant hypothestestrel
results). When the mean peer group score on the MASC was included as a predictor in
Step 1 and Step 2, all models were significBAt; .57, F(3-4, 133-137» 44.55,p <
.001. However ego-nominated peer group density, mean peer group scores on the MASC
(ego-nominated or reciprocated), and the interaction between peer group mearasdor
density were not significant predictors. When the percentage of the ego-rexhperat
group that fell above cut-off on the MASC was included as a predictor in Step 1nas see
in Table 4.2, the model was significaRf,= .57,F(3, 137) = 59.74p < .001, but not

ego-nominated density or the percentage of the ego-nominated peer group thavéll a
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cut-off. However, when the interaction between percentage of the ego-nahpeate
group falling above cut-off and peer group density was added to the model, the model
improved significantlyR? = .59,F(4, 136)= 49.83p < .001 AR? = .02,F(1, 136) = 9.28,

p < .01, and both the percentage of the ego-nominated peer group falling above cut-off
and the interaction between the percentage of the peer group falling aboveanut-off
density were significant predictors. This model showed that as the percentagpesrthe
group falling above the cut-off at T1 increased, the individual’'s change on the MASC
over time increased as well. Furthermore, the significant interactionnidroated that
contrary to expectation, for individuals with denser peer groups, the influence oéthe pe
group is diminished. See Figure 4.1 for a graphical depiction of this interamtion f
adolescents with an average MASC score at T1. Table 4.2 shows similaraedilie
same unexpected moderation effect for peer group density when the percetitage of
reciprocated peer group that fell above the cut-off was examined. In taenrotel

(Step 1)R? = .58,F(3, 134) = 61.94p < .001, the percentage of the reciprocated peer
group falling above the cut-off was a significant predictor. This remainednce the
interaction term was added to the model (Ste|R2¥, 60,F(4, 133) = 50.77p < .001,

AR? = .02,F(1, 133) = 7.82p < .01, and the interaction term was significant as well.
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Table 4.2

Hierarchical Linear Regression Investigating Peer Group DensitiMaslarator of Peer

Group Variables Predicting Individual Score on the MASC at T2

T1 Variables R B SEB p

Using Ego-Nominated Peer Group Percentage Above

Cut-Off:
Step 1 57
MASC Score .76 .06 <.001
Ego-Nominated Peer Group MASC — 23 .27 40
Percentage
Ego-Nominated Peer Group Density -.00 .00 .28
Step 2 59
MASC Score .76 .06 <.001
Ego-Nominated Peer Group MASC — .70 .30 .02
Percentage
Ego-Nominated Peer Group Density -.00 .00 .09
Peer Group MASC X Density -.05 02 <.01

Using Reciprocated Peer Group Percentage Above Cut-

Off:

Step 1 .58
MASC Score 74 .06 <.001
Reciprocated Peer Group MASC — Percentage 42 19 .03

Ego-Nominated Peer Group Density -.00 .00 22



Step 2 60°
MASC Score
Reciprocated Peer Group MASC — Percentage
Ego-Nominated Peer Group Density

Peer Group MASC X Density

A5 .06

112

<.001

.59 19 <.01

-00 .00 .18

-.03 01 <.01

Using Reciprocated Peer Group Percentage Above Cut-

Off:

Step 1 .58
MASC Score
Reciprocated Peer Group MASC — Percentage
Inclusive Peer Group Density

Step 2 59
MASC Score
Reciprocated Peer Group MASC — Percentage
Inclusive Peer Group Density

Peer Group MASC X Density

A5 .06

A5 .06

<.001

.40 19 .03

-.00 .00 49

<.001

37 .18 .04

-.00 .00 .52

-.03 .02 .04

Note. Unstandardized regression weights are presented.

3 4R? = .02,F(1, 136) = 9.28p < .01. " 4R? = .02,F(1, 133) = 7.82p < .01. 4R* = .01,

F(1, 133) = 4.26p < .05
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For inclusive density, regression analyses conducted on the MASC showed mixed
results (see Table 4.2 for significant hypotheses-related results).s Juigh ago-
nominated density, when the mean peer group score on the MASC was included as a
predictor in Step 1 and Step 2, all models were signifié&nt,.53, F(3-4, 134-143)
40.46,p < .001. However inclusive peer group density, inclusive or reciprocated mean
peer group scores on the MASC, and the interaction between peer group mean scores and
density were not significant predictors. When the percentage of the retsorpegr
group that fell above cut-off on the MASC was included as a predictor in Step 1nas see
in Table 4.2, the model with peer group density was signifié&nt,.58,F(3, 134) =
61.08,p < .001 , with the percentage of the reciprocated peer group falling above the cut-
off being a significant predictor. Thus, as the percentage of the reciprocateytqe
falling above the cut-off at T1 increased, the individual’s change on the MASQiroeer
increased as well. In Step 2, when the interaction between percentage oiptteeaged
peer group falling above cut-off and density was added to the model, the model improved
significantly, R? = .59,F(4, 133) = 47.99p < .001 4R? = .01,F(1, 133) = 4.26p < .05,
and both the percentage of the peer group falling above cut-off and the interaction
between the percentage of the peer group falling above cut-off and density were
significant predictors. The significant interaction term indicated, sinulthe
interaction described above, that for individuals with denser peer groups, the iaftdenc
the peer group is diminished. When the percentage of the inclusive network that fell
above cut-off on the MASC was included in the model, Step 1 and Step 2 models were
significant, B > .53, F(3-4, 142-143) 42.34, p < .001, however percentage of the

inclusive peer group falling above the cut-off, inclusive peer group densityhand t
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interaction between the percentage of the inclusive peer group that fell aboué tifife
and density were not significant predictors.

Results for the CES-DFor ego-nominated density, analyses conducted on the
CES-D showed no results supportive of density as a moderator. Coefficientpfar Ste
models that exhibited significant peer group CES-D variables are prseftable 4.3.
When the reciprocated peer group mean score on the CES-D was included as@r predi
in Step 1, the model was significaRf,= .43,F(3, 134) = p < .001, and a significant
effect of the peer group score mean was observed. However for Step 2, when the
interaction between the peer group and density was added, the model did not iRprove,
= .44,F(4, 133) = 25.80p < .001 4R? = .01,F(1, 133) = 1.13p > .05, and the effect of
the peer group mean score was no longer significant. For the ego-nominatedyeer gr
mean CES-D scores, though all Step 1 and Step 2 models were sigrificant3, F(3-
4,136-137)p 27.22,p < .001, peer group density, ego-nominated peer group mean
scores, and the interaction between density and the ego-nominated peer group mean
scores were not significant predictors. When the percentage of the reteigrocago-
nominated peer groups falling above the cut-off on the CES-D was included as a
predictor in Step 1 and Step 2, all models were signifié&nt,.42, F(3-4, 133-137p
24.51,p<.001. However, ego-nominated peer group density, percentages of the ego-
nominated or reciprocated peer groups falling above the cut-off, and the ioteracti
between density and the percentage of the peer group falling above the ceteofiot

significant predictors
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Hierarchical Linear Regression Investigating Peer Group DensitiMaslarator of Peer

Group Variables Predicting Individual Scores on the CES-D at T2

T1 Variables R B SEB p
Using Reciprocated Peer Group Mean Scores:
Step 1 43
CES-D Score 42 .05 <.001

Reciprocated Peer Group CES-D — Average

Ego-Nominated Peer Group Density

.23 .10 .03

-00 .00 .36

Using Reciprocated Peer Group Mean Scores:

Step 1
CES-D Score
Reciprocated Peer Group CES-D — Average
Inclusive Peer Group Density

Step 2
CES-D - Average
Reciprocated Peer Group CES-D — Average
Inclusive Peer Group Density

Peer Group CES-D X Density

43
42 .05 <.001
.23 .10 .03
.00 .00 .87
44°

42 .05 <.001
.25 .10 .02
.00 .00 .90

.01 .01 14

Note. Unstandardized regression weights are presented.

2 AR? = .01,F(1, 133) = 2.17p > .05
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Results were similar for inclusive density and the CES-D. When the mean
reciprocated peer group score on the CES-D was included as a predictor, the Step 1
model was significanf¥ = .43,F(3, 134) = 33.51p < .001, and a significant effect of
the mean peer group score was observed (see Table 4.3). For step 2, when the interaction
term was added, the model did not imprd¥es .44,F(4, 133) = 25.89p < .001 AR? =
.01,F(1, 133) = 2.17p > .05, though the mean peer group score remained significant.
No predictors aside from initial individual CES-D scores were signifitarthe
inclusive peer group mean CES-D scores, though all Step 1 and Step 2 models were
significant, R > .43,F(3-4, 142-143) 27.70,p < .001. When the percentage of the
reciprocated or inclusive peer groups falling above the cut-off on the CE&D w
included as a predictor, no significant predictors aside from initial individugHtQE
scores were observed, though all Step 1 and Step 2 models were sigritficart],

F(3-4, 133-143) 24.01,p < .001.

Results for the CBCL Aggression and Delinquency subsdalassistent with all
previous analyses, no significant predictors aside from initial individual CBCL-
Aggression scores were observed across all Step 1 and Step 2 models. All models were
significant,R% > .50, F(3-4, 130-140) 33.52,p < .001.

For ego-nominated density, results for the CBCL — Delinquency score did not
support density as a moderator. As shown in Table 4.4 at Step 1, only ego-nominated
peer group mean scores were a significant predictor of later individudl EBC
Delinquency scores. This Step 1 model was signifi¢nt, .40,F(3, 136) = 30.20p <
.001; however at Step 2, no predictors aside from the initial individual CBCL —

Delinquency score were significant and the overall model was not impieved40,
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F(4, 135) = 22.73p < .001 4R? = .003,F(1, 135) = .59p > .05. No significant

predictors aside from initial individual CBCL — Delinquency score were ohdéovehe
reciprocated peer group mean CBCL — Delinquency subscale scores in Stepdpad St
though all models were significai® > .43,F(3-4, 132-133)» 25.83,p < .001. When

the percentage of the reciprocated or ego-nominated peer groups falling abaweathe
on the CBCL — Delinquency was included as a predictor in Step 1 and Step 2, no
predictors were significant aside from the initial individual CBCL — Delinquscore

were observed though all models were significBht; .40, F(3-4, 132-136) 22.54,p <

.001.
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Hierarchical Linear Regression Investigating Peer Group DensitiMaslarator of Peer

Group Variables Predicting Individual Score on the CBCL — Delinquency SulascB2e

T1 Variables

R B SEB p

Using Ego-Nominated Peer Group Mean Scores:

Step 1 40
CBCL — Del Score .64 .07 <.001
Ego-Nominated Peer Group CBCL — Del — 33 .17 <.05
Average
Ego-Nominated Peer Group Density .00 .00 .80
Using Inclusive Peer Group Mean Scores:
Step 1 43
CBCL — Del Score .64 .07 <.001
Inclusive Peer Group CBCL-Del — Average .53 20 <.01
Inclusive Peer Group Density .00 .00 .63
Step 2 43°

CBCL — Del Score
Inclusive Peer Group CBCL-Del — Average
Inclusive Peer Group Density

Peer Group CBCL — Del X Density

.64 .07 <.001

A7 .23 .04

.00 .00 .61

-.01 .01 .55

Using Inclusive Peer Group Percentage Above Cut-Off:

Step 1

CBCL — Del Score

42

.64 .07 <.001
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Inclusive Peer Group CBCL-Del — Percentage .28 14 .04

Inclusive Peer Group Density .00 .00 72

Note. Unstandardized regression weights are presented.

2R = .001,F(1, 141) = .36p > .05.

Finally, for inclusive density results for the CBCL — Delinquency scoraalid
support density as a moderator. As shown in Table 4.4 at Step 1, only inclusive peer
group mean scores and the percentage of the inclusive peer group falling abaffe cut-
were significant predictors of later individual CBCL — Delinquency scordgein t
respective models. For inclusive peer group mean scores, the Step 1 model was
significant,R? = .43,F(3, 142) = 35.68p < .001, and the inclusive peer group mean
scores remained significant at StefR2= .43,F(4, 141) = 26.73p < .001,4R? = .001,
F(1, 141) = .36p > .05; however the model fit was not improved. For the percentage of
the peer group falling above the cut-off, the Step 1 model was signifiant42,F(3,
142) = 34.21p < .001; however at Step 2, no predictors aside from the initial individual
CBCL - Delinquency score were significant, and the overall model was not irdpFSve
= .42,F(4, 141) = 25.70p < .001 AR? = .002,F(1, 141) = .51p > .05. No significant
predictors aside from the initial individual score were observed for theaeatpd peer
group mean CBCL — Delinquency subscale scores or the percentage of the redprocat
peer group falling above the cut-off, though all Step 1 and Step 2 models were
significant,R% > .43,F(3-4, 132-133) 25.35,p < .001.

Summary.Overall, objective peer group density was never a significant predictor

of the change in psychopathology measures over time. Peer group density finiélle
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hypothesized moderating relation with density only in the case of the MASC and the
only when the percentage of the ego-nominated or reciprocated peer grongsfaive
the cut-off was used to represent the influence of the peer group. In these cases, the
moderator effect was contrary to the hypothesis: the density of the pepmgoderated
the positive relation between the percentage of above cut-off scores in tlgequgeat
T1 and the individual change in MASC score at T2, such that for denser peer groups, the
percentage of more above cut-off scores was less strongly associatattcveiases in the
individual’'s MASC score at T2.
Subjective Peer Group Density

Just as with objective peer group density, a linear regression framework was
employed to examine whether subjective peer group density operated as atonader
the relation between peer group psychopathology and later individual psychopathology.
All variables were grand mean centered before being included as critepoedators in
the model. First, a model predicting T2 individual psychopathology measure score fr
the T1 individual psychopathology measure score, peer group psychopathology measure,
and subjective peer group density was calculated (Step 1). Next, the iotebsttveen
subjective peer group density and the peer group psychopathology measure was added t
the Step 1 model (Step 2). In all models calculated, the T1 individual psychopathology
score was a significant predictor of the T2 individual psychopathology score.velpwe
this finding was not considered pertinent to the moderator hypotheses and is nodl reporte
below, although it is included in the tables. Additionally, only regression models that
produced significant results for peer group psychopathology measures, peer group

density, or the interaction term are presented in the regression tablesvartse
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correlations between T1 subjective peer group density and the various individual
psychopathology measures at T2 are shown in Table 4.1. No specific relation was
expected between density and the psychopathology variables. Subjectiveopper g
density was significantly negatively correlated with the CES-D, CB®@lggression
subscale score, and the CBCL — Delinquency subscale score.

For the MASC, Table 4.5 shows the results when the reciprocated peer group
mean scores and percentage of the reciprocated peer group that falls abateffhenc
the MASC are included in the model with subjective density. When each of these were
included in Step 1 modelB? = .58,F(3, 128) = 58.18p < .001 and?’ = .58,F(3, 128) =
58.34,p < .001 respectively, the reciprocated network variable was a significant
predictor, though subjective peer group density was not. For Step 2, when the interaction
between the reciprocated peer group variables and density was added, tlsedidauts
improve,R? = .58,F(4, 127) = 43.62p < .001 4AR? = .002,F(1, 127) = .55p > .05, for
the mean reciprocated peer group MASC scoreRand.58,F(4, 127) = 44.38p < .001,
AR? = .01,F(1, 127) = 1.64p > .05 for the percentage of the reciprocated peer group
falling above the cut-off, though the reciprocated network variables remagmeficaint
predictors. For each of the inclusive and ego-nominated peer group predictor variables
all Step 1 and Step 2 models were all significant, but did not contain any significant
predictors aside from initial individual MASC scoré :R.52, F(3-4, 130-137} 37.59, p

<.001.
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Table 4.5

Hierarchical Linear Regression Investigating Subjective Peer Grenpily as a

Moderator of Peer Group Variables Predicting Individual Score on the MASC at T2

T1 Variables R B SEB p

Using Reciprocated Peer Group Mean Scores:

Step 1 .58
MASC Score 74 .06 <.001
Reciprocated Peer Group MASC — Average .26 A3 <.05
Subjective Peer Group Density .02 .04 .59
Step 2 .58°
MASC Score 74 .06 <.001
Reciprocated Peer Group MASC — Average .26 A3 <.05
Subjective Peer Group Density .01 .04 73
Peer Group MASC X Density -.15 .20 46

Using Reciprocated Peer Group Percentage Above Cut-

Off:

Step 1 .58
MASC Score 75 .06 <.001
Reciprocated Peer Group MASC — Percentage 40 19 .04
Subjective Peer Group Density .01 .04 .76

Step 2 58°
MASC Score .76 .06 <.001

Reciprocated Peer Group MASC — Percentage 43 19 .03
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Subjective Peer Group Density .01 .04 e

Peer Group MASC X Density -.40 31 .20

Note. Unstandardized regression weights are presented.

3 AR? = .002,F(1, 127) = .55p > .05. " 4R? = .01,F(1, 127) = 1.64p > .05

For the CES-D, Table 4.6 shows the results when reciprocated peer group mean
scores are included in the model with subjective density. The Step 1 model was
significant,R? = .44,F(3, 128) = 33.43p < .001, but did not have any significant
predictors aside from initial individual CES-D score. At Step 2, when the interact
between the reciprocated peer group mean scores on the CES-D and subjestiye de
was added, the model did not improRé = .45,F(4, 127) = 26.21p < .001 4R? = .01,

F(1, 127) = 2.99p > .05, however, mean reciprocated peer group scores on the CES-D
was a significant predictor. No other significant predictors aside froral imdividual
CES-D score were observed for the remaining Step 1 and Step 2 models, including the
percentage of the reciprocated peer group that fell above the cut-off on$kb &id all
models using inclusive and ego-nominated peer group predictors. All of these models

were significant at Step 1 and Step 2>R43, F(3-4, 127-137) 25.55, p < .001.
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Table 4.6

Hierarchical Linear Regression Investigating Subjective Peer Grenpily as a

Moderator of Peer Group Variables Predicting Individual Mean Scores on th® @ES-

T2

T1 Variables R B SEB p

Using Reciprocated Peer Group Mean Scores:

Step 1 A4
CES-D Score 43 .05 <.001
Reciprocated Peer Group CES-D — Average 19 A1 .07
Subjective Peer Group Density -.05 .04 22
Step 2 45°
CES-D Score 43 .05 <.001
Reciprocated Peer Group CES-D — Average 21 10 .04
Subjective Peer Group Density -.03 .04 .55
Peer Group CES-D X Density .29 A7 .09

Note. Unstandardized regression weights are presented.

2 AR = .01,F(1, 127) = 2.99p > .05

Consistent with all previous analyses, no significant predictors, aside frioath ini
individual CBCL — Aggression score, were observed for models predicting individual
CBCL — Aggression subscale scores. All Step 1 and Step 2 models were significant, R

50, F(3-4, 126-136} 33.10, p < .001 .
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Finally, for the CBCL — Delinquency subscale, Table 4.7 shows the results when
inclusive peer group mean scores were included in the model with subjective density.
The Step 1 model was significaf, = .44,F(3, 137) = 36.55p < .001, and inclusive
peer group mean score on the CBCL — Delinquency subscale was a signigcictopr
For Step 2, when the interaction between the inclusive peer group mean scores on the
CBCL - Delinquency subscale and subjective density was added, the model did not
improve,R? = .44,F(4, 136) = 27.22p < .001 4R? < .001,F(1, 136) = .02p > .05,
however, mean reciprocated peer group scores on the CBCL — Delinquency subscale
remained a significant predictor. No other significant predictors, asideirfiibah
individual CBCL — Delinquency score, were observed for the remaining Step 1 and Step
2 models, including the percentage of the inclusive peer group that fell above thie cut-of
on the CBCL — Delinquency subscale and all models using ego-nominated and
reciprocated peer group predictors. All of these models were signjfiant43, F(3-4,

127-131)> 24.34, p < .001.
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Hierarchical Linear Regression Investigating Subjective Peer Grenpily as a

Moderator of Peer Group Variables Predicting Individual Score on the CBCL —

Delinquency Subscale at T2

T1 Variables

Using Inclusive Peer Group Mean Scores:

Step 1
CBCL-Del Score
Inclusive Peer Group CBCL-Del — Average
Subjective Peer Group Density

Step 2
CBCL-Del Score
Inclusive Peer Group CBCL-Del — Average
Subjective Peer Group Density

Peer Group CBCL — Del X Density

44
.62 .07 <.001
43 .20 .03
-.04 .03 19

44°

.62 .07 <.001

44 21 .04
-.03 .03 21
.05 .35 .89

Note. Unstandardized regression weights are presented.

2 JR? < .001,F(1, 136) = .02p > .05

Summary.Overall, subjective peer group density was never a significant

predictor of the change in outcome measures over time. Additionally, the results f

subjective peer group density did not support the hypothesis that density would moderate

the relation between the peer group psychopathology measures and the change in the
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individual's psychopathology measure over time. While previously established peer
group predictors remained significant predictors of later individual psytinapgy
measures when subjective density was included in the model, subjective dedglitg
interaction of peer group predictors and subjective density were not significamy df
the models examined. This was somewhat surprising given the strength of tregebivar
relations between subjective density and these outcome measures.

Hypothesis Five: Grade Level as a Moderator

In order to examine the way in which the relation between peer group and
individual psychopathology changed with age, grade level was examined as atonodera
of these relations. Initially, analyses were proposed to examine age astapote
moderator of these relations as well. However, the correlation betweenchgeade
was very strong;(182) = .93p < .001, and in only 25% of the cases did an individual's
age differ, never by more than 1 year, from the modal age of their grade clbhat
therefore felt that the minimal differences between age and grade wouleaiet c
distinct enough results to warrant separate analyses. In addition, preiamadyses
were conducted investigating age as a moderator and found results comparable to those
presented here for grade.

As with peer group density, a linear regression framework was employed to
examine whether grade level operated as a moderator of the relation beteregrope
psychopathology and later individual psychopathology. All variables were gramd mea
centered before being included as criterion or predictors in the model. Greldeds
not mean centered and instead was set such that freshmen were coded as 0, sophomores

were coded as 1, etc. Grade level was first entered into a baseline modeldastar mfe
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a T2 individual psychopathology score along with the T1 individual psychopathology

score and the T1 peer group mean score or percentage of the peer group that fell above
cut-off on the psychopathology measure (Step 1). Next, the interaction betaden gr
level and the peer group predictor variable was entered into the model (Step 2).

Curvilinear effects of grade were investigated after the investigatiompfesi
linear effects. For all models, the quadratic effect of grade wasmaioy including
this variable with the other predictors from the baseline/Step 1 model (SteNebd,
the interaction terms of the linear effect of grade level and the peer group
psychopathology measure and of the quadratic effect of grade level with tlpgqee
psychopathology measure were added to this model (Step 2a). Unless otherwise
mentioned or described in the tables, quadratic effects of grade did not produce
significant hypotheses-related results. In all models calculated, the Viduadi
psychopathology score was a significant predictor of the T2 individual psychopathology
score. However, this finding was not considered pertinent to the moderator hgpothes
and is not reported below, although it is included in the tables. Additionally, only
regression models that produced significant results for peer group psychopathology
measures, linear or quadratic grade level, or the interaction term are @idaghe
regression tables.

The bivariate correlations between grade level and the various individual
psychopathology measures at T2 are shown in Appendix M. No specific relation was
expected between grade level and the psychopathology variables and griadedeweat
significantly correlated with any of the psychopathology measures.

Results for the MASC
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For the MASC, when inclusive or ego-nominated peer group mean scores or the
percentage of the inclusive or ego-nominated peer groups falling above cuteff we
included in the Step 1 and Step 2 models with grade level, all models were sigriffcant
> .52, F(3-6, 134-144) 26.46, p < .001, though no predictor variables were significant
aside from the initial individual MASC score. When the reciprocated peer group mean
scores were included in the Step 1 model with grade level, neither were significa
predictors of T2 individual MASC scores, though the model was signifigant,57,

F(3, 134) = 60.27p < .001, as seen in Table 4.8. In Step 1a, when the quadratic effect of
grade was included in the modgf, = .58,F(4, 133) = 45.78p < .001, the reciprocated

peer group mean scores was a significant predictor, as seen in Table 4.9.pRar, Ste

when the interaction between the reciprocated peer group mean scores arahtinear
quadratic effects of grade were added to the model, the model did not inffrev&s,

F(6, 131) = 30.71p < .001 AR? = .01,F(2, 131) = .82p > .05, and no predictor

variables were significant aside from the initial individual MASC score.
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Hierarchical Linear Regression Investigating Linear Effectsrati® as a Moderator of

Peer Group Variables Predicting Individual Score on the MASC at T2

T1 Variables

B SEB P

Using Reciprocated Peer Group Mean Scores:

Step 1

MASC Score

Reciprocated Peer Group MASC — Average

Grade

73 .06 <.001

24 13 .05

.00 .02 .82

Using Reciprocated Peer Group Percentage Above

Cut-Off:
Step 1

MASC Score

Reciprocated Peer Group MASC — Percentage

Grade

Note. Unstandardized regression weights are presented.

.75 .06 <.001

.39 19 .04

.01 .02 .79

When the percentage of the reciprocated peer group falling above the cut-off on

the MASC was included in the model examining the linear effects of gradé3ep 1),

the model was significan® = .58,F(3, 134) = 60.77p < .001, as well as the percentage

of the reciprocated peer group predictor (Table 4.8). However this result became

nonsignificant and the model was not improv&ds= .58,F(4, 133) = 45.24p < .001,

AR? < .001,F(1, 133) < .01p > .05, for Step 2, when the interaction term was added.
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For Step 1a, when the quadratic effect of grade level was included (Table 4.9), the
percentage of the reciprocated peer group falling above the cut-off aiasaagjgnificant
predictor,R? = .58,F(4, 133) = 45.88p < .001. At Step 2a, this predictor again became
nonsignificant and the model was not improv&d; .59,F(6, 131) = 31.98p < .001,

AR? = .01,F(2, 131) = 2.34p > .05. In this model, the interaction terms for the linear
and quadratic effects of grade level and the percentage of the recipro@atgcope
above cut-off were significant. This result indicated that while for freshheeaftect of
the percentage of the reciprocated peer group falling above the cut-offrandatelual
MASC scores was not significantly different from zero, this effect wasger at later
grades. The significant quadratic interaction term indicates that tie@agecin the peer
group effect on individual MASC scores diminished for higher grades. Closer
examination of the unstandardized regression weights indicates that fFonan 14"

grade, the effect of grade level on the influence of the peer group on the individual does

reverse.
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Table 4.9

Hierarchical Linear Regression Investigating Quadratic Efigicdrade as a Moderator

of Peer Group Variables Predicting Individual Score on the MASC at T2

T1 Variables R B SEB p

Using Reciprocated Peer Group Mean Scores:

Step 1a .58
MASC Score 73 .06 <.001
Reciprocated Peer Group MASC — Average 27 13 .04
Linear Fixed Effect of Grade .08 .07 21
Quadratic Fixed Effect of Grade -.03 .02 21

Using Reciprocated Peer Group Percentage Above

Cut-Off:
Step 1a .58
MASC Score 75 .06 <.001
Reciprocated Peer Group MASC — Percentage 40 19 .03
Linear Fixed Effect of Grade .07 .07 .28
Quadratic Fixed Effect of Grade -.02 .02 .30
Step 2a 59°
MASC Score .76 .06 <.001
Reciprocated Peer Group MASC — Percentage .02 40 .96
Linear Fixed Effect of Grade .07 .07 31
Quadratic Fixed Effect of Grade -.02 .02 .32

Peer Group MASC X Linear - Grade 1.21 .58 .04
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Peer Group MASC X Quadratic - Grade -.40 .18 .03

Note. Unstandardized regression weights are presented.

2 /R = .01,F(2, 131) = 2.34p > .05

Results for the CES-D

For the CES-D, when the inclusive peer group mean scores or the percentage of
the inclusive, ego-nominated, or reciprocated peer groups falling above cutreff we
included in the Step 1 and Step 2 models with grade level, all models were sigrificant
> .42,F(3-6, 131-144» 16.58,p < .001, though no predictor variables were significant
aside from the initial individual CES-D score. When the ego-nominated peer granp me
scores were included in the Step 1 model, the model was signiféant43,F(3, 137)
=34.79,p<.001, as seen in Table 4.10, as was the ego-nominated peer group mean score
on the CES-D. This predictor did not remain significant at Step 2 when the irteracti
term with grade level was added into the model, and the model was not imgRowed,
44,F(4, 136) = 26.36p < .001 4R = .004,F(1, 136) = 1.05p > .05. Testing for the
guadratic effect of grade level, seen in Table 4.10, resulted in a similet; afe2go-
nominated peer group mean scores were significant in the Step 1a Ricded3,F(4,
136) = 25.91p < .001, but became nonsignificant in Step 2a, when the interaction terms
were added in, and the model was not significantly improRed,.45,F(6, 134) =

18.06,p < .001 4R? = .01,F(2, 134) = 1.77p > .05.
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Table 4.10

Hierarchical Linear Regression Investigating Linear and Quadtéfects of Grade as a

Moderator of Peer Group Variables Predicting Individual Score on the CESD at T

T1 Variables R B SEB p

Using Ego-Nominated Peer Group Mean Scores:

Step 1 43
CES-D Score 45 .05 <.001
Ego-Nominated Peer Group CES-D — Average 27 A3 .04
Grade -.02 .02 .28

Using Ego-Nominated Peer Group Mean Scores:

Step la 43
CES-D Score 45 .05 <.001
Ego-Nominated Peer Group CES-D — Average 27 A3 .04
Linear Fixed Effect of Grade -.01 .07 .88
Quadratic Fixed Effect of Grade -.00 .02 .86

Using Reciprocated Peer Group Mean Scores:

Step 1 43
CES-D Score 43 .05 <.001
Reciprocated Peer Group CES-D — Average .25 10 .02
Grade -.02 .02 24

Using Reciprocated Peer Group Mean Scores:
Step la 43

CES-D Score 43 .05 <.001
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Reciprocated Peer Group CES-D — Average .25 10 .02
Linear Fixed Effect of Grade -.04 .07 .55
Quadratic Fixed Effect of Grade .01 .02 .79
Step 2a 47°

CES-D Score 40 .05 <.001
Reciprocated Peer Group CES-D — Average -.26 .23 .26
Linear Fixed Effect of Grade .01 .07 .94
Quadratic Fixed Effect of Grade -.01 .02 .80
Peer Group CES-D X Linear - Grade .89 .32 .01
Peer Group CES-D X Quadratic - Grade -.26 .10 .01

Note. Unstandardized regression weights are presented.

2 JR? = .03,F(2, 131) = 3.86p > .05

When the reciprocated peer group mean scores on the CES-D were included in
the Step 1 model, the model was signific&its .43,F(3, 134) = 34.29 < .001 (Table
4.10), and the reciprocated peer group mean score was a significant predictor. When the
interaction term was added into the model (Step 2), the model did not imBfevel4,
F(4, 133) = 26.23p < .001 4R? = .01,F(1, 133) = 1.61p > .05, and there were no
significant predictors aside from the initial individual CES-D score. When theajicadr
effect of grade was investigated, the Step 1a model was again signffcang3,F(4,
133) = 25.56p < .001 (Table 4.10), and the reciprocated peer group mean score was
again a significant predictor. However, when the interaction between the ret@groca

peer group mean score and the linear and quadratic effects of grade were dugled to t
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model (Step 2a), the model did not improRe= .47,F(6, 131) = 19.06p < .001 AR =

.03,F(2, 131) = 3.86p > .05, but the linear and quadratic interaction terms were
significant predictors. This interaction is depicted graphically in Figaréo4.
adolescents with average CES-D scores at T1. As can be seen, these resatiésl indi
that for the freshmen, the reciprocated peer group mean scores were noasityific
related to later individual CES-D scores (as indicated by the nonsignifieamieffiect
for reciprocated peer group mean scores). However, as grade levelad¢ctbas
reciprocated group mean scores became more positively related to tihediatdual
scores (linear grade X peer group interaction). This increase in indluemmished and

reversed at higher grades (quadratic grade X peer group interaction).
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Figure 4.2. Graphical Depiction of Moderating Role of Grade Level on the Relation BetiveeReciprocated Peer Group’s Mean

CES - D Scores and the T2 Individual CES - D Score.
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Results for the CBCL Aggression and Delinquency subscélessistent with
previous analyses, no significant results relevant to the hypotheses were dbsetive
majority of the models predicting individual CBCL — Aggression subscale scolles. A
Step 1 and Step 2 models were significBt; .50,F(3-6, 128-141) 22.24 p < .001.
When the reciprocated peer group mean score on the CBCL — Aggressioneswlascal
included in the Step 1 model, shown in Table 4.11, the model was signiféant53,
F(3, 131) = 48.99 < .001, and the reciprocated peer group mean score was a
significant, though negative, predictor. This result indicates that the gtieater
reciprocated peer group mean score on the CBCL — Aggression subscale, the lower the
individual’s later score on the CBCL — Aggression subscale was. Thigneles no
longer significant in Step 2, when the interaction term was added to the Rodeb4,
F(4, 130) = 37.89% < .001 4R? = .01,F(1, 130) = 2.71p > .05, or when quadratic
effects of grade were evaluatéd,= .53,F(4, 130) = 36.54p < .001 for the Step la

model and?? = .54,F(6, 128) = 25.15p < .001 for the Step 2a model.
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Table 4.11

Hierarchical Linear Regression Investigating Linear Effectsrati® as a Moderator of
Peer Group Variables Predicting Individual Score on the CBCL — Aggressionafuasc

T2

T1 Variables R B SEB p

Using Reciprocated Peer Group Mean Scores:

Step 1 53
CBCL-Agg Score .80 .07 <.001
Reciprocated Peer Group CBCL-Agg — -17 .13 19
Average
Grade .00 .02 .81
Step 2 542
CBCL-Agg Score .80 .07 <.001
Reciprocated Peer Group CBCL-Agg — -47 .22 .04
Average
Grade .01 .02 45
Peer Group CBCL-Agg X Grade .18 A1 .10

Note. Unstandardized regression weights are presented.

2 AR? = .01,F(1, 130) = 2.71p > .05

Finally, for the CBCL — Delinquency subscale, when inclusive peer network
mean score was included in the Step 1 model (Table 4.12), the model was sigitficant,

=.42,F(3, 143) = 34.68p < .001, and the inclusive peer network mean score was a
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significant predictor. When the interaction of the inclusive peer network meanasubr
grade level was included in the Step 2 model, the model was not significantly ichprove
R = .43,F(4, 142) = 26.61p < .001 AR? = .01,F(1, 142) = 1.82p > .05, and no

variables were significant predictors aside from the initial individual CBC

Delinquency score. As Table 4.12 shows, when the quadratic effect of grade was
included in the Step 1a model, the model was signifignt,.43,F(4, 142) =27.30p <

.001, and the inclusive peer network mean score was a significant predictor. When the
linear and quadratic interaction terms were added into the model (Stép 2a)5,F(6,

140) = 18.96p < .001 AR? = .01,F(2, 140) = 1.73p > .05, only the quadratic fixed

effect of grade was a significant predictor, indicating that individuals frgimehigrades

had higher CBCL — Delinquency subscale scores and that this relation dedelera
strength at higher grade levels. Table 4.12 shows that there were noangmfedictors
(aside from the initial individual CBCL — Delinquency score) when the Step 1 model was
estimated including the percentage of the inclusive peer group falling d@wgettoff,

R = .41,F(3, 143) = 32.72p < .001, or when the interaction term was added into this
model (Step 2)R? = .41,F(4, 142) = 24.37p < .001 AR? < .001,F(1, 142) = .02p >

.05. However, the percentage of the inclusive peer group that fell above the cut-off on
the CBCL — Delinquency subscale was a significant predictor when the quathextic

of grade was included in the Step 1a moBekE .42,F(4, 142) = 25.19p < .001. This

effect was no longer significant when the interaction terms were added tode¢ (Gtep

2a),R? = .42,F(6, 140) = 16.61p < .001 AR? < .001,F(2, 140) = .08p > .05.
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Table 4.12

Hierarchical Linear Regression Investigating Linear and Quadiéects of Grade as a
Moderator of Peer Group Variables Predicting Individual Score on the CBCL —

Delinquency Subscale at T2

T1 Variables R B SEB p

Using Inclusive Peer Group Mean Scores:

Step 1 42
CBCL-Del Score .63 .07 <.001
Inclusive Peer Group CBCL-Del — Average .52 .20 .01
Grade -.00 .01 .88

Using Inclusive Peer Group Mean Scores:

Step la 43
CBCL-Del Score .65 .07 <.001
Inclusive Peer Group CBCL-Del — Average 74 23 <.01
Linear Fixed Effect of Grade -.10 .05 .07
Quadratic Fixed Effect of Grade .03 .02 .07

Step 2a .45°
CBCL-Del Score .65 .07 <.001
Inclusive Peer Group CBCL-Del — Average .33 48 .50
Linear Fixed Effect of Grade -11 .06 .06
Quadratic Fixed Effect of Grade .04 .02 .03
Peer Group CBCL-Del X Linear - Grade 10 .76 .89
Peer Group CBCL-Del X Quadratic - Grade 12 .26 .65
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Using Inclusive Peer Group Percentage Above Cut-

Off:

Step la 42
CBCL-Del Score .65 .07 <.001
Inclusive Peer Group CBCL-Del — Percentage .36 .16 .03
Linear Fixed Effect of Grade -.07 .05 A7
Quadratic Fixed Effect of Grade .03 .02 .16

Using Ego-Nominated Peer Group Mean Scores:

Step la 40
CBCL-Del Score .64 .07 <.001
Ego-Nominated Peer Group CBCL-Del — .38 .18 .04

Average
Linear Fixed Effect of Grade -.05 .05 .38
Quadratic Fixed Effect of Grade .01 .02 44
Using Reciprocated Peer Group Mean Scores:

Step 1 43
CBCL-Del Score .66 .07 <.001
Reciprocated Peer Group CBCL-Del — A6 .14 .25

Average

Grade -.00 .01 .92

Step 2 46°
CBCL-Del Score .65 .07 <.001
Reciprocated Peer Group CBCL-Del — -.38 .23 .10
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Average
Grade .02 .02 .16
Peer Group CBCL — Del X Grade 45 A5 <.01

Using Reciprocated Peer Group Percentage Above

Cut-Off:
Step 1 42
CBCL-Del Score .66 .07 <.001
Reciprocated Peer Group CBCL-Del — .06 .09 52
Percentage
Grade -.00 .01 .89
Step 2 44°
CBCL-Del Score .64 .07 <.001
Reciprocated Peer Group CBCL-Del — -28 .18 13
Percentage
Grade .02 .02 .30
Peer Group CBCL — Del X Grade 24 A1 .04

Note Unstandardized regression weights are presented.
3 4R? = .01,F(2, 140) = 1.73p > .05. " 4R? = .03,F(1, 132) = 8.50p < .01. 4R* = .02,

F(1, 132) = 4.46p < .05

Table 4.12 shows that, while there were no significant predictors aside from the
initial individual CBCL — Delinquency score for the Step 1 or Step 2 grade m&dels,

.40,F(3, 136) = 30.34p < .001 and?¥® = .41,F(4, 135) = 23.78p < .001 AR? = .01,F(1,
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135) = 2.84p > .05, the ego-nominated peer group mean score on the CBCL —

Delinquency subscale was a significant predictor when the quadratic gratieten was
included in the Step 1a mod&f. = .40,F(4, 135) = 22.83p < .001. This effect was no
longer significant when the linear and quadratic interaction terms werd tultiee

model (Step 2ay = .42,F(6, 133) = 16.32p < .001 4R? = .02,F(2, 133) = 2.36p >

.05. There were no significant predictors, aside from the initial individual GBCL
Delinquency score, when the percentage of the ego-nominated peer group lhaliag a
the cut-off on the CBCL — Delinquency subscale was included, though all models were
significant,R? > .40,F(3-6, 133-136) 15.33,p < .001.

Table 4.12 shows that when both the reciprocated peer group mean score and the
percentage of the reciprocated peer group falling above cut-off on the €BCL
Delinquency subscale score were included in the respective Step 1 riodeld3,F(3,
133) = 33.27p < .001 and?¥ = .42,F(3, 133) = 32.73p < .001 respectively, there were
no significant predictors aside from the initial individual CBCL — Delinquencyescor
However, for both the reciprocated peer group mean score and the percentage of the
reciprocated peer group falling above cut-off, when the interaction termsdaed into
the models (Step 2), both models improveds .46,F(4, 132) = 28.48p < .001 AR =
.03,F(1, 132) = 8.50p < .01,R? = .44,F(4, 132) = 26.30p < .001 AR? =.02,F(1, 132)
= 4.46,p < .05 respectively, and the peer group X grade level interactions were
significant. These results indicated that while the relation betweenehgnoeip
variable, either mean score or percentage above cut-off, and later individual-CBCL
Delinquency subscale score was not significantly different from zerdfgre@lers, this

relation grew more positive, and became significant, at higher grade |&elboth the
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reciprocated peer group mean score and the percentage of the reciprogagecupee
falling above cut-off on the CBCL — Delinquency subscale score, there were no
significant predictors (aside from the initial individual CBCL — Delinquestzyre) in the
Step 1a and 2a models including the quadratic effect of gRade 42, F(4-6, 130-132)
>17.50,p < .001.
Summary

Overall, these results produced mixed support for the hypothesis that grdde leve
would moderate the relation between psychopathology in the peer group and change in
individual psychopathology over time. The most support for this hypothesis was
obtained for MASC scores when the percentage of the reciprocated peer grogp fall
above cut-off was considered, for CES-D scores when the reciprocatedquges g
mean score was considered, and for the CBCL — Delinquency subscale when the
reciprocated peer group’s psychopathology measures, regardless of hovetthey w
operationalized, were considered. For the internalizing psychopathologyresas
guadratic effects of grade level were significant contributors to the modslach they
were included; however, they did not produce a significant change Rf tradues and
therefore did not explain the data significantly better than other, less comgblicat
models.

Hypothesis Six: Gender as a Moderator

In order to examine the way in which the relation between peer group and
individual psychopathology may be different for boys and girls, gender wasreecas
a moderator of these relations. First, bivariate relations were explorexhsMed

standard deviations for boys and girls for each of the T1 peer group variables a@d the T
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psychopathology variables are presented in Table 4.13. As would be expected, girls
reported significantly higher scores on the MASC and CES-D than did boys. Contrary to
what would be expected, no gender difference was evident on the CBCL — Aggression or
Delinquency subscales. Though not shown, these relations were similar for individua
psychopathology scores at T1 as well. Across methods of constructing tlyequeer
variables, a pattern emerged of girls’,peer groups reporting conlsistegiter mean

scores and percentages of above cut-off scores for the internalizing rae¢hanrdid

boys. For the reciprocated peer group, girls’ peer groups reportedcggtiifinigher

mean scores and rate of above cut-off scores on the CBCL — Aggression subscale score
than did boys’ peer groups. For the inclusive peer group, girls’ peer groups reported
significantly lower mean scores on the CBCL — Delinquency subscale scomidha

boys’ peer groups, though boys and girls’ peer groups did not significantly diffetesn ra

of above cut-off scores on the CBCL — Delinquency subscale score.
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Table 4.13

Means and Standard Deviations of Peer Group Characteristics at T1 and Individua

Psychopathology Measures at T2 by Gender

Females Males F
Variable
(n=87) (n=284)

T1 Peer Group Psychopathology Measures

Inclusive
MASC Total 1.06 (.08) .92 (.10) F(1, 169) = 94.41 **=
CES-D Total 77(13) .62 (.16) F(1, 169) = 46.59 ***
CBCL — Agg Total 48 (.09) .48 (.08)F(1, 169) < .01
CBCL — Del Total 32(.08) .36 (.08) F(1,169)=8.14 **
MASC — Percentage above .14 (.08) .09 (.06) F(1, 169) =16.36 ***
Cut-off

CES-D Total — Percentage above .41 (.16) .31(.16) F(1, 169) = 16.89 ***
Cut-off

CBCL — Agg — Percentage above .18 (.12) .18 (.10) F(1, 169) =.02
Cut-off

CBCL — Del — Percentage above .14 (.13) .15 (.12) F(1, 169) = .27
Cut-off

Ego-Nominated
MASC Total 1.06 (.09) .89 (.12) F(1, 151) = 90.26 ***
CES-D Total 76 (16) .56 (.17) F(1, 151) = 56.76 ***

CBCL — Agg Total 48 (13) .46 (10) F(1,151)=1.12




149

CBCL — Del Total .33(.10) .35(.10) F(1,151)=2.82
MASC — Percentage above 14 (.08) .09 (.07) F(1, 151) = 20.91 ***
Cut-off

CES-D Total — Percentage above .41 (.17) .25(.15) F(1, 151) = 36.45 ***
Cut-off

CBCL — Agg — Percentage above .17 (.14) .15(.14) F(1,151)=.81
Cut-off

CBCL - Del — Percentage above .16 (.16) .15(.16) F(1, 151)=.08
Cut-off

Reciprocated

MASC Total 1.10 (.13) .90 (.18) F(1, 148) = 62.69 ***

CES-D Total 81(.25) .57 (.21) F(1, 147) = 42.36 ***

CBCL — Agg Total 51(.15) .45(14) F(1,148)=525*

CBCL - Del Total 33(.13) .34(11) F(1,148)=.52

MASC — Percentage above 16 (.12) .07 (.10) F(1, 148) = 27.56 ***
Cut-off

CES-D Total — Percentage above .44 (.24) .22 (.18) F(1, 148) = 39.91 ***
Cut-off

CBCL — Agg — Percentage above .21 (.20) .14 (.16) F(1, 148)=6.48*
Cut-off

CBCL - Del — Percentage above .14 (.20) .12 (.18) F(1, 148)=.36

Cut-off

T2 Individual Psychopathology Measures
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MASC Total 1.07 (.36) .79 (.35) F(1, 154) = 23.73 ***
CES-D Total 89 (.32) .65(.35) F(1, 153) = 19.89 ***
CBCL — Agg Total 51 (.30) .48(.28) F(1,152)=.22
CBCL - Del Total 31(.21) .39(.26) F(1, 154) =3.59

Note. T Square-root transformation.

*p <.05 *p<.01, ** p<.001

As with previously examined moderators, a linear regression framewsrk wa
employed to examine whether gender operated as a moderator of toa letatveen
peer group psychopathology and later individual psychopathology. All variables were
grand mean centered before being included as criterion or predictors in the model.
Gender was not mean centered and instead was set such that girls were Ocaledl as
boys were coded as 1. Gender was first entered into the baseline model astar pfedi
a T2 individual psychopathology measure score along with the T1 individual
psychopathology measure score and the T1 peer group mean score or percentage of the
peer group that fell above cut-off on the psychopathology measure (Step 1). Next, the
interaction between gender and the peer group predictor variable was entetled int
model (Step 2). In all models calculated, the T1 individual psychopathology see wa
significant predictor of the T2 individual psychopathology score. However, il
was not considered pertinent to the moderator hypotheses and is not reported below,
although it is included in the tables. Additionally, only regression models that produced
significant results for peer group psychopathology measures, gender, or thetioner

term are presented in the regression tables.
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For the MASC, CES-D, and CBCL — Aggression subscale, across all methods of

peer group variable construction, all Step 1 and Step 2 models were significant whe
gender was included and when the gender by peer group interaction variable e¢as add
into the modelR? > .52,F(3-4, 131-142)> 38.90,p < .001 for the MASCR? > .43,F(3-
4,131-142)> 24.42 p < .001 for the CES-OR? > .51,F(3-4, 128-139) 34.50,p < .001

for the CBCL — Aggression subscale. However, no predictors were significantah any
these models, aside from initial individual psychopathology scores.

For the CBCL — Delinquency subscale, when the inclusive peer group mean score
was included in the Step 1 model, as seen in Table 4.14, the model was sigfifisant,
44, F(3, 141) = 36.82p < .001, and the inclusive peer group mean score was a
significant predictor. In Step 2, when the gender by inclusive peer group ougan s
interaction term was added to the model, the model was not impRAed45,F(4, 140)
= 28.76,p < .001 4R? = .01,F(1, 140) = 3.01p > .05, and the inclusive peer group mean
score was no longer a significant predictor. When the ego-nominated peer group mean
score, as well as the percentages of the inclusive and ego-nominated peerhgitdefls t
above cut-off on the CBCL — Delinquency subscale were included in the Step 1 and Step
2 models, all models were significaRf,> .42,F(3-4, 133-141) 24.28,p < .001,
however no variables were significant predictors (aside from initial indiv@B&L —
Delinquency score). Finally, when the reciprocated peer group mean score and
percentage of the reciprocated peer group falling above the cut-off wirdeddn the
Step 1 models? = .46,F(3, 131) = 36.66p < .001 and?? = .45,F(3, 131) = 36.25p <
.001 respectively, there were no significant predictors (aside from initizidoi

CBCL — Delinquency score). See Table 4.14. When the interaction term was added into
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the models (Step 2), the models were not significantly imprd¥ed,.46,F(4, 130) =

28.21,p < .001 4R = .01,F(1, 130) = 2.02p > .05,R? = .45,F(4, 130) = 27.09p <
.001,4R? = .001,F(1, 130) = .26p > .05 respectively, but gender was a significant
predictor of later individual CBCL — Delinquency subscale scores. This resuktiedi
that boys had a greater increase in CBCL — Delinquency scores from T1hanTdd

girls.
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Hierarchical Linear Regression Investigating Gender as a Modefddeer Group

Variables Predicting Individual Score on the CBCL — Delinquency Subscale at T2

T1 Variables R B SEB p
Using Inclusive Peer Group Mean Scores:
Step 1 44
CBCL-Del Score .65 .07 <.001
Inclusive Peer Group CBCL-Del — Average 44 .20 .03
Gender .04 .03 A7
Using Reciprocated Peer Group Mean Scores:
Step 1 46
CBCL-Del Score .68 .07 <.001
Reciprocated Peer Group CBCL-Del — A3 .14 .36
Average
Gender .05 .03 .07
Step 2 46°

CBCL-Del Score

Reciprocated Peer Group CBCL-Del —
Average

Gender

Peer Group CBCL — Del X Gender

.70 .07 <.001

-11 .21 .61

.06 .03

<.05

.40 .28 .16

Using Reciprocated Peer Group Percentage Above

Cut-Off:
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Step 1 45
CBCL-Del Score .68 .07 <.001
Reciprocated Peer Group CBCL-Del — .04 .09 .69
Average
Gender .06 .03 .05
Step 2 45°
CBCL-Del Score .68 .07 <.001
Reciprocated Peer Group CBCL-Del — -02 .15 .87
Average
Gender .06 .03 <.05
Peer Group CBCL — Del X Gender .10 19 .61

Note Unstandardized regression weights are presented.

3 AR? = .01,F(1, 130) = 2.02p > .05. " 4R? = .001,F(1, 130) = .26p > .05.

Overall, these results did not support gender as a moderator of the relation
between peer group psychopathology variables and change in individual
psychopathology variables. Gender was not a significant moderator of th@rela
across each psychopathology variable and for each method of constructing theygeer gr
variables . Gender was associated only once with the change in individual
psychopathology over time when it was included in the model containing reciprocated
peer group levels of CBCL — Delinquency scores. This finding is in contrast to the
bivariate analyses that showed a significant relation between genb#treaMASC and

CES-D.
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Chapter Summary

The current chapter set out to examine three hypotheses that proposed moderators
to the relation between peer group psychopathology and later individual
psychopathology. The proposed moderators were peer group density (Hypothesis 4),
grade level (Hypothesis 5), and gender (Hypothesis 6). For the analysep test
hypothesis four, peer group density was considered from both an objective (derived from
the peer network linkages) and subjective (derived from a self-report meésure
adolescent’s perceptions) perspective. Results supported objective deasity as
moderator of the relation between the percentage of the peer group thab¥ellcait-off
on the MASC and later individual scores on the MASC. However this moderation was in
the opposite direction as predicted such that individual adolescents with denser peer
groups were less influenced by their peer group (see Figure 4.1). Aside&dASC,
objective peer group density was not supported as a moderator for any other
psychopathology measure. Subjective peer group density was not supported as a
moderator for any psychopathology measure, including the MASC.

For the analyses testing hypothesis five, grade level was examstezsfa linear
moderator and second as a linear and quadratic moderator. The linear modasabhg r
grade level was supported for the relation between reciprocated peer group \addandi
adolescent CBCL — Delinquency scores, such that at higher grade levels, thepper
was more influential, contrary to the hypothesis. The quadratic moderatingf grbede
level was supported for the relations between the percentage of the reeqhmeear
group that fell above the cut-off on the MASC and individual adolescent MASC scores

and between the reciprocated peer group’s average scores on the CES-D and individual
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adolescent CES-D scores. For both of these psychopathology measures, linear and
guadratic grade level moderated the relation as hypothesized such thatlpeece
increased from freshmen to sophomore years, stabilized between sophomore and junior
years, and decreased from junior to senior years (see Figure 4.2).

Finally, for analyses testing hypothesis six, gender was not supported as a
moderator for any psychopathology measure examined, despite bivariabmselat
showing significant differences between boys and girls in their own MASC B8eBC

scores as well as these scores in their peer group.
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CHAPTER 5: Discussion

The present study sought to investigate the role of the friendship network in the
development and spread of psychopathology in youth. This was accomplished by
examining several hypotheses divided into two categories. The first group dhéseot
investigated the connection between the adolescent’s level of psychopathologyt and tha
of the friendship network cross-sectionally (Hypothesis 1), longitudinaipdthesis 2),
and in comparison to the influence of the youth’s closest friend (Hypothesis 3). In
general it was hypothesized that the friendship network’s level of psychapativebuld
be positively related to individual psychopathology, such that higher levels of
psychopathology in the friendship network would be associated with higher levels of
individual psychopathology or an increase in psychopathology over time. The second
group of hypotheses investigated moderators of the relations establishediistt
group. These moderators were peer group density (Hypothesis 4), grade level
(Hypothesis 5), and gender (Hypothesis 6). Peer group density was hypothesized to
moderate the relation between friendship network and individual psychopathology such
that the friendship network’s level of psychopathology would be more influential for
those whose friendship network was denser. Grade level was hypothesizedratenode
the relation between friendship network and individual psychopathology such that the
friendship network’s level of psychopathology would be most influential in'trené
10" grade years and would diminish in influence after this. Finally, gender was
hypothesized to moderate the relation between friendship network and individual
psychopathology such that the friendship network’s level of psychopathology would be

more influential for girls than for boys.
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For each form of psychopathology, comparisons were run using data from each of
several friendship network representations, which were created usingiffesmnt
methods. The ego-nominated method created the friendship network representations
using only the individual’'s peer nominations. By contrast the inclusive method created
the friendship network representations usioththe peers nominated by the individual
andany peers that nominated the individual on their own questionnaire. Finally, the
reciprocated method created the friendship network by only including peeveetieat
both nominated by the individual and who nominated the individual in return. See Figure
3.1 for a graphical depiction. Once the friendship network was created, the independent
variable was the level of psychopathology reported by the members of each in@ividua
friendship network. Somewhat unexpectedly, results indicated that the manner in which
the friendship network construct was created was very influential tintiads
obtained. This is discussed in more detail in the section on methodological implications
below.

The first hypothesis stated that rates of specific forms of psychopathology
(anxiety, depression, aggression, and delinquency) would be correlated across friendship
groups such that individuals in groups containing more peers with greater symptoms of a
specific form of psychopathology (e.g., anxiety) would be more likely to report
symptoms of the same psychopathology. This dependent and independent variables for
this hypothesis were operationalized as both quantitative (the mean of the
psychopathology measure of interest) and categorical (whether or not indiveluals
above the cut-off on the psychopathology measure of interest) terms. This hygpothesi

was tested cross-sectionally at each of the two time points of the studynglfonthe
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investigation of consistency of individual findings across time. Very feuwltsewere
consistent and significant across the two time points. Bivariate caoretatween the
individual's score on the anxiety measure (the MASC) and the mean anxietystton
his or her friendship network were significant and positive for the ego-nominaded a
reciprocated friendship networks. Individual scores on the depression meas@gSgthe
D) and the mean depression score within the friendship network were also amglhyific
positively correlated at both time points for the reciprocated friendship netwaorally

at both time points, individuals’ scores on the delinquency measure (the CBCL —
Delinquency subscale) were significantly positively correlated \wighpercentage of the
reciprocated friendship network that fell above cut-off, and individuals who sdoogd a
the cut-off for delinquency had a greater percentage of their recipdoftegndship
network that fell above the cut-off than did individuals who did not fall above the cut-off.
Individual scores on the aggression measure (the CBCL — Aggression subsoaledtwve
consistently related to friendship network report of aggression.

These results showed conditional support for the hypothesis. For anxiety, idepress
and delinquency, results showed that individual and friendship network psychopathology
measures were positively related as hypothesized. However, these findnegsotv
consistently found across methods of creating the friendship network, as tihecaeig
peer group appeared to show more consistent findings across time points than the ego-
nominated or inclusive peer groups. Also, the findings were not consistent across the
methods of operationalizing the independent and dependent variables. The internalizing
variables (anxiety and depression) showed significant correlations betweaduabli

and friendship network mean scores, while the delinquency variable showed iaagnif
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relation with the percentage of the friendship network that fell above trdfcuOverall,
these results supported for the hypothesis in certain situations and suggesesti tfoe
further exploration of these relations.

The finding that friendship network delinquency, depression, and anxiety were
correlated with individual delinquency and anxiety replicates previous rasgayeing
such a connection in other samples (e.g., Hogue & Steinburg, 1995, Ellis & Zarbatany,
2007, Mariano & Harton, 2005). The absence of a cross-sectional relation between
friendship network and individual aggression represents a failure to replicate past
findings for aggression in teenagers (e.g., Xie et al., 1999). Possible explaftatibis
failure to replicate are described below.

The second hypothesis stated that adolescents belonging to a friendship network
with higher levels of symptoms of specific psychopathology would report more
symptoms of the same psychopathology later, after controlling for the indiadigital
levels of psychopathology. The T1 individual report of psychopathology was included in
these regression models in order to test a possible causal effect and enditidrec
friendship network’s level of psychopathology. If individual adolescents select
friendship networks similar to themselves in level of psychopathology, this waatecr
a correlation between initial friendship network level of psychopathology and later
individual level of psychopathology. By controlling for the initial individual level of
psychopathology, however, any significant relation between the friendghiprkeand
later individual reports of psychopathology is unique of the individual adolescengs initi
level of psychopathology and therefore the effects of selection. Agaittsnesue

analyzed for each of the four psychopathology measures, by each of the thigreyeer
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representations, and by operationalizing the dependent and independent variables in the
two ways described above.

These results again showed conditional support. Anxiety, depression, and
delinquency again showed the expected positive relations between initialtirgends
network levels of psychopathology and later individual levels of psychopathology after
controlling for initial levels of psychopathology. However these relatidfeyeld by the
method of constructing the friendship network variables and how independent and
dependent variables were operationalized. Similar to the cross-sectiorisl tater
individual anxiety and depression were significantly predicted by the recipdogaer
group variables and were not significantly predicted by ego-nominated usiuecpeer
group variables. Contrary to the cross-sectional results, however, later individua
delinquency was significantly predicted by the inclusive peer group variabhes than
the reciprocated or ego-nominated peer group variables. When the peer group variabl
was operationalized as a percentage of the friendship network that fellthbae-off,
friendship network anxiety predicted later individual anxiety after comigpflor initial
mean scores on the anxiety measure. When the peer group variable was opeeationali
as the mean friendship network score on the anxiety measure, this variable detiwbt pr
later individual anxiety. For depression, these findings were reversed, suttfethat
percentage of the friendship network that fell above the cut-off did not predict lat
individual levels of depression, but the friendship network mean level of depression did.
The method of operationalizing the independent or dependent variable did not alter the
results for delinquency. Overall, these results showed partial support foypbihésis,

consistent with the cross-sectional results, namely that for anxiety sdepreand
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delinquency, psychopathology within the friendship network significantly pesiti

predicted later individual psychopathology under certain conditions. Again, both the
method of creating the peer group and the method of operationalizing the independent
and dependent variables were influential in determining the results.

Because fewer studies have examined the effect of the friendship network
longitudinally, the current findings both replicate and expand previous research. For
instance, the current results replicate previous longitudinal researchnglaow
influence of the friendship network on later individual symptoms of psychopathology,
controlling for initial symptoms, in the case of delinquency (e.qg,, Ellis & Zanya
2007; Dishion et al., 1999) and depression (e.g., Hogue & Steinberg, 1995). In the case
of anxiety, the current study’s findings add to the existing evidence of sectienal
relations between peer and individual levels of anxiety (Mariano & Harton, 2005) and
expend it to show a significant longitudinal relation between the friendship neswdrk
the individual’s level of anxiety. Finally, the current study againdatitereplicate the
previously established relation between initial friendship network andaligrdual
report of aggression (e.g., Espelage et al., 2003). The results obtained heremgere m
similar to those found by Ellis and Zarbatany (2007) that showed no relation between
initial friendship network report of aggression and later individual report of sgjgre
once initial individual aggression was taken into account.

The third hypothesis stated that both the target adolescent’s closestsfragport
of psychopathology and level of psychopathology in the target adolescent’s friendship
network when considered together would contribute significantly to prediction of the

target adolescent’s later level of psychopathology. In order to begin thisest t
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hypothesis, the bivariate relation between the closest friend’s levglmted
psychopathology at T1 and the individual’'s report at T2 was examined. For all
psychopathology measures, the closest friend’s report of psychopathology,
operationalized as either the total score or the binary cut-off status, wagmbtantly
related to later individual psychopathology. Despite the fact that bivaridisesdid
not indicate further investigation, closest friend psychopathology measweadded to
regression models predicting T2 individual psychopathology measures from T1
friendship network and individual psychopathology measures. Closest friend report of
psychopathology was not significant in any model. This relatively surgnissult led to
the decision to not include the closest friend’s report of psychopathology in further
analyses.

One possible explanation for this unexpected result is that missing closedt fri
data may have confounded the results. Several individuals were not included in the
closest friend analyses because the data for their closest friend ssasgmi
Comparisons between individuals whose closest friend’s data were present and those
whose closest friend’s data were not=(34) revealed that individuals with missing
closest friend data had significantly lower grades, higher ego-nomine¢edmmup
aggression at T1, higher reciprocated peer group depression at T1, lower egatedmi
peer group aggression at T2, , and lower T1 inclusive peer network density. Because
these differences showed no pattern of consistent difference on the psychopathology
measure variables, they were unlikely to account for the finding that thetdibsed
variables were not significantly related to any form of later psychopagoloverall,

the results supported the hypothesis that peer network psychopathology would
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significantly predict later individual psychopathology after the closestdis report of

psychopathology was included. The surprising finding was that the closestdrinitial
report of psychopathology was not related to the individual’s later report of
psychopathology, which was not what had been expected or demonstrated in previous
research (e.g., Prinstein, 2007, Prinstein & Wang, 2005, Rubin et al., 2006, Stevens &
Prinstein, 2005).

The second group of hypotheses examined moderators to the established relations
between initial friendship network report of psychopathology and later individual
psychopathology when controlled for initial individual psychopathology. A baseline
model was tested for each of these hypotheses that included the dependent variable
(individual’s T2 score on the psychopathology measure) and the predictor varfdbles (
individual score on the psychopathology measure and T1 friendship network
psychopathology measure). The peer group variables included each of the three methods
of creating the peer group, ego-nominated, inclusive, and reciprocated, and also the t
methods of operationalizing the friendship network score, mean scores and percentage
the friendship network falling above cut-off. Each of the six resulting peapgr
variables formed the six initial baseline models for each of the four psyblotgrzy
measures and moderators were added to these. The level of psychopathology logporte
the adolescent’s closest and the cut-off status method of operationalizing thdeepe
variable were not included in baseline models. This was due to the results fromstthe fir
group of hypotheses, described above, which indicated that these two constructs did not

add meaningfully to the results.
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The fourth hypothesis stated that the density of the individual’s friendship

network would moderate the previously established relations such that for indvidual
belonging to denser friendship network, the relation between friendship netark
individual psychopathology would be stronger than for individuals belonging to a less
dense peer network. Peer group density was considered as either “objectivebpper gr
density, density calculated from the peer network links themselves, or “sudjquer
group density, density calculated by the score of the Friendship Questionnatdts Re
supported peer group density as a moderator only for anxiety and, contrary to the
hypothesized direction, the significant negative interaction term indidzaedtividuals
from less dense friendship networks had a more positive relation betweencee qugs

of the friendship network that scored above cut-off for anxiety and later indiviejuedt

of anxiety. The moderating effect of peer group density on anxiety was presket for
reciprocated and ego-nominated peer groups but was not present in the inclusive peer
group. The finding that the percentage of the reciprocated peer group thiadvellcat-

off was related to an increase in anxiety is consistent with the resudiisXiety reported
for Hypothesis Two above. However, the appearance of a significant effect thighi
ego-nominated peer group may indicate that the moderating effect of peprdgnsity
was suppressing the main effect of the ego-nominated peer group in previoussanalys
Subjective density did not significantly moderate the relation betweenlétgp network
psychopathology and later individual psychopathology. Aside from the mixed support
this hypothesis received for anxiety, peer group density, objective or subjec@s/aptv
supported as a moderator for the other psychopathology measures evaluated. These

results failed to replicate the evidence from prior research (Haynie, 2001) tsugpppeer
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network density as a moderator of the relation between friendship network and individua
delinquency.

The fifth hypothesis stated that the grade level or age of the individual would
moderate the previously established relations such that the strengtheofdlagions
would be the strongest in middle adolesceneatsd 18' grade) and would diminish in
later adolescence (11and 13' grade). Age was not examined as a moderator due to its
strong correlation with the grade level of the individual. The moderating®tiegrade
were examined using both a linear and quadratic approach to grade. Fromathe line
perspective, the hypothesis would predict a negative interaction between geddade
friendship network psychopathology, such that as grade level increased, the enfitienc
the friendship network on an adolescent’s report of psychopathology would decrease.
From a quadratic perspective, the hypothesis would predict a negative quadratic
interaction effect of grade such that the strength of the relation beterstship
network and later individual psychopathology decreases over time and to a gxézté
at each successive grade level.

The results supported a linear (but not quadratic) interaction effect &f fgrad
delinquency; however the effect was in the opposite direction of the hypothesis. The
influence of initial reciprocated peer group delinquency scores on later individual
delinquency scores was higher for individuals at higher grade levels. Thisugadao
such an extent that the effect of the friendship network was non-significaﬁt doaders
and was significant and positive for'"igraders. This finding is inconsistent with
previous findings that delinquent peers become less influential in later adokescenc

(Collins & Steinberg, 2006; Dishion et al., 1999; Dunphy, 1963; Shrum & Cheek, 1987).
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It is interesting that this effect appeared in the reciprocated peer groayskehe basic
relation between the reciprocated peer group initial delinquency scoreseand la
individual delinquency was not significant in previous analyses.

Results did not support a linear interaction effect of grade level for any other
psychopathology measure. However, when quadratic effects of grade lesel wer
considered, both anxiety and depression showed results consistent with the hypothesis.
For anxiety, the hypothesized significant negative quadratic interactiant w#e found
when these terms were included in the model with the percentage of the recthpasate
group that fell above cut-off. For depression, the hypothesized significantveegati
guadratic interaction effect was found when the terms were included in the nmiddel w
the mean depression score in the reciprocated peer group. However, for bothaarikiety
depression, the quadratic models did not account for significantly more variancedthan di
the linear model. A preference for parsimony then would suggest that the dingaer
models be preferred over the more complicated quadratic models. While |gdectes
has directly empirically tested a quadratic model for peer influenceiowerthe
proposed trajectories of peer influence proposed by Dunphy (1963), Collins and
Steinberg (2006) and others predict a quadratic effect of grade/age sintila one
found here for anxiety and depression.

Overall, these results only partially support the hypothesized moderdengf ro
grade level on previously established relations between friendship netwebnkdavidual
psychopathology. A linear moderating effect of grade level was found fagdehcy;
however it was in the opposite direction of the expected moderation. Quadratic

moderating effects of grade level were found as predicted for both anxiety and
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depression; however these models did not significantly outperform the more
parsimonious models that did not include such moderation.

The sixth and final hypothesis stated that the gender of the individual would
moderate the previously established relations such that the strengtbeofdlations
would be the stronger for girls than for boys. Gender was not supported as a onoderat
for any of the psychopathology measures evaluated across all three noétbi@dding
the peer group and both methods of operationalizing the independent variables. In fact,
despite strong bivariate relations between the individual’s gender and his godréofe
anxiety or depression at T2, gender was not a significant predictor of lateduradi
psychopathology when it was included in the model with initial individual and frigmdshi
network psychopathology in all but one case. For delinquency, which had not shown a
significant gender difference at the bivariate level, a significant nfi@ct ®f gender
indicated that boys reported higher delinquency scores after controllitigefiomitial
delinquency score and the reciprocated peer group’s delinquency scores. 3iléese re
did not support the hypothesized role of gender as a moderator, in contrast to some
previous research and theorizing that has predicted that girls would be more edluenc
by their peers than boys (e.g., Crockett et al., 1984; Hanish, Martin, Fabeard,ebn
Herzog, 2005; Johnson, 2004; Rose & Rudolph, 2006; Stevens & Prinstein, 2005).
However, these findings did coincide with other empirical findings showing reretiite
between the genders in terms of the strength of the influence of peers (Edib&tany,
2007; Espelage et al., 2003; Xie et al., 1999).

Conceptual Implications
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The primary purpose of the present study was to determine if the level of
psychopathology within an adolescent’s friendship network influenced that adhblesce
own level of psychopathology. This relation has often been theorized but rardly has i
been rigorously tested using a longitudinal sample with adolescents. For theaseds
anxiety, depression, and delinquency, the current study demonstrated ciogsisect
relations between the friendship network and the individual and also a longitudinal
connection between the initial friendship network report and later individual repamt whe
the individual’s initial report was considered. As such, the present study desteuhstr
that the initial friendship network report of psychopathology was related thange in
individual psychopathology over time. While there are other alternative explas&ir
this finding, one compelling reason for the observed results is that the friendsingpkne
influenced the individuals to become more or less depressed, anxious, or delinquent over
time. This replicated previous research showing this relation in the cadenqtidecy
(e.g., Dishion, et al., 1999), depression (e.g., Hogue & Steinberg, 1995) and angiety (
Mariano & Harton, 2005). The current study did not test the selection, or homophily,
hypothesis that individuals would seek out friendship networks similar to themselves
The role of selection was controlled for by the inclusion of the initial individual repor
the model so that the friendship network report from T1 could predict the individual's
change from T1 to T2 and not simply how similar the T1 friendship network’s report was
to the T2 individual’s report.

At the same time, these results do not discount selection as playing a role in the
development of psychopathology in adolescents. In fact, the combination of selection of

similar peers and the positive influence between friendship network psychopatantbgy
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individual psychopathology might create a positive feedback loop, resulting in more
extreme levels of psychopathology in individuals and friendship networks thabage
homogeneous in their composition over several repetitions of this process. However the
finding of diminishing strength of the influence of the peer group over grade level,
discussed in more detail below, might prevent this cycle from becoming teonextr

Overall, the results of the present study support the theory that the peer groueslue
change in individual psychopathology over time, at least for the constructs etyanxi
depression, and delinquency. It should also be noted that while the dependant measures
were forms of psychopathology, the results do not suggest that the peer group's@nflue

is always in a negative direction. In fact, the positive association betwekietitship
network and the individual suggests that the friendship network may act asctiyeote
influence as well as a negative one. For example, the results suggeastlast aving a
higher percentage of the friendship network that falls above the cut-off fatyanxi

problem is associated with an increase in the target adolescent’s reporesyl, dvaxing

a below average percentage of the friendship network falling above th#,@s in the

case for the 40% of the sample whose friendship networks did not include any peers
falling above the cut-off, is associated with a decrease in the targetcahdleseported
anxiety over time.

Another important finding of the current study was in regards to the role of the
closest friend. Surprisingly, the closest friend’s initial report of psychomafhevas not
significantly related to later individual psychopathology before the role dfidmeship
network was considered and the relation remained nonsignificant when frigndshi

network predictors were included. This finding failed to replicate severailgos
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studies on the importance of the closest friend for individual psychopathology (see Rubin
et al., 2006), though it is consistent with some research that has suggestad that it
individual's perceptions rather than the closest friend’s actual behavios thétential
(Prinstein & Wang, 2005; Jaccard, Blanton, & Dodge, 2005). There are severalgossibl
explanations for the failure to find this relation. First, many individuasdt select a

closest friend, selected more than one, or selected a closest friend that daviet pr

data. These individuals tended to have poorer grades and higher rates of some forms of
psychopathology in their friendship network and it is possible that the data from the
missing closest friends might have changed the overall outcome. This seemy unlike
given that the sample size was still sufficient to allow for any mediumge &ffects to

be significant and the friendship network effects remained largely s@mifichen the

closest friend data were included.

Another explanation is that much of the previous research into the role of the
closest friend has used a younger sample than the current high school samtpjfe (Ha
1996). It may be the case that the influence of the closest friend diminishes @vier tim
a way similar to the influence of the peer group except that closest fnfuence peaks
prior to the high school age. Thus the effect of the closest friend seen ichesghar
younger, middle-school populations may no longer be relevant by the time the individual
reaches high school. It may also be the case that the individuals in the prehehad
known their closest friend’s for long enough to no longer be as influenced byrthbken i
short term of the study. It may be interesting for future research to comsilelimg the
length of friendship as a moderator of any friendship network or closest fridunehicé.

A final explanation for the failure to find the influence of the closest frienof isourse,
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that the closest friend is not influential to the development of psychopathology in
adolescence, though this is extremely unlikely given the ample reseatehce
supporting the similarity between youth and their closest friends duringsagoke.

Conceptual Implications of Findings Related to Specific Psychopathology

The results of the present study were not consistent across the diffemenofo
psychopathology evaluated. In the domain of internalizing psychopathology, amdety a
depression were investigated. Generally, the findings of the present stedy wer
consistent across these two constructs. For both anxiety and depression, tbeatecip
peer group report of anxiety or depression was consistently associthtéater
individual anxiety or depression after controlling for initial individual leveHowever,
for anxiety, this relation was consistently found only when the friendshiyporieanxiety
level was considered as a percentage of the friendship network falling thleaue-off
on the anxiety measure. For depression, this relation was only consistentiywhen
the friendship network depression level was considered as an average score on the
depression measure from the members of the friendship network. In eithetheasther
method of considering the friendship network level of psychopathology wasatsi
significant, but not consistently so.

This difference may indicate some meaningful relation in the ways for which
these forms of psychopathology are connected in the friendship network. For depressi
the relation appears simpler, in that higher mean levels of depression inritdsfipe
network led to higher individual depression scores. The proposed concept of co-
rumination (Rose, 2002) might account for this finding such that as more time is spent in

sharing depression-related thinking amongst members of the friendship network,
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individuals begin to experience and report more symptoms of depression, regardless of
whether this level of depressive symptoms passed a clinical cut-off. Hetyanx
however, only when peers exhibited a clinically significant level of anxietyhdly show
an effect on an individual's mean anxiety score, the friendship network’s medrof
anxiety did not show this effect. It was not until members of the friendship network
began to exhibit signs of anxiety causing difficulty in their life that individo@mbers

of the group began to experience an increase in their own anxiety. This suggests a
threshold effect for anxiety but not for depression. Given the variety of forms tha
anxiety might take (e.g., social phobia might present in a peer group as vergrdiff
from generalized anxiety disorder), it is perhaps not surprising that arsretyuired to
be clinically significant before it begins to have an effect on others. Futtheakes
sense that an individual with significant anxiety problems is likely to behavevaty a
that is noticed by their peers. Perhaps it is the case that co-ruminatianlilsdiysto
occur with anxiety or is less potent at spreading anxiety until the anzetihies the
point of disorder because of the variety of forms that anxiety may take conpared
depression.

For delinquency, the results did not show the same discrepancy between when
friendship network delinquency was considered as a mean value or as a percehi&ge of t
friendship network falling above the cut-off. This was likely due to the facttibatut-
off in the case of delinquency was determined by the mean and standard deviation of the
present sample rather than a pre-determined clinical cut-off (as eveadé for anxiety
and depression). As a result, approximately 16% of the sample at each time point fel

above the cut-off regardless of the actual absolute level of delinquency prethent i
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sample. This resulted in the delinquency cut-off being a direct categamusal for the
mean score in a way that was not the case for anxiety and depression.

In the domain of externalizing psychopathology, both aggression and delinquency
were evaluated. The results differed dramatically between these twouctsswith
delinquency showing the hypothesized relation between inclusive peer group and the
individual and aggression not showing even the expected cross-sectional bivariate
correlations between individuals and their friendship networks. Unlike theetiffes
between anxiety and depression, it seems less likely that the diffenemesslts
between the aggression and delinquency measures are conceptually meaningéul. Som
previous research has found that the CBCL aggression subscale does not edthelate
actual aggression (Henry & The Metropolitan Area Child Study ReseaotipG2006).

In the current study the aggression measure did not show results consistent with the
hypotheses or with demographic variables that would have been expected yonstivar
aggression. For instance, gender was not significantly related to aggressem sThis
result is counter to previous research establishing a gender differemgggessaon (e.g.,
Espelage et al., 2003, Hudziak, et al., 2003, though see Espelage, Mebane, & Swearer,
2004 for a potential explanation of these differences). Additionally, while the CBCL —
Aggression subscale does not only assess physical aggression, it containstemseral i
that do not seem to be directly linked to any form of aggression (e.g., “I talk tdg"muc

“I brag”). Before considering the failure of the friendship network'sl®¥ aggression

to be related to the individual's level of aggression as a conceptually meanindiogfi

future research should attempt to replicate these findings with another mafasure
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aggression or with selected items from the aggression subscale that maycumtebc
assess aggression.
Conceptual Implications of Moderator Findings

Peer group density was proposed as a moderator of the established friendship
network influence effects, but it was only significant for anxiety and not for si&pre
delinquency, or aggression. The proposed way in which density would moderate the
influence of the friendship network was that denser, or more tightly knit, fhgnds
networks would be more influential than less dense, diffuse friendship networkst, In fa
the opposite moderating effect was found for anxiety such that a more difeursiship
network was more influential on an individual than was a denser friendship network.
Perhaps it is the case that when a friendship network is less dense, individualijheers
that group are more salient and therefore their characteristics nmagrbenoticeable or
influential on the individual with whom they are friends. Again, as described above,
results showed that only when peers fell above the clinical cut-off on theyamaature
did they become influential to the individual’s level of anxiety. Perhaps also, more
tightly knit friendship networks provide a buffer from the influence of individualgpeer
within the friendship network with anxiety problems in a way that less daasdship
networks cannot and therefore diminish the influence that those peers might have.
Overall, however, these results do not support the moderating role of density on the
influence of the friendship network for depression or delinquency and for anxiety do not
support the moderation in the hypothesized direction.

Therefore the current results do not replicate previous research that\hasgbye

shown a moderating role for peer network density (Haynie, 2001) as well asta dir
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effect of peer network density on an individual’s level of reported psychopathology
(Ennett et al., 2006, Windle & Windle, 1997). Several of the previous studies in this area
has examined different forms of psychopathology (e.g., Ennett et al. examinethsabs

use while Windle & Windle examined the rate of suicide attempts) which maatadi

that peer network density is a moderator only for specific forms of psychopathology
rather than psychopathology in general. No studies have previously examined the
moderating role of peer network density for the spread of anxiety and futeszcle

should attempt to replicate the moderation found here.

As was discussed above, grade was a significant moderator of the influ¢inee of
friendship network on the individual’s level of psychopathology, at least for anxidty a
depression. The results suggested that the reciprocated peer group’s enfiudiec
current sample peaked between thefd 18' grades and diminished over thé"&nd
12" grades. These results support previous theory and research on the development of
peer group influence over middle and late adolescence (Brown, 1990; Collins &
Steinberg, 2006; Rubin, et al., 2006).

For delinquency, the moderating effect of grade level was present; haere
were several unusual features of this finding. First, results suggested tinflutrece of
the friendship network increased in higher grades. Thus for delinquencyetiuship
network was most influential for 3yraders and was least influential fdt graders, the
opposite of what was shown for the internalizing measures. It is important thaiode t
main effect of grade level was not seen, so that there was no differencerbittgvee
grades in terms of mean level of delinquency, simply a change in the influathee of

friendship network over time. Second, the moderating effect of grade level was found
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only when the reciprocated peer group was included, whereas in previous analyses, the
inclusive peer group had been shown to be influential and the reciprocated peer group
was not. Thus, when grade level was included as a moderator, the reciprocated peer
group suddenly appeared as influential when it had not been in previous analyses. These
unanticipated features raise some question about this finding’s validity. ifddirsgfs
validity is further questioned given previous research that has shown the oppasda rel
between grade level and the influence of the friendship network (see Dishign et
1999). Future research should certainly investigate the possibility that, fogusicy,
the reciprocated peer group’s influence may be masked by grade lewelthatithe
reciprocated peer group is not influential in earlier grades but becomes so iff fred11
12" grades. It should be noted that the influence of the inclusive peer group remained
constant and significant across grade levels with no evidence of gradeéeleration.
Another conceptually interesting note was that the previously established
trajectories of psychopathology over grade levels were not shown in the Easgh.
Previous research has shown that aggression and delinquency increases steadily ove
adolescence and diminishes in early adulthood (Moffitt, 1993; Haynie, 2001). However,
this was not seen in the present sample which showed constant levels of aggression and
delinquency across all four grade levels. Similarly, previous research hasteagipat
depression increases during adolescence (Steinberg & Morris, 2001) and ¢né pres
study’s results did not show increases in depression (or anxiety) over theeyeldd¢d
support this trajectory. This may indicate that the current sample wasstabie in
terms of psychopathology than has been seen in previous research. If truey thévena

resulted in smaller overall effects for factors that might influencé&réimsmission of
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psychopathology and therefore made it more difficult to detect influences thétava
been observed more easily in other samples.

Finally, when gender was investigated as a moderator of the influence of the
friendship network on the individual, not only was it not supported as a moderator, all
other previously significant relations were no longer significant. This nesslunusual
and unexpected as the inclusion of gender in the model, as a main effect or when
included as an interaction term, appeared to wash out other significant effentder G
itself was never a significant predictor of individual psychopathology eithir the
exception of significantly predicting increases in delinquency over time tiee
reciprocated peer group was included in the model. These results are made mote unusua
by the fact that gender showed the expected bivariate correlations ty amxiet
depression with girls reporting higher rates of anxiety and depressiohdixan It is
possible that the gender effects were not seen because the model waslgssential
predicting change in the psychopathology measures rather than the absolwe level
individual psychopathology. Previous research has shown a significant difference
between boys and girls in the rates of psychopathology investigated here dEstelh,
2003; Hale, Raaijmakers, Muris, van Hoof, & Meeus, 2008; Hudziak et al., 2003; Kessler
et al., 1993). However, previous research has not focused as much on the impact of
gender on the change in psychopathology over time and it is possible that geptier ma
more related to an individual’s initial levels rather than to any change thatgiaoe in
the space of five months. Overall, this finding did not support the previously reported
differences between boys and girls in peer influence (e.g., CrockettE&d; Hanish et

al., 2005; Johnson, 2004; Rose & Rudolph, 2006; Stevens & Prinstein, 2005), and instead
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supported research that has not shown a difference between boys and girls in peer
influence (e.qg., Ellis & Zarbatany, 2007; Espelage et al., 2003; Xie et al., 1998je Fut
research will be necessary to investigate potential explanationsda@pthiin the
literature.
Methodological Implications of Peer Group Findings

One of the most significant findings of this study with regard to the methodology
of studying the friendship network was that the method by which the peer groaiplesiri
are constructed had dramatic effects on the results obtained. For most of the
psychopathology measures examined, the pattern emerged that a sigeifexzmif the
friendship network was obtained for one method of constructing the peer group variables
and was not for the remaining two. If the same method of constructing the @aer gr
variables had been significant in each analysis, it could have been concluded that thi
method was somehow superior to the others in detecting the desired effectseHowe
the method of constructing the peer group variables that produced significarst wisct
different across different forms of psychopathology. For anxiety and diepresiects
of the friendship network were consistently seen in the reciprocatednoesg:. For
delinquency, effects of the friendship network were most often seen in the ingasive
group. This was consistent with the one other study that could be found to use the
inclusive method which showed a relation between delinquency in the inclusive peer
group and concurrent individual delinquency (Haynie, 2001). Overall, these results
would suggest that perhaps the reciprocated peer group was more suited to showing

relationships between the individual and his or her friendship network for int@mgaliz
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symptoms and the inclusive peer group was more suited to showing relationships for
externalizing symptoms or delinquency.

This proposal, that certain methods of constructing peer group represerdetions
differentially suited to studying different constructs, deserves fuetk@oration. For a
given individual, the reciprocated peer group is composed of those peers who were both
nominated by the individual and nominated the individual in return. The reciprocated
approach was taken to specifically prevent over-inclusion of peer group mehdieaislt
not belong to the “true” friendship network but it also has the likely effecinutitig the
group to those individuals that are close friends and excluding less close fpsndshi
These friends likely spend the most time thinking about each other and spend the most
valued time together (if not the most actual time), when compared to peers that did not
receive reciprocated nominations. When considered from this perspective prisaps
the peer group that would be expected to be most influential in the transmission of
syndromes such as anxiety or depression. Anxiety and depression are \amglpers
feelings and characterized by thoughts of self-doubt and self-disliker¢haliékely to
be shared amongst any but the closest friends. Thus the finding that the résippeea
group is most relevant to the transmission of anxiety and depression makes~sense.
instance, in the case of co-rumination (Rose, 2002) as a proposed mechanism above for
the contagion effect with regard to depressive thinking, the peers mostdilcay
ruminate with each other are those that spend the most time together (i.e., the
reciprocated peer group).

On the other hand, for a given individual, the inclusive peer group is composed of

peers nominated by the individual and any peers that nominated that individual. This
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approach was employed to prevent under-inclusion of peers that perhaps did spend time
with the individual but that the individual may have overlooked or deliberately not
included in his or her nominations. These friendship networks are composed of
adolescents that spend at least some time together and, while they maydstiiyie
choice or mutual agreement, they are linked by activity level. The inclusvemaip is
likely to include people that do not mutually consider each other friends but that do spend
time together. With more loosely affiliated individuals, it is reasonableli@vbehat the
effects of closer friendships, detectable in the reciprocated peer group, would be
weakened and not detectable in the inclusive peer group. However, the relation between
the friendship network and individual’s level of delinquency appeared to be stronger
when these more loosely affiliated friends were considered. This firelaigs to the
mechanisms of deviancy training (Dishion et al., 1999), proposed to explain the
contagion effect for deviant behavior, which stated that peers encourage an individual
adolescent’s delinquent behavior over time by providing immediate reinfontasevell
as an identity tied to delinquent behavior for him or her. In the case of devianaygyai
it may not be necessary for the target adolescent’s peers to be in reegfoeaidships
with him or her to reinforce the delinquent behavior. Instead his or her peers need only
be linked by spending some amount of time together, as is the case for the inesive
group here. Thus, the subtle differences between these two alternatioel snet
creating the friendship network construct appear to produce different iesubys that
may be attributable to several proposed mechanisms of the peer contagion effect

It is interesting to note that the ego-nominated peer group was not strongly

associated with any particular form of psychopathology and most often did not show
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significant relations with the individual. The ego-nominated peer group might bedterm
the subjective friendship network as it is made up of the peers that an individual
subjectively listed as composing his or her friendship network. The cstushyt did not
support this method of constructing the peer group representation as a useful tcfmmstruc
understanding the role of the friendship network in the spread of psychopathology
compared to the inclusive or reciprocated peer groups. The ego-nominatecoppér gr
failure to be consistently significantly associated with individual pggathology may
be due to weakening of the effects described in the other two peer groups. E#acts s
for very close friends in the reciprocated peer group would have been diluted by the
inclusion of less close friends in the ego-nominated peer group, whereasséattsr
the larger, broader friendship network in the inclusive peer group would have lieen lef
out of the smaller, ego-nominated peer group.

Overall, the results of this study emphasize the powerful effect that shhtiges
in the way the peer group variables are constructed and conceptualized can have on t
appearance of friendship network influence over time. Some of the findings reported
here replicate the previous research showing that the relation betweendigession
and later individual depression is stronger when reciprocated friendships are used as
opposed to ego-nominated friendships (Stevens & Prinstein, 2005). However, no other
research has directly compared these different methods of constructpegethgroup
construct with regards to the spread of adolescent psychopathology. Previouh iesea
the area of peer networks has focused almost exclusively on either the egatadrar
the reciprocated method of peer group variable construction (e.g., Urladrgléo7)

which the present study shows may miss important results. Since the peer imominat
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task can produce at least three different peer groups from the same dalbdetat will
be relatively simple methodologically for future studies using this techtiogo@ensider
more than one method of peer group variable construction. Other methods of studying
the friendship network, such as the Social Cognitive Map (Cairns et al., 1985) pepcedur
may also be able to consider peer groups as differing along a continuum of ddeenes
inclusiveness and therefore examine similar representations of fripmahiorks to
those explored here. While these procedures are methodologically relativalky, shey
are conceptually complex and deserve further replication, definition, and examina
the future. In addition, the present study used the report of the peers themselessw
much of the previous research has asked the target adolescent to report on thamgelves
his or her peer’'s behavior. Given the evidence of consensus bias in adolescenss’ report
of their peers’ behavior (Prinstein & Wang, 2005; Jaccard et al., 2005), the results
obtained directly from the peers may be a more valid representation of thepaetual
environment.
Methodological Implications of Moderator Findings

Peer group density was proposed as a potential moderator of the influence of the
friendship network on individual psychopathology and received support for this role in
the case of anxiety. However, the current study included measures of botlvelgedti
subjective peer group density. Objective density was derived from the ladtaal
between peers within the friendship network whereas subjective densitgkeadrom
each individual’s score on a self-report questionnaire. These items on this quéstionna
were specifically chosen to represent the characteristics thadigidual might be able

to describe about their friendship network without requiring the input of the other group
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members as the objective peer group density does. The bivariate corrddatiwesn
objective and subjective peer group density were positive and significamtevidr, only
objective peer group density was a significant moderator of the relatwadre
friendship network and individual anxiety. Subjective density was not a significant
moderator for any relations. This may be due to measurement issues withjdoéie
density questionnaire or it may be that, similar to the findings above regardiegothe
nominated peer group, simply relying on an adolescent’s self-report of taeddhip
network characteristics may not reveal the most influential componentsée¢hgroup
(Prinstein & Wang, 2005). While this hypothesis certainly deserves moré direc
empirical testing, it suggests that future research on the role of the frigmesiviork
should always consider that the individual’s subjective report may be less vasdfal
than the individual’s subjective report tempered by his or her peers’ reports
Another important methodological consideration raised by the current rgsults
the role of curvilinear effects of age. In the present study, quadratic rtingexthects of
grade level were revealed for anxiety and depression. Models for peer inflsiecicas
those described by Collins and Steinberg (2006) prescribe just such a curveletear.r
Peer influence is expected to increase to a peak in mid-adolescenceraadalec
following that time period. Often, previous research has approximated tresmeel
with simple linear trends (e.qg., Elliss & Zarbatany, 2007), with influenoeasing in
early adolescence and decreasing in later adolescence. Or raseewok@ler grade
level as a categorical variable and examine mean differences behdeeduals in the

different grades (e.g., Johnson, 2004). A truer test of the proposed change in peer
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influence over time is to conceptualize grade level or age as having a negativatic
moderating effect and to test this effect; however this approach is takely.
The results of the present study support the investigation of curvilineaomslati
future research. While quadratic moderating effects of grade did not sigtiyfica
improve model fit, they did improve model interpretability and were consistemthat
hypotheses. Without considering curvilinear effects, grade level was igoifecant
moderator of the influence of the friendship network on the individual. If the present
investigation had only examined linear moderation effects, no evidence would have
existed to suggest that maturation or developmental changes occur in thecentdfiehe
friendship network. This result is counter to decades of previous research and theorizing
(e.g., Brown, 1990; Collins & Steinberg, 2006; Rubin, et al., 2006) and seems especially
premature when the more accurate test of the hypothesized pattern in chaege of
group influence over grade found significant results as predicted. Thus resgarch
investigating the role of grade or age as a moderator are encouragesidectire
curvilinear effects of these moderators provided that such a curvilinatomek
hypothesized as in the current research.
Implications for Clinical Work

The results of the present study have several implications for cliniciamngs/ark
with adolescents. First, the results of the present study suggest the impoftinecpeer
group in the development of psychopathology, specifically depression, anxiety, and
delinquency. As such clinicians should strive to understand the friendship network with
which their clients associate. While a thorough social network analyslarsionthe

current study’s is obviously unrealistic for clinical practice, useful in&ion may be
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gleaned by asking the client and perhaps the client’s parents or teacherhalpeers
with whom they spend the most time. Asking only the adolescent about his or her
friendship network will likely yield information similar to the ego-nomethpeer group
of the present study. As this peer group variable was the least influertialtbfee
versions investigated, it will be important to obtain collateral information feachers
and parents in order to support and supplement the adolescent’s report and simulate the
inclusive or reciprocated peer groups of the present study which were rakelean
predicting changes in psychopathology. During the initial intake clinicians vgtargy
work with adolescents might consider routinely asking adolescents and thiégfam
about the presence or absence of anxiety, depression, or antisocial behavionentbke cl
friendship network just as the presence of family member psychopathologysiseasse
The current study showed that being engaged in a friendship network with lower
rates of psychopathology resulted in a decrease or slower increase in tloualdivi
adolescent’s report of these forms of psychopathology. It may be beneficial
therapeutically for clinicians to encourage their clients and theiri&siat struggle
with psychopathology to seek out less anxious, depressed, or delinquent peers. Within
the realm of externalizing disorders this has often been recommended, hdwever t
results of the present study show that the same strategy may be effacinterhalizing
disorders such as depression and anxiety as well.
When working with adolescents that report problems with anxiety, the current
study showed evidence to suggest that a denser peer group might act in agoufferi
fashion for the worsening of anxiety. These results showed that a client difinsa

friendship network including other individuals that experience problems with gt
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most at risk for developing additional anxiety. However subjective reports ofydéiaksi
not moderate the influence of the friendship network. Therefore clinicians should
attempt to use collateral information when evaluating the adolescent’sgie@rk
density. If possible, the results of the current study support the building of nidhe tig
knit friendship groups for individuals that experience problems with anxietynas/ of
diminishing negative effects of an anxious individual(s) within the peer group.
Implications for Policy or Prevention

For the school administrator or other professional interested in preventing the
spread of the forms of psychopathology investigated here through a large network of
adolescents such as the one examined in the present study, these resultsemaygkest s
guidelines that may produce better results. First, it is important to gattigional data
to add to, subtract from, or support the individual adolescents’ reports about who
composes their peer groups. In the case of anxiety and depression it wasstiiegpeer
reciprocated the adolescent’s nomination and were likely the closest tddhegcent
who were important. For delinquency, it was the friendship network including peers that
the individual did not list that was important. When trying to prevent the spread of
psychopathology through the peer network, administrators will likely have the mos
success when collateral input is gathered regarding the make-up of idstirpe
network. In a school context this collateral input can easily be gatheraddachers
that work with the adolescents on a regular basis.

The results of the present study also suggest the potential targets famitioer
that may maximally prevent the spread of psychopathology. First, it istanpto note

that the current study did not support intervening at the closest friend level, as the
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psychopathology of the closest friend was not related to the change in individuels’ |

of psychopathology. Therefore, the results do suggest a need for intervening at the
friendship network level despite the more complicated challenges such an imbervent
faces (see Cho, et al., 2005, Gifford-Smith, Dodge, Dishion, & McCord, 2005). Not
surprisingly, friendship networks composed of individuals reporting high levels of
depression, anxiety, or delinquency were likely to have the most influence in continuing
the spread of these forms of psychopathology and would be ideal targets for inderventi
Interventions targeted at friendship networks with members who are not currently
depressed, anxious, or delinquent may not have much value as the current findings show
these peer groups already serve a preventative role by decreasingltb€ leve
psychopathology in their individual members. The results of the current study also
suggest that interventions that target the peer group may be most effettigesarly

high school years when the peer group was the most influential. Finally, for pngventi
the spread of anxiety, the current study showed that diffuse friendship networks
composed of anxious individuals were the most influential on an individual’s levels of
anxiety. Close-knit friendship networks, even though they contain individuals with
anxiety problems, were less likely to increase the anxiety of trmipgnembers and

may be lower priority targets than more diffuse networks. Also, unlike cepnes

anxiety did not spread through friendship networks unless individuals within the network
reached a clinical level of difficulty with anxiety. This suggestsititarvention to

respond to “normal” levels of anxiety in the friendship group may not be particularl
beneficial.

Limitations
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Evidence for the validity of the present sample included the replication of many
previously established relations (e.g., correlations between gendepand i anxiety
and depression), the measures used showed adequate reliability and valdityample
for the most part, and the design allowed for the novel testing of several important
relations; however the present study is not without limitations that should hdereds
with the results. First, the CBCL — Aggression subscale, used in the preserasstudy
measure of aggression, showed signs of poor validity and may not have adequately
assessed the construct of adolescent aggression. While this measure shovatd adequ
reliability, both through a high internal consistency value and high test-ceteslations
over the five month time between data collections, it behaved differently tpantes
throughout the analyses, even when attempting to replicate stronglyséstdliindings,
for example that boys would exhibit higher aggression scores than girls. S&ahe
has questioned the validity of the CBCL — Aggression subscale for measurintutide ac
occurrence of aggression as rated by an observer (Henry & The MetropobtaChAitd
Study Research Group, 2006). The current results support the possibility that the CBCL
— Aggression subscale may not accurately assess aggression in the samethay
measures. Therefore the absence of findings in the current study relatgpdssion
should be replicated with other measures of aggression before being interpreted too
strongly.

Another potential limitation is the fact that the current sample may not be
representative of more urban environments as it was drawn from a small rbral hig
school. The sample used was also largely Caucasian and the results obtained may not be

typical of youth from other ethnic backgrounds. While these limitations ack thad
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rural environment was chosen for a specific reason. Namely that in auradrsetting

in which there is only one high school, the individuals that compose the peer network are
more likely to all attend that school and more complete data from the peer netwbsk ca
obtained. Other research on friendship networks that has taken place in larger towns or
cities has been hampered by the fact that adolescents are likely to haveasignif

friendship networks that are not assessed as they fall outside of the school being
investigated (e.g., Urberg et al., 1997). The decision was made for the presgrasstud

an initial investigation into the role of the friendship network, to attempt to cagdure

much of the relevant peer network as possible. Future research will need targeterm

how these findings may differ in a more urban setting.

From a design perspective, one potential limitation is that the current study
examined only half a year longitudinally and examined several yearssectgsnally. A
more robust and powerful test of the effects of the friendship network over gvatie le
would be to follow the same adolescents over the entire course of high school. Indeed,
since the current study examined only high school aged adolescents, the proposed
increase in the importance of the peer group during early adolescence could netbe tes
Therefore the ideal study to more powerfully test the influence of the pmgy gould
be to follow &" through 13' graders longitudinally over several years. The present study
cannot rule-out minor cohort effects across the different grades that magdeavated
for the moderating effects of grade level seen here, whereas a longérigitodinal
study would be able to rule this out.

Another potential limitation of the study was the power to detect smalat®ff

The present study had ahsufficient to detect effects betweer .25 and = .3, or
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approximately medium effect sizes according to Cohen'’s classificati@8) 1®ith
appropriate risk of type Il error (power = .8). This means that for most of the
longitudinal regression models conducted, in order to add significantly to the model, a
predictor of later individual psychopathology had to contribute at least an additénal
of the variance explained. Since the individual's initial report of psychopathology
accounted for between 40 and 50% of the variance in each model, this required that each
new predictor must uniquely add at least 5% of the variance accounted for in late
individual psychopathology. After initial friendship network psychopathology was
included, it would become increasingly difficult for new predictors to account for the
additional 5% of unique variance. Thus smaller effects, especially of predacided
into the model later, such as those that were tested in the moderation analysebewoul
less likely to be detected in the current sample. However, in order to detefotandgly
smaller effects (“small” effect sizes according to Cohen’s dlaason), the sample size
would have needed to have been dramatically incre&sbdt(veen 700 and 1000).

A potential limitation of the statistical approach taken was the lack ofctiome
for alpha inflation. Between the six main hypotheses over 180 distinct analyges wer
conducted many with multiple sub-analyses containing significance eestadh
individual predictor as well as model fit (and change in model fit). This largeetumhb
analyses could have led to several spurious results. An alpha correction stagtewt
employed because, as pointed out before, at a lewet 005, the current sample’s power
required a medium to large effect size in order to be detected as signifieafurther
decrease the required alpha level would have resulted in very stringent argrafic

testing and only the strongest effects would have achieved significance efgtatr
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was felt that, due to the exploratory nature of this investigation of the fhignds
network’s influence on individuals’ report of psychopathology, when results were
significant at thex = .05 and fit with theoretical and hypothesized mechanisms, they
could be interpreted as being significant. Future replication of these findingSersser
analyses or analyses with greater power is required to rule-out the ptyssflspurious
findings and replicate the findings of the current study.

Finally, in regards to the scope of the present study, there was no examination of
the stability of the friendship networks from T1 to T2. In other words, thiy sliddhot
examine if the networks that individual’s belonged to at T1 were the same at B2. Thi
point does not affect the interpretation of the results of the present study, hawesaer |
affect the proposed clinical and policy implications. If the friendship netigsarkt
relatively stable, then interventions within one friendship network may not beneffact
the long term as adolescents quickly change to a new friendship network with new
influences. Some previous research has suggested that this is not usually déinel case
that the friendship networks, while not entirely stable, do not rapidly shiftehtie
membership (Cohen, 1977). The present study did not confirm or deny this result and
this possibility should be considered a future investigation that could be condutted wit
these data.

Future Research

While the present study has made some contribution to what is known about the
influence of the peer group on the development of psychopathology in adolescents, it has
also suggested several avenues for future research that can further expdabcxatke

this role. First and foremost, each of the findings of this study warrantsategii in
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alternative samples. The present sample of a small, rural and ethnicatlgdr@ous

high school, as discussed above, may have presented unique characteristics tttat made
study possible, however replication of the present findings in larger high scinools, i
urban and suburban areas, and with ethnically diverse samples will add to the
generalizability of the present findings to adolescents and peer groups ialgéngure
research might also consider investigating if the role of the peer grous avfien the
friendship network is largely community based, as opposed to being school based. The
friendship network may have a very different role as well in non-westerrtissdigat

focus more on the importance of the family or that do not treat adolescence agiartrans
period into independence from family-only social groupings.

In addition, a popular topic at this time is the rise and importance of digital or
online friendship networks, made possible through such online networking sites as
Facebook and MySpace. It seems unlikely that friendships in these networks function i
the same way as those friendships investigated here (Subrahmanyamay\Reichter,

& Espinoza, 2008), however the digital medium offers interesting methodological
potential for exploration of these networks and the ways in which they may bea simila
different from “in person” friendship networks. Future research should invesingeste
possibilities.

Prior research has already established the role of the family irbcimiy to the
development and prevention of adolescent psychopathology (Andrew, 1981; Bdgels,
Brechman-Toussaint, 2006; Lieb, Isensee, Hofler, Pfister, & Wittchen, 20023te& &b
expanding the investigation of the peer network to other settings and cultures, future

research should examine the comparative power of the family and the fregndsliork
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in shaping the development of psychopathology during adolescence. Previous research
has shown that the peer group grows in importance during early adolescence (Brown,
2004; Hartup & Abecassis, 2002) and future research is needed to determine to what
extent the influence of the family is usurped by this increase. In addition, Hempre
study showed that the influence of the friendship network diminishes in later
adolescence, however additional studies are needed to determine whatfaghdr
replace the friendship network’s influence in determining the course of psychopgtholog
from later adolescence into adulthood.

Finally, the current study showed that the methodology with which the friendship
network representation is constructed and analyzed has the potential tochiynati
affect the results obtained. Standardized practices utilized by all or reeataleers
within the domain of peer network research are nonexistent. Future research into the
effect of different methodological practices on the results obtained is neenled. F
instance, the present study used a simple, bottom-up approach of constructing the
friendship network representation based on the nominations of the individual and of their
peers; however, other approaches exist. The program NEGOPY (Richards, 1995)
considers the nominations and entire peer network in order to classify individuals
according to their position within the overall network, thus creating cliques, ,dyads
liaisons, and isolates (Richards, 1995). This method of categorizing individualsrby the
network position may produce very different results than the approach taken in the
present research. Only through side-by-side comparisons in future reseatul can t
guestion be answered. The present study hinted at the many subtle ways in which the

friendship network can be considered (e.g., reciprocated vs. ego-nominateidnclus
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mean friendship network levels of psychopathology vs. the percentage of theknetwor

that falls above a cut-off) and much work is needed to develop an understanding of these
different ways to conceptualize the friendship network and its potential for influenc
Hopefully with further investigation a more standardized set of procedures can be
developed that allows for simpler comparison across studies. This would add tgreatly

the understanding of the role of the friendship network across a wide variety of
populations and stages of development.

The present study set out to determine the role of the friendship network in the
presence of and change in psychopathology in adolescents during the high school years
The results firmly showed that for depression, anxiety, and delinquency, the ldws@f t
types of psychopathology in the friendship network predicted changes in the inds/idual’
level of psychopathology. Some claim at a causal relation can be maddreshtship
network’s report of psychopathology was influential on the individual’s report several
months later and after controlling for the individual’s initial report. Additignafe
friendship network influence was shown to be above and beyond the influence of the
individual adolescents’ self-identified closest friend, who did not appear to sagnilfi
influence the individual’'s report over time. The manner in which the peer group
variables were constructed appeared to make a dramatic difference isulke re
obtained, with the peer group composed of reciprocated nominations being influential for
internalizing psychopathology (anxiety and depression) and the peer group composed of
peers that nominated the individual or who were nominated by the individual being the
most influential for delinquency. Moderators of these relations were exanenealing

that the density of the friendship network, or the degree to which friends of the individua
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were friends with each other, moderated only the relation between the Hifends

network’s report of anxiety and later individual report of anxiety. This moderation
relation was in the opposite direction expected and showed that for individuals with
denser friendship networks the number of peers falling above the clinical cat-off f
anxiety had less of an effect on the individual’'s report of anxiety. Densitpatas
supported as a moderator for any of the other forms of psychopathology. Grade level was
supported as a moderator of the influence of the friendship network for both anxiety and
depression, such that the friendship network was most influential iff' tuedo1d’

grades years and decreased in tHedrid 13' grades. Gender was investigated as a
moderator but was not supported. All in all, these results highlight the impookitee
adolescent peer group in the development of psychopathology and begin to capture the
complexity of the role that the friendship network plays in the life of areadent.

Future research needs to embrace the complexity and richness offeregh&grtgeoup

as an important developmental factor in adolescence.
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SCHOOL / UNL Questionnaire Study
September 15, 2008

ID #

On the next few pages, you will find several questionnaires asking you abouty efarie
things. Please read the instructions on each page and answer questions as tauthfully a
you can. Your help is greatly appreciated. Please ask a teacher or one of the UNL
students if you have any questions. Thanks!!

Your Birth date (Month/Day/Year) : / /

Your Gender (Circle one) : M F

Your Preferred Race or Ethnicity (Circle one) : White / Caucasian
Black / African American
Latino/a or Hispanic
Asian / Asian American
Native American / American Indian
Bi-racial / Multi-racial
Other :

What is your Year in High School (based on creditSfjeshman Sophomore Junior
Senior

How many years have you been in High School :

What kind of grades do you usually receive in school (circle one or twA)s
B’s
C’s
D’s

PleasePrint your name here (first name, middle initial, and last name). Once your name
and code number have been matched up, this part of your questionnaire will be removed
and destroyed so no one will know what you answered.
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Appendix B

Center for Epidemiological Studies — Depression Scale (CES-D)
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On the following 20 items, please select the choice thatsbelescribes how you have
felt over the past week (7 days).

Rarely or none off Some or a little| Occasionally or a | Most or all
the time (Less | of the time (1-2| moderate amount of of the time
than 1 day) days) the time (3-4 days)| (5-7 days)
1) I was bothered by
things that usually don't 1 2 3 4
bother me.
2) 1did not feel like
eating; my appetite was 1 2 3 4
poor.
3) | felt that | could not
shake off the blues even
_ 1 2 3 4
with the help from my
family and friends.
4) 1 felt that | was not as
1 2 3 4
good as other people.
5) | had trouble keeping
my mind on what | was 1 2 3 4
doing.
6) |felt depressed. 1 2 3 4
7) |felt that everythin
) . yiing 1 2 3 4
| did was an effort.
8) | felt hopeless about
1 2 3 4
the future.
9) Ithought my life has
) g Y 1 2 3 4
been a failure.
10) | felt fearful. 1 2 3 4
11) My sleep was
) My P 1 2 3 4
restless.
12) | was unhappy. 1 2 3 4
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Rarely or none off Some or a little| Occasionally or a | Most or all
the time (Less | of the time (1-2| moderate amount of of the time
than 1 day) days) the time (3-4 days)| (5-7 days)
13) I talked less than
1 2 3 4
usual.
14) I felt lonely. 1 2 3 4
15) People were
. 1 2 3 4
unfriendly.
16) 1did not enjoy life. 1 2 3 4
17) I had crying spells. 1 2 3
18) | felt sad. 1 2 3 4
19) I felt that people
) )_ PEOP 1 2 3 4
disliked me.
20) 1 could not get
1 2 3 4

“going.”
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Appendix C

Multidimensional Anxiety Scale for Children (MASC)
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Appendix D

Child Behavior Checklist — Youth Self Report (CBCL)
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Appendix E

Peer Nomination Form
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Who are the kids at school that you hang out with the most?

Please name only those students at this school and do not include your
brother (s) or sister (s).

Please list as many or as few kids as you would like.

Please circle the (one) person you consider your closest friend.
Please write as legibly as you can.

If you do not know the correct spelling of someone’s name, please try yourdie

Your Name:

First name Last name First name Last name

Don't forget tocircle the once person you think is your closest friend!
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Appendix F

Friendship Questionnaire
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Next, we will be asking you questions about your friends ahthe things you
like to do for fun. Occasionally there may be a question thas difficult to answer.
If that happens, please give your best guess or pick the answieat you think is the
closest.

1) How many friends do you have (please answer with a specific number and i€you ar
not sure, try your best guess)?

2) How many of these friends would you call really good friends?

For these questions please circle the statement that best déses you.

3) Are most of your friends also good friends with each other?

1) All of my friends are good friends with each other.

2) Some of my friends are good friends with each other, and all of my friends like
each other.

3) A few of my friends are good friends with each other, and most of my friends
like each other.

4) None of my friends are really good friends with each other, but most of my
friends like each other.

5) None of my friends are really good friends with each other, but a few of my
friends like each other.

4) Are most of your friends the same sex as you?

1) All of my friends are the same sex as me (for example, if you ark allgof
your friends are girls).

2) Most of my friends are the same sex as me.

3) My friends seem to be an even split of boys and girls.

4) Most of my friends are the opposite sex as me (for example, if you are a girl,
most of your friends are boys).

5) All of my friends are the opposite sex as me

5) If you want to go out with some of your friends, do you typically:
1) Invite them all yourself.
2) Split the job of inviting people with another friend.

6) If you wanted to invite 2 or 3 friends to go out to a movie, would you have to be
careful what mix of friends you invited so that everyone would get along?
Please Circle: Y or N
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For the next section, please answer whether each statement is very tfoeyou,

somewhat true for you, not really true for you or does not describe you at all.

This does | Thisisnot | Thisis This is
not describe| really true | somewhat | completely
me at all of me true for me | true for me
7) | like the same kinds of music as
. 1 2 3 4
my friends
8) 1 do not usually hang out with the
1 2 3 4
same people.
9) | usually like all the movies that
. 1 2 3 4
my friends do.
10) My friends have some hobbies pr L 5 3 4
play some games | really don't like.
11) I have friends that do not like
1 2 3 4
each other very much.
12) 1like to meet new people. 1 2 3 4
13) When | meet someone new, |
usually introduce them to my other 1 2 3 4
friends right away.
14) There are some jokes and stories
that | enjoy telling but that do not
1 2 3 4
make sense to people I'm not good
friends with.
15) I would feel comfortable hanging
out alone with any friend that | 1 2 3 4
usually hang out with.
16) I think any two of my friends
would be comfortable going to a 1 2 3 4
movie together.
17) When my group of friends and | 1 2 3 4
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This does | Thisisnot | Thisis This is
not describe| really true | somewhat | completely
me at all of me true for me | true for me
accomplish something together, one
or two people in our group will take
credit for it.
18) | have friends who do not know
1 2 3 4
each other at all.
19) Ifeel like | know almost all of
_ _ 1 2 3 4
my friends’ friends.
20) I am very influenced by my
, 1 2 3 4
friends.
21) If I were upset, at least a few of
. 1 2 3 4
my friends would be there for me.
22) My friends form a tight knit
1 2 3 4
group.
23) My friends and | share many
“inside jokes” that only we 1 2 3 4
understand.
24) |feel it is easy to not do things
my friends are doing if | am not 1 2 3 4

interested in doing them.

25) For this question, pick the statement that best describes you (e¢hA or B) and
circle that letter. Then answer only the questions underneath thagetter.

A) | usually hang out with a group of pretty much slaene people.

How many people are in this group?

B) | hang out with more than one group of friends.

How many different groups do you hang out with?
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Can you give a name to each of the different groisP

(For example, you may call the friends you hangvaith in
school your “school friends” and the people neaerghyou

live may be the “neighborhood kids”)

If possible, please list the names of the different

groups you hang out with on the lines below.
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Appendix G

Parent Notification Letter
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Dear Parents of YYY Students,

| am writing to you today to inform you of a recent partnership between YYY
High School and the University of Nebraska-Lincoln. We have recently met aatgadu
student from the Department of Psychology, Glen Veed, and have agreed to callaborat
with him on a special project. Glen’s project is supervised by a faculty metniher
University of Nebraska Psychology Department, Dr. Lisa Crockett. dridtier we
would like to let you know exactly what this collaboration will entail and whatyale
and your children will play in it.

The researchers at UNL have asked for your adolescent’s help in comaleting
research project on which they are working. We have reviewed the project and have
found it quite acceptable and would like to take this opportunity to tell you a little bit
more about the project and what your adolescents will be asked to do. Your addescent’
participation is, of course, completely voluntary and you or your son or daughter may
contact us at any time if you do not wish for your adolescent to participate.

The researchers are studying adolescent’s friendships and how youths and their
peers interact and how these friendships affect the developing teen. Sihgdifies
will be looking at how adolescents’ friendship groups might play a role in the spread of
common adolescent problems such as depression or delinquent behavior. The research
conducted at YYY school will greatly improve future researchers’ understaotiivayv
friendship groups affect youth and how to help them with these struggles.

The first part of the research project will take place on MONTH, DAY-RAY
2008, two school days, and will take place during student’s 20 minute MAP period each
day. On each day, researchers from UNL will arrive at our school and will ggoato
adolescent’s regular MAP classroom. Once there, the researchgsowidle the
students in the class with a verbal description of the project and pass out asseanfibrm
guestionnaire packets. Students who are interested in participating in thelreseady
will be asked to sign this form acknowledging their agreement to particifateur
adolescent does not wish to participate, he/she does not have to and will instead be
allowed to sit at his/her desk and work on other schoolwork.

On the first day, your son or daughter will be asked their age, gender, and
guestions about a variety of things in their life, including his/her day-to-day befavi
thoughts, and feelings as well as some things he/she enjoys doing with finisr k.

For example, teens will be asked about their feelings (e.g., sadness oy) amadiout
misconduct (e.g., running away or stealin@n the second day, your adolescent will be
asked to list the names of fellow students in the school with whom he/she is friends.
After completing the questionnaires each day, your adolescent will badahivith the
project and allowed to work quietly until all students have completed the questionnaires.
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The second part of the research will be exactly the same as the firgt, iexa#
take place over two days in the Spring semester. Collecting this data atfesendi
times of the school year will provide the researchers with extremelyrtamt
information about how their findings change over time.

One very important component of this project is your son or daughter’s privacy.
All responses will be kept strictly confidential by the researchers. eihel general
results of the study may be presented at conferences and/or published in scientific
journals, no individual youth’s responses will be disclosed to anyone at any time

We at YYY are very excited to be participating in this project with the&tsity
and look forward to its completion. If you have any questions about the process,
materials or individuals involved, please do not hesitate to contact us (at ###-###-##)
and either we or the researchers will be happy to answer your questions. Inkibky unli
event of problems arising from participation in the study, counseling is availafie fr
your child’s school counselor, ZZZ (telephone ###-##H#-####). If you DO NOT wish for
your adolescent to participate in the project (they will not be penalized manfor not
participating) simply sign this form and send it back to the school or call the school at
#HH-#H-H#H##E and let them know you are not interested in having your adolescent
participate. All youth in 9 through 13" grade whose parents do not return a form or call
will be asked to participate. Each adolescent will be allowed to decline fropletorg
the questionnaires if they wish on the day of the project, again, with no penalty. Youth
that do not participate in the project will be given time to work quietly while other
students complete the questionnaires. If you have any questions, pleasefeecéll
US at ###-#iHH-HiHH#.

Once again, let us know if you have any questions at all and we look forward to
your adolescent’s participation.

Sincerely,

AAAA
Principal

Please sign here and return this form to your adolescent’s teacherschtol’'s
main office if youDO NOT wish for your son or daughter to participate in this study.

Name(s) of your child(ren) you are signing for (please print)
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Appendix H

Youth Assent Form
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Youth Assent Form
Peer Networks and Psychopathology in Youth
IRB #

I would like to ask you to participate in a research project, tifReet Networks and
Psychopathology in Youthtaking place today at your school. | am a graduate student in the
Department of Psychology at the University of Nebraska — Lincoln andualyirsy how teens’
friendships impact how they behave and feel. We are here at your sudenotad ask you to
participate.

Today, all 8' through 12 grade students are being asked to complete some
guestionnaires. Today, you will complete several questionnaires duriradeitssand completion
of the questionnaires should not take more than 20 minutes. On these questioyoaindsbe
asked your age, your gender, and about a variety of things in your life, incladingay-to-day
behaviors, thoughts, and feelings as well as some things you enjoy doing with yuais. frikor
example, you will be asked about your feelings (e.g., sadness or anxiety) or edoouinct
(e.g., running away or stealing). On another day, you will be asked to list felidents in your
school with whom you are friends. This information is completely confidentath means that
once the questionnaires have been collected all names will be removeglacedevith
numbers so that no one will know what you answered or wrote down.

The general results of the study will help us understand how friendsfapsyafur daily
life as well as help schools better understand the needs of students.afeheo known risks
associated with being in this study; in fact, many students find it todresting and even fun.
In the unlikely event of problems from being in the study, counseling is bleaftam your
school’s counselor, ZZZ (telephone ###-###-####). Your teacher can help you to set up an
appointment with a counselor if you think you would like that. You will not get anythong
being in the study, other then perhaps learning more about yourself and teeythirdp with
your friends. If you do not wish to answer specific questions you may skip them and, if you
would like, you may stop answering questions on the questionnaires at any time willHge
no penalty if you do not wish to be in the study.

All information will be held confidential. Only the researchers widl #ee questionnaire
and once the questionnaire has been collected, your name will be removed aed rejhaa
number so that you can no longer be connected to any specific answers. If you have any
guestions, please feel free to ask the research assistant or eal4@2) 472-2351 or send an e-
mail toveed@bigred.unl.edu

If you agree to participate in this study, please check the “Yes” line pptowyou
name and sign this form, and return it to the research assistantiagh®om. You are free to
decide not to participate in this study or to withdraw at any time without selyexffecting your
relationship with the investigators, the University of Nebraskestln, or your school. Your
decision will not result in any loss of benefits you are otherwiseazhtitl

If you have any questions about your rights as a research participant gnabh&een

answered by the investigator or to report any concerns about the studyaycomact the
University of Nebraska-Lincoln Institutional Review Board, telephdf2) 472-6965.

Yes, | would like to participate in the study.

Signature of Participant Print Name Date
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Signature of Investigator Date
INVESTIGATOR
Glen J. Veed, M.A. Office: (402) 472-2351
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Appendix |
Table of All Correlations between Individual and Peer Group Psychopatholcagukés

at T1 and T2 Organized by Method of Constructing the Peer Group Variables
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All Correlations between Individual and Peer Group Psychopathology Measures

and T2 Organized by Method of Constructing the Peer Group Variables

MASC Total CES-D Total CBCL - Agg CBCL - Del

1 2 3 1 2 3 1 2 3 1 2 3
Peer Group

Variables

T1 (Fall)
MASC Total .09 .19* .21**08 .16* .19* .02 .01 -00 -05 -09 -.11
CES-D Total .08 .14 .14 .15+ 20* .26*3 .07 .09 .15* .08 .15

CBCL -
-01 -02 .04 .10 .09 .10 .20%%1 .12 .21**12 .10

Agg

CBCL - Del -11 -15 -11 .08 .06 .12 .18* .04 .04 214 .16*

T2 (Spring)
MASC Total .21**.22* 24** .12 .09 .21* -.02 -.11 -06 -.08 -.18%02
CES-D Total .19* .24**21* (09 .13 .21* 08 -01 .01 .05 -02 .03

CBCL -
-04 04 00 -01 .14 06 06 .06 .01 .08 .09 .13

Agg
cBCL - Del -12 -09 -02 -01 -02 .04 .10 .08 .04 .06 .05 .11

Note ' Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01
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Appendix J
Table of All Correlations between Peer Group Psychopathology Measures at T1 and
Individual Psychopathology Measures at T2 Organized by Method of Constructing the

Peer Group Variables
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All Correlations between Peer Group Psychopathology Measures at Tddandual

Psychopathology Measures at T2 Organized by Method of Constructing the Peer Group

Variables
MASC Total CES-D Total CBCL - Agg CBCL - Del
1 2 3 1 2 3 1 2 3 1 2 3
Peer Group
Variables

MASC Total .15 .23**31* .08 .16 .19* -.02 -00 -.07 -03 -07 -.19*
CES-D Total .16* .23**30** .22** 27** 33** .08 .03 .07 .09 .04 .04

CBCL -
.08 .10 .10 .14 .10 .02 .14 .12 .05 .2283 -.00

Agg
cBCL-Del -01 -09 -10 .12 .07 .03 .12 .09 .13 .2&T .13

Note ' Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01
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Appendix K
Table of All Correlations between Rate of Peers Falling Above Cut-off and
Individual Psychopathology Measures at T2 Organized by Method of Constructing the

Peer Group Variables
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All Correlations between Rate of Peers Falling Above Cut-off at T1rahdidlual

Psychopathology Measures at T2 Organized by Method of Constructing the Peer Group

Variables
MASC Total CES-D Total CBCL - Agg CBCL - Del
Percentage
1 2 3 1 2 3 1 2 3 1 2 3
above cut-
off on:
MASC -01 .13 .22**15 .21*.28* 15 .06 .05 .09 .02 -.04
CES-D 10 .15 .21*.19* 25* 28* 13 .05 .07 .12 .07 .05

CBCL-Agg 04 15 .14 04 06 .01 .05 .14 .04 .15 -1

CBCL - Del .04 -04 -03 .15 .14 .12 .12 .09 -.01 22#* 15

Note ' Inclusive,” Ego-Nominated: Reciprocated.

* p< .05, *p<.01
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Appendix L
Table of Correlations between the Mean Psychopathology Measure Score &Reporte

By the Closest Friend at T1 and the Target Adolescent at T2
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Correlations between the Mean Psychopathology Measure Score Repotted@ygsest

Friend at T1 and the Target Adolescent at T2

Closest Friend MASC Total CES-D Total CBCL — Agg CBCL - Del

Variables
MASC Total A7 .00 -.16 -.15
CES-D Total 14 16 -.06 .02
CBCL - Agg -.01 .06 16 13

CBCL - Del -.12 .06 A7 15
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Appendix M
Table of Correlations between Grade Level and

Various Individual Psychopathology Measures at T2
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Correlations between Grade Level at T1 and Individual Psychopathology Eeasdr2

MASC Total CES-D Total CBCL - Agg CBCL - Del

Grade Level -.01 -.01 12 -.04
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