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Almost 15 years ago DVD players and Digital Video Recorders (DVR) did not 

exist, while now they are common. In average 79 percent of homes had a DVD player 

and 43 percent had a DVR by 2009. Finally almost a third of all households had at least 

four electronic devices, such as radio, game box [6-7]. 

2.4 Electricity use is expected to keep growing 

Quick comparison between1950 and 2010 of the electrical consumption will show 

grow for more than 13 times. This Massive growth occurred because of the electricity 

usage in main three sectors, residential, commercial, and industrial. Industrial segment of 

energy consumption showed the greatest instability. Energy that has been sold to the 

residences and commercial segments surpassed the industrial sector early 1990s. Figure 5 

below shows the changer of the energy sale for the four sectors, industrial, commercial, 

residential and transportation 

 

Figure 5 Electricity Retail Sales by Sector [6] 
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Demand on electricity change according to weather condition economy and oil 

prices. Over the long term the demand on the electricity keep increasing. Never the less 

demand growth is anticipated to keep growing about 1% until 2035. Any way the 

previous percentage is really low when we compare it to the 1950s where grew on 

demand was 9%. After 1950 demand for electricity started to decreased until it reached 

2.5% in the 1990s and 0.5% on from 2000 to 2009 [6].  

Over all Electricity is anticipated to continue growing fast even for the worldwide 

concluded 2030. The highest demand growth will be the highest in the developing 

country like China, Brazil and India. 

2.5 U.S. Homes Electrical usage and trends 

In United States building segment considered as the largest consumer for the 

energy. All over U.S Households number are 106, commercial buildings count around 4.6 

million and industrial area around 15.5 trillion square feet [8]. 

Energy consumption is straight tight to (GHG) Green House Gas emissions—

every quad of energy consumed in the building sector results in approximately 40 Million 

metric tons of carbon (MMTC) emissions (and costs almost $8 billion in 2001$) [9]. 

Figure 6 below shows the electricity use by different application in the homes. 
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Figure 6 Electricity Used in Homes, 2010 [6] 

 

In conclusion air conditioning and space heating still consume the biggest portion of the 

energy in the homes, but if we added all the light and the electrical appliances that would 

reaches in average 56% of the total energy use of the houses [6]. 

2.6 Evaluation and location of Energy waste 

Recent research in the residential consumption showed that there is around 41% 

energy waste out of the total power supply [10]. This amount of waste represents great 

opportunities for saving. One of the ways was educating the consumer and offering 

information on the electricity usage and how much they can save out of that. Consumer 
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might not know how much is some of the appliances still drawing energy while it’s on 

standby mode. 

 Phantom loads refer to the electric energy being consumed by electronic appliances 

while they are on a standby mode, these kind of loads will keep adding up to the 

electrical utility bill each time unless the phantom load not being shut off completely[10].  

2.6.1 Phantom loads 

Most of the plug load could be considered as a main source for the phantom loads.  

According to the Lawrence Berkley National Laboratory, phantom loads, also called 

standby power or vampire loads refer to electricity used by appliances and equipment 

while they are or not accomplishment their primary function [11].Almost any application 

with an external power supply or distant control, will keep drawing power continuously.  

With the increase demand and usage in the building and the trend of the steady 

growth in the demand on energy, there is a need to have more practical and affective way 

to tackle these losses. One of the main straight forward approaches to cut down Phantom 

loads is by physically unplug loads.  The study looked at units at Hilyard House 

apartments in Eugene, Oregon. 
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Figure 7 In-Use and Phantom Loads Energy use Distribution [11] 

 

The actual phantom loads measured during this study made up 33% of the total metered 

energy use [12]. 

Laboratory evaluations that phantom loads represent around 5-10% of residential 

electricity use in most advanced countries and this percent will rise in developing 

countries and mainly in cities. Standby power use is roughly responsible for 1% of global 

CO2 emissions [11]. Finally cutting down the phantom load will reduce the energy usage 

without affecting the consumer lifestyle. 

2.6.2 Phantom loads distribution by appliances 

Phantom load break down into different categories. For example home devices 

will be like stove, microwave, coffee pot and dish washer. As for the offices equipment 

has more dense energy usage like Television, cable set, laptop, and varied list of 

rechargeable devices like cell phone,MP3 player, plasma LCD and all entertainment 

devices.. Figure 8 below shows the energy use breakdown in homes.  
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Figure 8 Energy use Breakdown by Appliances [12] 

 

To aid understanding, a pie chart can be prepared showing the percentage of the 

electrical demand of each major and minor appliance as assessed in the home.  Although 

the previous pie chart doesn’t show the frequency of use, still that would point out the 

main load that we would like to monitor and control [12]. Figure 9 below shows the 

phantom load distribution by appliances. 

 

Figure 9 Phantom Load Distributions by Appliances [12] 
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2.6.3 Previous finding and potential impact in lowering house energy 

Florida solar Energy Centre introduced and applied case study where they use the 

feedback in the most practical way in order to educate the home owners. The idea was 

installing energy monitoring or meters; record the feedback, read the data, turns off each 

appliances if that’s possible and later repeat for each circuit until the whole home was 

covered. Based in the outcomes, data can guide drive such positive power off switches 

for different circuit in the  whole system. Figure 10 below shows how standby loads were 

reduced in the household [13]. 

 

Figure 10 Evaluation of Standby Electric reductions, pre and post intervention [13] 

 

Early research suggests that the effective feedback about the energy consumption to the 

consumers can be powerful resources of changing behavior and consumption. 

Nevertheless, behavior influences by the feedback wasn’t researched well in the recent 

years but the also the feedback wasn’t in real time manner at all. Also the impact of the 
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consumption over the day demand wasn’t introduced in digestible way. The amount of 

reduction would be used as incentive and motivation to change the consumer behavior. 

 Another possibly interesting topic is integrating the different pricing rate of the utility. 

Recent study showed that introducing the real time date with the proper pricing rate 

would add significant value to the consumer behavior [13]. 
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3.Chapter 3 

Artificial Neural Networks 

3.1 What are ANNs 

 

It is well-known that the brain does not function like a computer.  For one, the brain 

is quite accomplished at organizing its structural constituents, or neurons, making it faster 

than the world’s top computers in performing calculations.  The brain can easily perform 

perceptual recognition based task like identifying a face or an unfamiliar environment.  

The concept of artificial neural networks, commonly referred to as neural networks, was 

developed based on the idea that the brain computes in an entirely different manner from 

a conventional digital computer. When the neural network carries out a task, it tries to 

emulate how the brain performs tasks. A neural network is a massively parallel 

distributed processor made up of simple processing units that can store experimental 

knowledge and make it available for use.  It can be implemented using electronic 

components or simulated in software on a digital computer.  The network resembles the 

human brain in the following two ways:  

1. The ANN obtains the information from the environment through a learning 

process.  

2. Interneuron connection strengths usually called the Synaptic weights which will 

be used to store knowledge.  
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The procedure used to perform the learning process is aptly called a learning 

algorithm.  The function of this algorithm is to modify the synaptic weights of the 

network in an orderly fashion to attain a desired design objective [14].  

 

3.2 History of ANN 

Neural network simulations appear to be a recent development. However, in reality, 

this field was established even before the advent of computers. Many of most important 

advances are the result of inexpensive computer emulations. Following an initial period 

of intense interest in neural networking among the scholarly community, problems with 

coding led to a period in which it was hard to secure funding for the research, and as a 

result little was published.  This period of declining interest was led by scholars Minsky 

and Papert, who in 1969 published a widely accepted book that challenged the use of 

neural networks. Currently, thanks to recent efforts of scholars and researchers, neural 

network field enjoys a resurgence of interest and a corresponding increase in funding. 

The first artificial neuron was produced in 1943 by the neurophysiologist Warren 

McCulloch and the logician Walter Pits. But the technology available at that time did not 

allow them to do too much. 

The neural network research declined throughout the 1970 and until mid-80’s 

because the perception couldn’t learn certain important functions. Neural Network 

regained importance in 1985-86. The researchers, Parker and leCun discovered a learning 

algorithm for multi-layer network called back propagation that could solve problems that 

were not linearly separable [14-15-16]. 
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3.3 Why do we use ANN 

Since neural networks work in nonlinear way, it can extract pattern and detect trend 

that are difficult to pick up by humans and other computational approaches. Neural 

networks need to be trained to decipher complex data or imprecise data. A trained neural 

network can be describe as the learning process of humans in this case it can be thought 

of as “expert” in the category of information it has been given to analyze (e.g. in school 

environment, there is a teacher for history and another one for physics, so an “expert in 

this particular information”). This expert (input training data) should be able to provide 

projections given new situations of interest and answer the “What if” questions. Other 

advantages of neural network are described in (KUMAR, 2009)[14-17]:  

1. Adaptive Learning: To know how to perform a task based on training data or 

initial experience.  

2. Self-Organization: While it learns, an ANN organizes or represents the 

information it receives by itself.  

3. Real Time Operation: ANN computations may be carried out in parallel. 

Currently hardware devices are being designed and manufactured to take 

advantage of this capability.  

4. Fault Tolerance Via Redundant Information Coding:  Partial network destruction 

will cause a degredation in performance, though some network capabilities can be 

retained after major network damage. 

5. Implementation Ability: Since the neural network is massively parallel it is very 

efficient at accomplishing certain tasks.  As such, a neural network is best suited 

for implementation using very-large-scale-integrated (VLS1) technology. 



22 
 

3.4 Benefits of ANN 

Neural networks provide significant benefits in many applications. Below we have 

listed some of the benefits of neural networks. 

1. They are extremely powerful computational devices.  

2. Massive parallelism makes them very efficient.  

3. They can learn and generalize from training data – so there is no need for 

enormous feats of programming.  

4. They are particularly fault tolerant – this is equivalent to the “graceful 

degradation” found in biological systems.  

5. They are very noise tolerant – so they can cope with situations where normal 

symbolic systems would have difficulty.  

6. In principle, they can do anything a symbolic/logic system can do, and more 

3.5 Biological Model:  

The human nervous system can be broken down into three stages that may figure 

11  represent the human nervous system. 

 

Figure 11 Block Diagram of a Human Nervous System [20]. 

 

The receptors collect information from the environment. The effectors generate 

interactions with the environment e.g. activate muscles. The flow of 
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information/activation is represented by arrows. There is a hierarchy of interwoven levels 

of organization:  

1. Molecules and Ions  

2. Synapses  

3. Neuronal microcircuits  

4. Dendritic trees  

5. Neurons  

6. Local circuits  

7. Inter-regional circuits  

8. Central nervous system  

There are approximately 10 billion neurons in the human cortex. Each biological 

neuron is connected to several thousands of other neurons. The typical operating speed of 

biological neurons is measured in milliseconds.  

The majority of neurons encode their activations or outputs as a series of brief 

electrical pulses. The neuron’s cell body processes the incoming activations and converts 

the into output activations. The neurons nucleus contains the genetic material in the form 

of DNA. This exists in most types of cells. Dendrites are fibers which emanate from the 

cell body and provide the receptive zones that receive activation from other neurons. 

Axons are fibers acting as transmission lines that send activation to other neurons. The 

junctions that allow signal transmission between axons and dendrites are called synapses. 

The process of transmission is by diffusion of chemicals called neurotransmitters across 

the synaptic cleft [18-19-20]. Figure 12 shows structure of neural cell in the human brain. 
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Figure 12 Structure of a neural Cell in the Human Brain [15] 

 

 

 

3.6 Model of Artificial Neural Network: 

An artificial Neural network (ANN) is a data processing system, consisting large 

number of simple highly interconnected processing elements as artificial neuron in a 

network structure. A neuron is an information processing unit that is fundamental to the 

operation of a neural network [14]. Figure 13 shows the Nonlinear model of a neuron. The 

three basic elements of the neuron model are:  
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Figure 13 Nonlinear model of a neuron[14] 

 

1. A set of weights, each of which is characterized by a strength of its own. A signal “xj” 

connected to neuron “k” is multiplied by the weight “wkj”. The weight of an artificial 

neuron may lie in a range that includes negative as well as positive values. 

 

2. An adder for summing the input signals, weighted by the respective weights of the 

neuron.  

3. An activation function for limiting the amplitude of the output of a neuron. It is also 

referred to as squashing function which squashes the amplitude range of the output signal 

to some finite value. 

   ∑
   
 

           Equation -1 

And  

    (     )     Equation -2 
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3.7 Network Architecture: 

Previously we focused on the definition of a neural network, but in this one we will 

focus on classes of ANN. There are three fundamental different classes of network 

architectures [14-20, 24]. 

3.7.1 Single-layer Feed forward Networks: 

A layered neural network is a network in which the neurons are organized in the 

form of layers. In a feed forward type network, the simplest form of a layered network, 

an input layer of source nodes projects onto an output layer of neurons, but not vice 

versa. A single-layer network is comprised of one input and one output layer, however, 

since no calculations take place at the input layer it is not considered an actual layer.  In 

other words, in a feed forward network data can flow only in one direction, that is, from 

the input layer through the hidden layers and finally on to the output layer. The sum of 

the products of the weights and the inputs can be calculated for each neuron node, and if 

the value is above the threshold (typically 0) the neuron fires and takes the activated 

value (typically 1), if not it takes the deactivated value (typically -1)[14-20,24]. Figure 14 

shows Single layer feed forward network.   



27 
 

 

Figure 14 Single layer feed forward network [16] 

 

3.7.2 Multilayer Feed Forward Networks: 

The second type of a feed forward neural network has one or more hidden layers.  

The computational nodes of this network are called hidden neurons. The purpose of 

hidden neuron is to increase the computation between the input layer and the output one 

in some useful manner (e.g. to improve the accuracy of the used network so that it can do 

more difficult operations etc...).  The network can comprehend more input data and 

extract higher order statistics when additional hidden layers are added.  The input signal 

is applied to the neurons in the second layer and then the output signal of second layer 

becomes the input for third layer, and this pattern continues for the rest of the network 

[14-20]. Figure 15 shows Multilayer feed-forward network configuration 
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Figure 15 Multilayer feed-forward network configuration [16] 

 

3.7.3 Recurrent Networks: 

A recurrent neural network has at least one feedback loop. Recurrent networks are 

comprised of a single layer of neurons.  Each of these neurons sends its output signal to 

the input of another neuron.  During self-feedback, the output of a neuron is fed back into 

its own input. The learning capability of the network and its performance is influenced by 

the presence of feedback loops. In other words, activation values of the units undergo a 

relaxation process such that the network will evolve to a stable state in which these 

activations no longer change [16]. Figure 16 shows Recurrent neural networks  
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Figure 16 Recurrent neural networks [16] 

 

 

3.8 Learning Method in the Neural Networks: 

A neural network has to be configured in order to be effective.  One way to do this 

is to make the application of a set of inputs produce the desired set of outputs. One 

approach by which the strengths of the connections can be set is by using a priori 

knowledge. The other method is to “train” the neural network.  This means modifying the 

weights and bias by feeding it teaching patterns and letting it change its weights 

according to a learning rule. By a learning rule we mean a procedure for modifying the 

weights and biases of a network. The purpose of learning rule is to train the network to 

perform some task (e.g. Load prediction). Figure 17 Learning methods in the neural 

network.  They fall into three broad categories [14-21, 24]: 
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Figure 17 Learning methods in the neural network [21] 

 

3.8.1 Supervised Learning: 

In order for supervised learning to occur a teacher is need to give the neural 

network a target response. Using the training vector and the error signal, the network 

parameters adjust under the combined influence of the training vector and the error 

signal. Figure 18 shows supervised Learning. Error correction learning (a step-by-step 

adjustment process) is used to get the neural network to copy the teacher [14-20]. 
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Figure 18 supervised Learning [14] 

 

3.8.2 Reinforcement Learning: 

In reinforcement learning (as opposed to supervised learning), the algorithm is 

only given a grade, or a measure of the network performance over an input sequence, 

instead of being provided with the correct output for each network input.  If the output 

grade is a high number, such as 10, then the output is considered the same as the 

measured value.  On the other hand, the prediction improves if the output is a lower 

number such as 0 [14-20].  In other words, in reinforcement learning, a teacher is 

presented but doesn’t present the expected or desired output but only indicated if the 

computed output is correct or incorrect 

3.8.3 Unsupervised Learning: 

Unsupervised or self-organized learning is learning that occurs without the use of 

a teacher.  In other words, there are no specific samples of the function that the network 
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needs to learn.   Once the network understands the statistical regularities of the input data, 

it can automatically create internal representations for encoding features of the input data 

[14-20]. Figure 19 shows Unsupervised learning. 

 

Figure 19 Unsupervised learning [14] 

 

3.9 Back Propagation Algorithm 

3.9.1 Introduction: 

The error back-propagation algorithm is an algorithm that relies on the error-

correction learning rule to train neural networks. It is considered a generalization of the 

commonly used adaptive filtering algorithm or least mean square (LMS) algorithm. Error 

back-propagation learning involves a forward pass and backward pass through the 

different layers of the network (Turetsky, 2000).  An input vector is applied to the nodes 

of the network in a forward pass which then  propagates through the network layer by 

layer. The response of the network is to create a set of outputs. While the network 

weights are fixed during the forward pass, during the backward pass they are adjusted in 

tandem with the error correction rule. An error signal is produced when the actual 

response of the network is subtracted from a desired response. It is then propagated 


