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We have investigated collisions between transversely polarized electrons and Ar, in which the Ar is simultaneously ionized and excited to the Ar+ [3p4(1D)4p] states. The Stokes parameters of the fluorescence emitted in the following transitions were measured: \( (1D)4s^2D_{5/2} \rightarrow (1D)4p^2F_{7/2} \) (461.0 nm), \( (1D)4s^2D_{5/2} \rightarrow (1D)4p^2F_{5/2} \) (463.7 nm), \( (1P)3d^2D_{5/2} \rightarrow (1D)4p^2D_{3/2} \) (448.2 nm), and \( (1D)4s^2D_{5/2} \rightarrow (1D)4p^2P_{3/2} \) (423.7 nm). We develop the angular momentum algebra necessary to extract from these data, starting from the overall atomic J multipole, the partitioning of orbital angular momentum into the \( 1D \) core electric quadrupole and hexadecapole moments, and the outer 4p electric quadrupole moment. The magnetic dipole of the outer electron is also determined. This procedure requires the assumption of good LS coupling for these states, which is justified. We recouple these individual core- and outer-electron moments to calculate the initial electric quadrupoles, hexadecapoles, and hexacontatetrapoles of the initial excited-state manifold. The detailed time structure of the electron-atom collision is considered, as well as the time evolution of the excited ionic state. The Rubin-Bederson hypothesis is thus shown to hold for the initial ionic L and S terms. The consequences of the breakdown of LS coupling are considered. From the circular polarization data, estimates of the relative importance of direct and exchange excitation cross section are made. We discuss experimental issues related to background contributions, Hanle depolarization of the fluorescence signal, and cascade contributions. Nonlinearity of the equations relating the Stokes parameters to the subshell multipole moments complicates the data analysis. Details of the Monte Carlo terrain-search algorithm used to extract multipole data is discussed, and the implications of correlation between the various subshell multipole moments is analyzed. The physical significance of the higher-order multipole moments is discussed, and graphical representations of the effects of these multipoles on the excited ionic charge clouds is presented.
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I. INTRODUCTION

Studies of electron scattering by atoms have most often involved the measurement of cross sections for the various collision channels: elastic scattering, target excitation, and ionization with or without excitation of the target [1]. As experimental techniques have become increasingly sophisticated, more esoteric quantities such as target orientation and alignment, complex scattering amplitudes, and spin polarization of the scattered electron and/or target atom have been measured [2]. Crafty theorists and the advent of high-speed computers have pushed the state-of-the-art for calculation of scattering parameters to an impressive level. We are now at the point where the most basic many-body long-range-force problem, electron-hydrogen scattering, is solved [3,4]. Our understanding of scattering by the light alkalis and helium is also in very good shape.

One of the remaining problems in electron-atom scattering is dealing with targets having many equivalent electrons in the ground state, e.g., the heavy noble gases (HNG’s). While such targets have been studied extensively in the past, it has only been recently that collision theory had a hope of dealing with such measurements comprehensively [5]. The complexity of these targets, while a bane to theorists, offers a richer variety of collision physics to be studied.

The subject of the work reported here involves a qualitatively new level of detail in terms of investigating the residual target in an electron-atom collision. We have made the first measurements of the electromagnetic multipole moments of individual target subshells as opposed to its overall moments. (A preliminary report on this work appeared several years ago [6].) Such a study is possible because of the structural complexity of the target’s final state and, simultaneously, its simple angular momentum coupling scheme. We have studied the reaction

\[
e^-(\uparrow) + \text{Ar}^+ [3p^6(1S_0)] \rightarrow \text{Ar}^+ [3p^4(1D)4p] + 2e^- \\
\text{Ar}^+ [3p^4(1D)4s \text{ or } 3p^4(1D)3d] + \gamma
\]

using transversely polarized electrons. The scattered electrons were not detected; the polarization of the fluorescence emitted by the residual ion was determined for those photons emitted along the electron polarization axis. Such experiments are often referred to as “integrated Stokes parameter measurements.” In the late 1960s and 1970s, excitation or ionization collisions of this type were studied extensively because of their relevance to the operation of Ar ion lasers (see, e.g., Refs. [7–11]). More recently, they have come un-
der renewed scrutiny because of the enhanced role played by correlation between the outgoing electrons in this channel [12,13]. In addition, detection of the fluorescence emitted by the residual excited states provides higher experimental energy resolution than that available from direct \((e,2e)\) measurements.

The goal of these experiments is to determine the electric and magnetic multipole moments of the \(4p\) excited electron, and, separately, the electric multipole moments of the \(1D\) core, as prepared during the collision. The extraction of these moments relies on the important assumption that the collision time, during which the spin and orbital angular momenta of the core and outer electron become well defined, is short compared with the time required for the core and \(4p\) electron to dynamically couple to form the total \(L, S,\) and \(J\) of the residual ion. We refer to this assumption as the Rubin-Bederson (RB) hypothesis, because they were the first to state it generically and explicitly [14]. (The same physical assumptions are often referred to mistakenly as the “Percival-Seaton” hypothesis for historical reasons that remain obscure [15,16].) Using the RB hypothesis, one can infer the values of the subshell multipole moments by determining a sufficient number of multipole moments associated with various \(J\) states of the coupled system. The ancillary assumption of \(LS\) coupling of the residual ionic state is not necessary for our analysis, but does make it much simpler.

The ionization or excitation channel for Ar targets is a good proof-of-principle system for this type of analysis for several reasons. The residual \(Ar II\) states are well \(LS\) coupled, well separated in energy, and fluoresce at wavelengths predominantly above 400 nm. This allows for narrow-bandwidth interference filters to be used to separate the various transitions from the same manifold of a given configuration. The ionic core, having two \(3p\) holes, can couple to form three angular momentum configurations. These provide a variety of possible measurements. The threshold for the ionic states in question is large (>30 eV), so control of the incident electron beam is straightforward. Finally, \(Ar\) is an easy target with which to work experimentally.

II. THE STRUCTURE OF \(Ar II\) AND THE RUBIN-BEDERSON HYPOTHESIS

Let us consider the Grotrian diagram for the \(Ar II(3p^44p)\) configuration, shown in Fig. 1. The excited states of this configuration have energies varying between 19.2 and 23.9 eV above the \(3p^52P_{3/2}\) ground state of \(Ar\), or 35.0 to 39.6 eV above the neutral ground state. These states are generally quite well \(LS\) coupled [11]. In the case of states with a (predominantly) \(1D\) core, the \(2P_{1/2}\) and \(2P_{3/2}\) states have \(-15\% \ 3P\) core character (see Table I). Considering this structure, we can assign rough values of “relaxation” or “coupling” time to the various angular momenta of the ionic constituents. These angular momenta are \(l_{3p}\) and \(l'_{3p}\), the individual core-hole orbital angular momenta, their corresponding spins \(s_{3p}\) and \(s'_{3p}\), respectively, and the same quantities associated with the outer \(4p\) electron, \(l_e\) and \(s_e\). The energy splittings of the various configuration manifolds are connected to these times by the energy-time form of the Heisenberg uncertainty relation relevant for angular momentum coupling and its attendant fine structure [17]:

\[
\Delta E \Delta t = \hbar.
\]

The structure of Fig. 1 indicates that the strongest coupling in the residual ion is that of the Coulombic interaction between the two core holes; \(l_{3p}\) and \(l'_{3p}\) couple to form \(l_e\) over a time corresponding to the energy range of core states within the configuration: \(\sim 4\) eV or \(\sim 10^{-15}\) s. The coupling model we are using in this discussion cannot distinguish between core \(l\) coupling and core \(s\) coupling. Thus one could argue that the core spins couple to form \(s_c\) within this time as well. This is somewhat redundant, however, given that \(l_c\), comprising two equivalent holes, determines \(s_c\). Having decided upon a core coupling, \(l_c\), now couples with \(l_g\) to form \(L\) in a time corresponding to the typical splitting of a given core manifold: \(\sim 0.5\) eV, or \(\sim 8 \times 10^{-15}\) s. The \(s_c-s_g\) coupling time can be estimated by considering the splittings between total spin \(S=1/2\) and \(S=3/2\) levels having the same core and value of \(L\). These splittings are \(\sim 0.2\) eV between the \((1^P)D\) and \((3^P)D\) states ranging up to \(\sim 0.5\) eV between the \((3^P)P\) and \((1^P)P\) levels. Thus the coupling times, depending on \(L\), vary between \(\sim 8 \times 10^{-15}\) s and \(2 \times 10^{-14}\) s. Finally, \(L\) and \(S\) couple in a time corresponding to the fine-structure multiplet splitting. For the \(1D\) core system, which is our focus in this paper, this ranges between 6 meV and 75 meV for the \(2D\) and \(2P\) multiplets, respectively. The final \(J\) state of the ion in the \(1D\) core system is thus established in a time ranging between \(\sim 6 \times 10^{-14}\) s and \(7 \times 10^{-13}\) s, respectively. The above discussion is represented schematically in the diagram shown in Fig. 2.

There are two other relevant time scales in the problem: the decay time of these excited states, and the time of the collision which produces them. The lifetimes of the \(4p\) states against decay to the \(3d\) and \(4s\) levels are greater than \(3\) ns in all cases [18]. Thus the fluorescence we observe is from completely relaxed states. Collision times can be estimated as follows. We consider incident electrons of energy \(39\) eV, roughly \(1\) eV above the average excitation threshold of the
TABLE I. Parentage of the Ar II$(3p^44p)$ states with a predominantly $^1D$ core. Data of Ref. [11].

<table>
<thead>
<tr>
<th>State label</th>
<th>Pure Russell-Saunders states</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$(^1D)^2F_{7/2}$</td>
<td>$0.0030$</td>
<td>$0.9970$</td>
</tr>
<tr>
<td>$(^1D)^2F_{5/2}$</td>
<td>$0.0007$</td>
<td>$0.0026$</td>
</tr>
<tr>
<td>$(^1D)^2D_{5/2}$</td>
<td>$0.0004$</td>
<td>$0.0024$</td>
</tr>
<tr>
<td>$(^1D)^2D_{3/2}$</td>
<td>$0.0003$</td>
<td>$0.0002$</td>
</tr>
<tr>
<td>$(^1D)^2D_{1/2}$</td>
<td>$0.0002$</td>
<td>$0.0025$</td>
</tr>
<tr>
<td>$(^1D)^2D_{1/2}$</td>
<td>$0.0001$</td>
<td>$0.1501$</td>
</tr>
</tbody>
</table>

The angular momentum coupling times of the Ar II$(3p^44p)$ states (see text). Vertical dotted line indicates the collision time. The horizontal width of the compound states, indicated by the ovals, represents the range of coupling times for the whole configuration.

The goal of these experiments is to completely characterize the excited states produced in the collisions we observe. Because we do not detect the scattered electrons, we cannot determine pure quantum-mechanical complex amplitudes, but must settle instead for the reduced tensor multipole moments of the excited-state density matrix. As we shall see, this loss of information in one regard will allow us to obtain more complete information about the individual subshells of the residual ion. In the $LS$-coupling approximation, applied both to the collision complex as a whole and the relaxed residual ion, we can determine all of the allowable electric and magnetic multipole moments of both the $4p$ outer shell and the $^1D$ core. We take the incident beam to be along $\hat{z}$ and the electron polarization to be along $\hat{y}$ of a right-handed coordinate system. Given the axial symmetry of the collision geometry and excitation by transversely polarized electrons, the nonzero moments are all relevant monopoles, the electric quadrupole and hexadecapole of the core along $\hat{z}$, the electric quadrupole of the $4p$ electron along $\hat{z}$, and the magnetic dipole of the latter along the electron polarization axis. If $LS$ coupling fails, the quadrupole and hexadecapole moments can have components along $(\hat{x}+\hat{z})$ as well [19,20]. Given the integrated nature of our experiment, knowledge of these multipoles characterizes to the fullest possible extent the excited states of the residual ion.

We now connect the observables in these experiments, the three normalized integrated Stokes parameters of the fluorescence, with the multipoles enumerated above. The expressions for the linear polarization along $\hat{z}$, $P_1$, the linear polarization along $\hat{x}+\hat{z}$, $P_2$, and $P_3$, the circular polarization are [21]

\[
P_1 = \frac{I(0^\circ) - I(90^\circ)}{I(0^\circ) + I(90^\circ)} = \sqrt{3 \over 2} \left[ 1 \begin{array}{c} 1 \end{array} \right] \left( T(J)_{20} \right) / I,
\]

\[
P_2 = \frac{I(45^\circ) - I(135^\circ)}{I(45^\circ) + I(135^\circ)} = \sqrt{3 \over 2} \left[ 1 \begin{array}{c} 1 \end{array} \right] \left( T(J+\hat{z})_{21} \right) / I,
\]

\[
P_3 = \frac{I(90^\circ) - I(270^\circ)}{I(90^\circ) + I(270^\circ)} = \sqrt{3 \over 2} \left[ 1 \begin{array}{c} 1 \end{array} \right] \left( T(J+\hat{z})_{21} \right) / I,
\]
\[ P_3 = \frac{I^+ - I^-}{I^+ + I^-} = -\frac{\sqrt{3}}{2} \begin{pmatrix} 1 & 1 & 1 \\ J & J & J_f \end{pmatrix} \text{Im}(T(J)_{11})/I, \]  

(5)

with

\[ I = (I^+ + I^-) = \frac{2(-1)^{J_f}J}{3\sqrt{2J+1}} \langle T(J)_{00} \rangle + \sqrt{\frac{1}{6}} \begin{pmatrix} 1 & 1 & 2 \\ J & J & J_f \end{pmatrix} \langle T(J)_{20} \rangle, \]  

(6)

where \( I(\theta) \) is the intensity of light linearly polarized along the axis making an angle \( \theta \) in the x-z plane, \( I^+(\theta) \) is the intensity of light with positive (negative) helicity, the \( \{ \ldots \} \) are 6j coefficients, \( J_i \) is the total angular momentum of the excited state, and \( J_f \) corresponds to the state to which it decays. The \( \langle T(J)_{KQ} \rangle \)'s are the irreducible tensor components of the excited-state density matrix written in the \( |JM_i\rangle \) basis, with the brackets indicating that the scattered electrons are not observed. Thus \( \langle T(J)_{00} \rangle \) is proportional to the total cross section for exciting the state in question, \( \text{Im}(T(J)_{11}) \) is proportional to its magnetic dipole moment (or "orientation") along the \( \hat{y} \) axis, and \( \langle T(J)_{20} \rangle \) and \( \langle T(J)_{21} \rangle \) are related to the electric quadrupole moments (or "alignments") along \( \hat{z} \) and \( \hat{x} + \hat{z} \), respectively. Note that the measurement of photons from a given transition can only yield information about atomic \( J, M_J \) moments with rank 2 and lower.

Under the assumption of LS coupling for the ion and the validity of the Rubin-Bederson hypothesis, i.e., that the collision time is much shorter than the LS relaxation time, we can write

\[ \langle T(J)_{KQ} \rangle = \sum_{kq,k'q'} \frac{I_{LS}}{L} \beta_{KQ,kq,k'q'}^{L,LS} \langle T(L)_{kq} \rangle \langle T(S)_{k'q'} \rangle. \]

(7)

The constants \( \beta_{\ldots} \) are recoupling coefficients, defined as

\[ \beta_{KQ,kq,k'q'}^{L,LS} = (2J+1)(2k+1)(2k'+1)^{1/2} \]

\[ \times \begin{pmatrix} L & S & J \\ L & S & J \end{pmatrix} (kq,k'q'|KQ), \]

(8)

where (|) is a Clebsch-Gordan coefficient and \( \{ \} \) is a 9j coefficient. The two assumptions mentioned above are embodied mathematically in the way we write the product of the \( L \) and \( S \) multipoles in Eq. (7). If these multipoles were correlated, either by virtue of strong magnetic forces in the residual ion leading to the breakdown of LS coupling, or by the fact that they were produced in a correlated manner during the collision, we would have to write them as a correlated product: \( \langle T(L) \otimes T(S) \rangle \).

The experimental geometry and the assumption of LS coupling during the collision allow only \( \langle T(S)_{00} \rangle \), \( \langle T(S)_{11} \rangle \), and \( \langle T(L)_{00} \rangle \) (with \( K \) even) to be nonzero. Equation (7) thus has the general form

\[ \langle T(J)_{00} \rangle = a \langle T(L)_{00} \rangle \langle T(S)_{00} \rangle, \]

\[ \langle T(J)_{11} \rangle = b \langle T(L)_{00} \rangle \langle T(S)_{11} \rangle + c \langle T(L)_{20} \rangle \langle T(S)_{00} \rangle, \]

\[ \langle T(J)_{20} \rangle = d \langle T(L)_{20} \rangle \langle T(S)_{00} \rangle, \]

and

\[ \langle T(J)_{21} \rangle = 0, \]

(9)

where \( a, b, c, \) and \( d \) are real constants. We note that \( P_1 \) is solely a function of \( \langle T(J)_{20} \rangle / \langle T(J)_{00} \rangle \). This ratio, given Eq. (9), is equal to \( \langle T(L)_{20} \rangle / \langle T(L)_{00} \rangle \). Moreover, \( P_3 \) depends only on this ratio and \( \langle T(S)_{11} \rangle / \langle T(S)_{00} \rangle \). We can simplify our notation significantly by defining “normalized multipoles”

\[ \langle T(X = Y)_{kq} \rangle / \langle T(X = Y)_{00} \rangle = X(Y)_{kq}. \]

(10)

Here \( X \) is the angular momentum quantity in question and \( Y \) is its numerical value which may or may not be specified. (Generally we will specify \( Y \) for orbital angular momenta \( L \), where it can take on different values, but suppress it for \( l_o, l_r, s_i, \) and \( s_j \) which have unique values in this work.) The ionic electric multipoles are further limited to those having \( K = 2L \).

The coefficients are given in Table II for the various possible combinations of \( L \) and \( J \). It is apparent from the structure of Eqs. (11) and (12) that for the purposes of deducing the \( L(L)_{20} \) and \( S_{11} \), measurement of \( P_1 \) and \( P_3 \) for a single \( L \)-state fine-structure multiplet term is sufficient. Measurement of other (algebraically) redundant terms serves, however, as a check of the RB hypothesis. We limit our

<table>
<thead>
<tr>
<th>State</th>
<th>( a^1 )</th>
<th>( b^1 )</th>
<th>( c^1 )</th>
<th>( a^3 )</th>
<th>( b^3 )</th>
<th>( c^3 )</th>
<th>( d^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2F_{1/2} )</td>
<td>3</td>
<td>-6.4657</td>
<td>1</td>
<td>-5.8773</td>
<td>1.6979</td>
<td>-6.4657</td>
<td>1</td>
</tr>
<tr>
<td>( 2F_{3/2} )</td>
<td>3</td>
<td>5.0520</td>
<td>1</td>
<td>-4.5922</td>
<td>3.2265</td>
<td>5.0520</td>
<td>1</td>
</tr>
<tr>
<td>( 2D_{3/2} )</td>
<td>3</td>
<td>5.2293</td>
<td>1</td>
<td>1.4794</td>
<td>-0.3536</td>
<td>5.2293</td>
<td>1</td>
</tr>
<tr>
<td>( 2D_{5/2} )</td>
<td>3</td>
<td>-23.9603</td>
<td>1</td>
<td>10.1426</td>
<td>-8.4859</td>
<td>-23.9603</td>
<td>1</td>
</tr>
<tr>
<td>( 2P_{1/2} )</td>
<td>3</td>
<td>5.9759</td>
<td>1</td>
<td>2.8170</td>
<td>-0.4715</td>
<td>5.9759</td>
<td>1</td>
</tr>
<tr>
<td>( 2P_{3/2} )</td>
<td>3</td>
<td>-0.2357</td>
<td>0</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \) The coefficients for this state are for the transition which has a wavelength of 449.1 nm [i.e., it has \( 3P^4(3P)3D^2 \) as a final state].

\( ^b \) The coefficients for this state are for the transition which has a wavelength of 413.2 nm [i.e., it has \( 3P^4(3D)4s^2 \) as a final state].
consideration to the $^2F_{7/2}$, $^2F_{5/2}$, $^2D_{5/2}$, and $^2P_{3/2}$ states, which will prove sufficient for the determination of all non-zero multipoles. The choice of these specific terms depends on experimental details, to be discussed in Sec. V.

We note that Eq. (7), when evaluated for $(T(J)_{21})$, gives an expression that is identically zero. This is a consequence of our assumption of LS coupling. As we shall see, we observe $P_2$ to be zero within our experimental accuracy, meaning that any actual (small) breakdown of LS coupling in the Ar II $(3p^44p)$ manifold (Table I) has negligible consequences for our analysis.

Continuing in the LS-coupling approximation, we may now generalize Eqs. (7) and (8) to decouple the individual $T(L)$’s and $T(S)$’s:

$$\langle T(L)_{KQ}\rangle = \sum_{ij} \alpha'_i \alpha'_j \sum_{KQ,kq,k'q'} \rho^{ij,ij}_K \langle T(l_i,l_j)_{kq}\rangle \langle T(l_i,l_j)_{k'q'}\rangle,$$  \hspace{1cm} (13)

and

$$\langle T(S)_{KQ}\rangle = \sum_{ij} \alpha'_i \alpha'_j \sum_{KQ,kq,k'q'} \rho^{ij,ij}_K \langle T(s_i,s_j)_{kq}\rangle \langle T(s_i,s_j)_{k'q'}\rangle,$$ \hspace{1cm} (14)

This yields in turn the simultaneous equations for all relevant normalized multipole moments:

$$L(1)_{20} = \frac{0.1000(l_o)_{20} + 0.5917(l_e)_{20} + 0.1196(l_c)_{20} + 0.9622(l_o)_{40}(l_o)_{20}}{1 + 0.5917(l_o)_{20} (l_o)_{20}},$$ \hspace{1cm} (15)

$$L(2)_{20} = \frac{-0.5916(l_o)_{20} + 0.5000(l_e)_{20} - 0.5050(l_c)_{20} (l_o)_{20} - 0.2710(l_o)_{40}(l_o)_{20}}{1 - 0.5916(l_o)_{20} (l_o)_{20}},$$ \hspace{1cm} (16)

$$L(3)_{20} = \frac{0.4900(l_o)_{20} + 0.8281(l_e)_{20} + 0.1673(l_c)_{20} (l_o)_{20} + 0.0374(l_o)_{40}(l_o)_{20}}{1 + 0.1691(l_o)_{20} (l_o)_{20}},$$ \hspace{1cm} (17)

As will be discussed in Sec. IV, these simultaneous nonlinear equations must be solved to yield the elemental multipole moments.

We now consider briefly the effect of a breakdown in LS coupling of the $3p^4$ core. In the $3p^44p$ manifold the so-called $3p^44p \ " [1D] 4p \ 2P_j "$ states are actually a mixture composed of $\sim 85\% \ 1D$ core and $\sim 15\% \ 3P$ core (see Table I). Specifically, we must write

$$\mid \ " (1D) 4p \ 2P_{3/2} \ " \rangle = \alpha_{3/2} \mid (1D) 4p \ 2P_{3/2} \rangle + \alpha_{5/2} \mid (3P) 4p \ 2P_{3/2} \rangle,$$

and

$$\mid \ " (1D) 4p \ 2P_{1/2} \ " \rangle = \alpha_{1/2} \mid (1D) 4p \ 2P_{1/2} \rangle + \alpha_{3/2} \mid (3P) 4p \ 2P_{1/2} \rangle,$$

(19a)

and

(19b)

where the quotes indicate a non-Russell-Saunders state designated by approximate spectroscopic notation. [Note that, unlike the case of intermediate coupling in the first excited states of the neutral heavy noble gases, the expansion coefficients of Eqs. (19) are not symmetric because of other states that contribute to the expansion.] While Eqs. (16)–(18) for the $L=2$ and $3$ states remain unchanged, Eqs. (13) and (14) must now be generalized to include the effect of intermediate coupling in the $L=1$ states [22]:

$$S_{11} = (s_o)_{11}.$$

(18)

Equations (20)–(22) allow the possibility of complex “two-component” irreducible tensor multipole moments $\langle T(l_i,l_j)_{kq}\rangle$ and $\langle T(s_i,s_j)_{kq}\rangle$, corresponding to off-diagonal rectangular blocks of the $3p^4$ core density matrix [22]. This has the unfortunate result that the number of normalized irreducible tensor multipole moments increases from four to ten: $l_o(1)_{20}$, $l_e(1)_{20}$, $l_c(1)_{20}$, $l_o(1)_{40}$, $s_o(1)_{11}$, $s_e(1)_{11}$, $s_c(1)_{11}$, and $s_o(1)_{11}$ must now be included in the expansions of Eqs. (20) and (21). From the Stokes parameter measurements we would now determine independent values $L(1)_{20}$, $L(2)_{20}$, $L(3)_{20}$, $L(1)_{21}$, and $S(1)_{21}$ for $L=1$, and $S(1)_{11}$ for either $L=2$ or $L=3$, the latter two being depen-
dent solely on \((s_d)_{11}\). These parameters depend in turn on the ten independent normalized subshell multipoles. Because \(L\) and \(S\) are each individually well-defined for a given \(J\) state, we have sufficient information to determine \(s_d(1/2)_{11}, s_d(1,0)_{11}\), and \(s_f(1,0)_{11}\), but lack by two parameters the information to determine all the \(l_i\) and \(l_n\) normalized multipoles. Thus a restriction of measurements to the \("(1)D4p^2L"\) manifold alone allows full determination of the spin partitioning in the excitation, but precludes a complete experiment. Fortunately, mixing of the \(3p^4(3P,1D)4p\) states with other configurations or states with a \(3p^41S\) term is negligible [11]. Thus two additional Stokes parameter measurements of transitions from a doublet state with a predominantly \(3P\) core would, in principle, allow us to determine all ten subshell multipoles. As we shall discuss in Sec. V, energy differences (and hence radial matrix elements) between the \("3P"\) and \("1D"\) core states cause this procedure to be problematic, but still potentially valid.

Given the relatively small level of \(3P\) contribution to the core, and the fact that we measure no nonzero values of \(P_2\); at our level of experimental precision (which would be a clear indication of the importance of the breakdown of \(LS\) coupling), we proceed to use Eqs. (3)–(18).

IV. PREVIOUS RELATED WORK

Although this is the first experimental work to succeed in extracting multipole moments of individual atomic subshells, a number of earlier investigations have provided similar or complementary information. Since the 1960s, optical excitation functions of various \(Ar^+\) states produced by electron impact have been measured [7–10,23–27]. In the 1960s and 1970s, these experiments were driven in large part by the need for spectroscopic data basic to the design and construction of \(Ar\) ion lasers. Perhaps the most notable of the early experiments in the context of this work is that of Clout and Heddle [23], who made measurements of \(P_1\) as a function of energy for a number of transitions. More recently, the Perth group has been particularly active, making integrated Stokes parameter measurements for simultaneous ionization and excitation of \(Kr\) [12] and \(Zn\) [28] by electron impact, as well as the first \((e,\gamma)\) coincidence measurements of (excitation + ionization) collisions with \(He\) targets [29]. The theory for such coincidence experiments was first developed by the Münster group [13]. The relative ease with which integrated measurements can be made compared with coincidence measurements is evident from the paucity of data from the latter. While the integration obscures some physics, the relative ease of data taking allows a much greater range of parameter space to be explored. Moreover, subshell information, unavailable in coincidence measurements, can be extracted from integrated experiments.

Another series of related investigations, carried out by Jaecks \textit{et al.}, has involved the (excitation + ionization) of \(Ar\) in charge transfer collisions with \(He\) [30–33]. These experiments, in which scattered neutral \(He\) was detected, succeeded in measuring the electronic octupole moment components \(L(3)_{31}\) and \(L(3)_{33}\), as well as the rank-1 and rank-2 multipole moments of the \(Ar^+ [3p^4(1D)4p \ ^2F]\) states. Without actually determining the individual subshell moments, they showed that the orientation of the orbital angular momentum \([L(3)_{11}]\) produced in the collision was consistent with complete orientation of the \(p\) electron and no orientation of the \(1D\) core over most impact parameters. It was this shell-specific analysis, discussed in Refs. [30,33], that inspired the present work. Jaecks \textit{et al.} were also able to demonstrate the validity of the Rubin-Bederson hypothesis with regard to the fine structure components of the \(2F\) state they considered. They did this by showing that \(L(3)_{11}\) extracted separately from the \(J=5/2\) and \(J=7/2\) data were the same within experimental error.

Finally, the Perth group has made another series of investigations in which \(H\) and \(He\) are excited to \(n=3\) states by electron impact. By making \((\gamma,\gamma)\) coincidence measurements and, in one case with \(He\), \((2\gamma,\gamma)\) triple coincidence measurements, they were able to extract information about the excited state multipoles up to rank 4 [34,35]. In the latter experiment, essentially complete quantum mechanical information about the excited \(3^1D\) state of \(He\) was obtained. These experiments are exceedingly difficult and, even in the best cases, yield values of the higher multipole moments that have large experimental uncertainty.

For the sake of completeness, we mention that a number of investigators have taken up the question of the validity of the Rubin-Bederson hypothesis. In situations where magnetic ("relativistic") forces are appreciable during the collision, as can be the case with high-Z targets or when resonant states form an intermediary collision complex, one sees departures from this impulsive approximation [36,37].

V. APPARATUS AND EXPERIMENTAL CONSIDERATIONS

The apparatus used in these experiments has been described previously [6,8,39] and is illustrated in Fig. 3. Briefly, photoemission from bulk GaAs is used to produce a beam of electrons with a transverse polarization of \(-20\%\) and an energy width of \(\sim 0.4\ eV\) FWHM. This beam, guided by both electrostatic and magnetic steering elements, traverses a differential pumping chamber and an isolation valve before entering a cylindrical target cell. This cell, nominally 5 cm in diameter, has a 1.0 mm diameter entrance aperture and a 2.0 mm exit aperture for the electron beam. At the top end of the cylinder is a lens whose focal point lies on the electron beam axis, and which serves as a vacuum wall. This beam is electrostatically shielded from the lens by a series of metal apertures. Electrons exiting the target cell are detected in a Faraday cup formed from several downstream electrostatic lens elements.

The Stokes parameters of the light emitted as a result of the electron-argon collisions [Eq. (1)] were measured using a polarimeter comprising the light gathering lens followed by a retarder, linear polarizer, interference filter, and a second planoconvex lens to focus the light onto a photomultiplier tube. Great care was taken in this experiment to characterize and understand the systematics of the polarimeter optical train. The retarder and polarizer were both placed in rotatable mounts so that the effects of local variations in their respective optical constants could be evaluated. The retardance and
polarizing efficiency of the various optical elements, averaged over their illuminated area, was determined using several complementary techniques which provided results in good agreement. (Uncertainties in our quoted data incorporate uncertainties in our knowledge of these quantities.)

Since we do not detect the scattered electrons, the interference filters used in the optical polarimeter serve to identify the excited ionic states produced in the collision. This technique has the advantages of very high energy resolution (as opposed to techniques based on electron energy spectroscopy) and relatively high count rates (as opposed to measurements differential in electron scattering angle), but suffers from the averaging inherent in an integral technique. An additional difficulty is that fluorescence arising from transitions in neutral argon with wavelengths close to those associated with the $3p^4(1D)4p$ Ar II manifold can contaminate the signal if it falls within the bandpass of the interference filter. This dictates the use of very narrow bandpass filters, but complete isolation can remain difficult because the optical excitation cross sections for Ar I are typically an order of magnitude higher than those for Ar II. We thus chose Ar II transitions that had (1) wavelengths longer than 400 nm to allow very narrow band (0.3–0.5 nm FWHM) interference filters to be manufactured; (2) the highest possible oscillator strengths; (3) the best possible wavelength isolation from Ar I transitions; (4) initial and final J values that yielded reasonable Stokes parameter values for a given ionic alignment or orientation [see Eqs. (3)–(5)]; and (5) reasonable energy gaps between their threshold and the closest cascading threshold (see below).

In Table III, we show the initial and final states of the four transitions we chose based on these criteria, as well as their wavelengths, the respective interference filter center wavelengths and band widths, thresholds, the closest cascading...

### Table III. Transitions studied in this work.

<table>
<thead>
<tr>
<th>Initial state</th>
<th>Final state</th>
<th>Wavelength (nm)</th>
<th>Filter central wavelength (nm) (FWHM)</th>
<th>Threshold energy (eV)</th>
<th>Closest cascade level</th>
<th>Energy gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1D4p$</td>
<td>$^1D4s$</td>
<td>460.96</td>
<td>460.8(4)</td>
<td>36.90</td>
<td>$^1D5s$</td>
<td>3.14</td>
</tr>
<tr>
<td>$^2F_7/2$</td>
<td>$^2D_{5/2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1D4p$</td>
<td>$^1D4s$</td>
<td>463.73</td>
<td>463.7(5)</td>
<td>36.89</td>
<td>$^1D5s$</td>
<td>3.14</td>
</tr>
<tr>
<td>$^2F_{5/2}$</td>
<td>$^2D_{5/2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1D4p$</td>
<td>$^1P3d$</td>
<td>448.18</td>
<td>448.3(3)</td>
<td>37.26</td>
<td>$^1D4d$</td>
<td>3.26</td>
</tr>
<tr>
<td>$^2D_{5/2}$</td>
<td>$^2D_{5/2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^1D4p$</td>
<td>$^1D4s$</td>
<td>423.73</td>
<td>423.7(4)</td>
<td>37.11</td>
<td>$^1D3d$</td>
<td>1.46</td>
</tr>
<tr>
<td>$^2P_{3/2}$</td>
<td>$^2D_{3/2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
state and the energy gap between the excitation and closest cascade thresholds. As discussed above, measurement of \( P_1 \) and \( P_3 \) for only one transition from each \( L \) manifold is required to completely determine the four nonzero subshell normalized multipole moments. We chose to study transitions from both of the \( L=3 \) fine-structure multiplets in order to provide redundant information about \( L(3)_{20} \). If the values of this multipole are consistent for both transitions, we can infer that the \( L \) and \( S \) multipoles are formed in a time much shorter than the fine-structure relaxation time for this manifold.

Criterion (5) relating to cascading emphasizes an important limitation of our experiment. Because we did not measure the energies of the electrons emerging from the collision volume, we cannot discriminate against collisions in which the upper state in question is populated by cascade transitions (see Table III). Since we must combine data from the \( P, D \), and at least one of the \( F \) upper states to extract all of the multipoles in question we have, strictly speaking, complete cascade-free data sets available only in the energy range between 37.3 eV and 38.6 eV. However, oscillator strengths of the \( \text{Ar} \) transitions and conservative estimates of the probable populations of the upper cascading levels imply that there is no significant contamination of the \( ^2P_{5/2} \) transition occurring for several eV above its first cascading threshold [40,41]. This allows a reasonable extension of the data set energy range to perhaps 41 eV.

The optimized selection of filters listed in Table III still did not isolate the 463.73 nm and 448.18 nm transitions completely from the \( \text{Ar} \) contaminant lines at 462.8 nm and 448.1 nm. These \( \text{Ar} \) lines produced a 30% and 60% background-to-signal ratio at 2 eV above the threshold energy for production of the \( ^2F_{5/2} \) and the \( ^2D_{5/2} \) states, respectively. This contamination can be clearly seen between 15 and 35 eV in the data of Fig. 4, the measured optical excitation function for the \( ^2F_{5/2} \) state.

The potentially large sources of background, the small energy range above threshold over which we can make measurements that have negligible contributions from cascading, and the rather small polarization values we often observed made the subtraction of background a crucial step in our data analysis. Background can be divided into two types: that which depends on electron beam current and that which does not. The latter includes the dark noise of the PMT and stray light from a variety of sources. These two combined to produce a signal of 2–3 counts/s in our apparatus. Electron-current-dependent background can be caused by collisions between electrons and the metal walls of the target cell and electron optics that are close to it, as well as the above-mentioned contamination from \( \text{Ar} \) transitions. It is possible to determine the electron beam-wall collision background by turning the argon gas off and measuring the signal as a function of electron energy. Such experiments showed that this source of background was negligible.

Our raw data comprised a series of optical excitation functions obtained with different settings of the optical polarizer elements. For each one of these, we estimated the (beam+target)-related background by measuring its intensity at several energies, \( E \), below threshold (covering an energy range equal to that range measured above the threshold) and then estimating the background intensity above threshold by extrapolation. For each setting, we fit the below-threshold intensity to a linear function of the form \( I(E)=A+BE \). Data analysis proceeded by subtracting the beam-unrelated background from the total accumulated counts. The remaining signal was normalized to target pressure and the current transmitted through the target cell. Then, the extrapolated background at energies above the excitation threshold was subtracted with the appropriate propagation of errors. Finally, the different excitation functions were combined to determine the Stokes parameters as a function of energy for each transition.

Measurements of the optical excitation functions allowed us to calibrate the energy of the incident electrons. The energy of the electrons in the target cell did not correspond exactly to the potential difference between the crystal and the target cell. The contact potential variations between them are primarily responsible for this. To determine the absolute electron energy scale, we measured the voltage at which the (most intense) 461.0 nm transition exhibited a count rate that was statistically higher than the background rate. We found that the voltage supply that set the electron energy had a voltage shift of about 1.9 eV. There was no significant change in this value over time. All of the electron energies listed in this paper are corrected for this energy shift.

We investigated the effect of the target pressure on the polarization of the fluorescence radiation by measuring \( P_1 \) for all states in question at energies where the excitation cross section is large and the \( P_1 \) values are not significantly depolarized by cascading. Within statistical uncertainty, \( P_1 \) did not change for any of the transitions investigated over a pressure range between 0.5 and 3.0 mTorr. All of the measurements in this paper were made at 3.0 mTorr. In this context, however, we note that excitation functions that we measured exhibited significant pressure dependence. We attribute the difference between our data and that of Feltsan and Povich [9] in Fig. 4 to this effect. We will address these issues in a future paper.
FIG. 5. Ratio of polarization fraction $P_2$ to the total linear polarization $P_1$ vs $I$, the current through the compensating Helmhotlz coils. $P_2$ for zero $B$ field in the collision volume must equal zero. Data for $^2F_{5/2}$ (circles) and $^2F_{3/2}$ (diamonds) transitions in Ar ii, as well as the $^3D_s^o-^3P$ 811.5 nm transition (squares) in Ar i (see text).

Another serious potential source of systematic error was spurious magnetic fields in the target chamber. The turbo pump beneath the target cell is the main source of these fields. Such fields can alter the collision geometry by deflecting the incident electron beam and/or causing Hanle depolarization of the emitted fluorescence [38,43,44]. To study possible effects due to Hanle depolarization, we measured the linear polarization of the fluorescence for three excited states of Ar (one for Ar i and two for Ar ii) as a function of the magnetic field $B$ parallel to the fluorescence direction. If one assumes that the field-free value of $P_2$ is zero, one can show that [43]

$$\frac{P_{2m}}{P_1} = \frac{2 \gamma \omega_0}{\sqrt{4 \gamma^2 \omega_0^2 + \gamma^4}},$$

where $P_{2m}$ is the measured value of $P_2$ at a given magnetic field, $P_1$ is the field-free value, $\gamma$ is the excited-state decay constant, and $\omega_0$ is the Larmor precession frequency of the excited state:

$$\omega_L = g_s \frac{eB}{2m},$$

where $g_s$ is the gyromagnetic ratio of the upper state of the transition and $e$ and $m$ are the electron charge and mass, respectively. Thus the Hanle-induced value of $P_{2m}$ is a sensitive measure of the magnetic field in the collision volume.

In order to minimize magnetic fields in the collision region, two solenoidal coils in an approximate Helmholtz configuration were placed outside the vacuum region of the target cell, below and above the beam line (see Fig. 3). Their symmetry axes were coincident with the axis of the optical polarimeter. Because it was difficult to measure the magnetic field in the interaction region directly, we zeroed the field using the measured ratio of $P_{2m}$ to $P_1$, using unpolarized incident electrons to guarantee that $P_2=0$. This was done for the $^2F_{7/2}$ and $^2F_{5/2}$ transitions in Ar ii, as well as the 811.5 nm, $3p^54p~^1D_s^o-3p^54s~^1P_2$ transition in Ar i (Fig. 5). While the slopes of $P_{2m}$ vs coil current are different due to the various gyromagnetic ratios of the various upper states (as well as the quantum numbers of the lower states), all three data sets have a common zero, corresponding to a coil current of $\sim$50 mA, or a 65 $\mu$T compensating field. This “triple intersection” method proved to be a highly sensitive way to eliminate the vertical $B$ field in the collision volume.

Measuring the polarization of the incident electrons, $P_e$, is necessary for normalization of the $P_2$ and $P_3$ data. We determined $P_e$ immediately before and after taking the data reported here by measuring the integrated Stokes parameters $P_1$ and $P_3$ for the resonance fluorescence at 811.5 nm of the $^3D_s$ state of Ar i [45]. About eight months elapsed during this time. All the data reported here were taken using the same GaAs crystal with several heat cleanings and activations being made over the course of the work. We found $P_e$ to be unchanged over this time interval, varying from 20.2±0.3% to 20.0±0.5%. We thus used an average value of 20.1±0.3% for normalization purposes. This value is significantly lower than earlier measurements made by our group with both a different apparatus [20] and the same [38] apparatus used here. The values of $P_e$ determined in those references were 27% and 28%, respectively. The present polarization value may be due to anomalous conditions for this crystal. During heat cleaning, there was a white film on its surface that we could not remove by increasing its temperature. This film might have played a role in depolarizing the photoemitted electrons.

We used the 2$s^2$p$^2$-2$D$ negative-ion resonance (58.85 eV) in He to measure the energy distribution of the electron beam. This resonance can decay to the 1$s^2$3$d$-3$D$ state with a natural linewidth $\Gamma$=0.025(10) eV [38]. Since this width is very small in comparison with the energy spread of the GaAs

FIG. 6. Stokes parameters for the four transitions investigated, indicated with $1\sigma$ error bars. Spin-dependent Stokes parameters are normalized to incident electron polarization. Data are for the upper states $^2F_{7/2}$ (open circles), $^2F_{5/2}$ (solid circles), $^2D_{5/2}$ (diamonds), and $^2P_{3/2}$ (squares).
electron source, the width of the resonance feature gives a good estimate of the energy resolution of our experiment. Using this method we found our electron beam to have a typical energy width of $0.40 \pm 0.05 \text{ eV}$.

VI. DATA AND ANALYSIS

The Stokes parameter data for all four transitions are shown in Fig. 6. We note that, within the $1\sigma$ uncertainty of the data, the normalized values of $P_2$ are nil for all transitions. Using the data of Fig. 6 and Eqs. (11) and (12), we can extract the values of $L$ and $S$ multipoles “setting up” before significant intra-atomic spin-orbit coupling has occurred. Even stronger evidence for this time scale is provided by the fact that $S_{11}$ is the same for all the states we studied within the statistical uncertainty of the data. This implies that the magnetic dipole of the residual ion subshells are determined during or soon after the collision, before the total $L$ and $S$ multipoles have time to form.

The fact that the $L(3)_{20}$ values are essentially independent of the $J$ multiplet from which they are derived validates the Rubin-Bederson picture of the $L$ and $S$ multipoles “setting up” before significant intra-atomic spin-orbit coupling has occurred. Even stronger evidence for this time scale is provided by the fact that $S_{11}$ is the same for all the states we studied within the statistical uncertainty of the data. This implies that the magnetic dipole of the residual ion subshells are determined during or soon after the collision, before the total $L$ and $S$ multipoles have time to form.

Because of the nonlinear nature of Eqs. (15)–(17), some care must be taken in determining the values and uncertainties of the $(l_c)_{kq}$ and $(l_o)_{kq}$ from the $L(L)_{kq}$. To address this issue we combined terrain search and Monte Carlo algorithms. Determination of the uncertainties is particularly difficult. The standard propagation of errors technique has a significant drawback in that it can give misleading results if the function that must be evaluated is nonlinear near the solution point. The Monte Carlo (MC) method, on the other hand, does not require any knowledge or prior assumptions about the function that must be inverted [46]. Our method relies on generating a set of artificial data points that mimics the statistics of each measurement of the $L(L)_{kq}$’s (i.e., the mean value and its uncertainty), and inverting the equation that relates this value to the $l_{kq}$’s for each one of these artificial data points. The distribution of the solutions of Eqs. (15)–(17) about their global minimum for an incident electron energy of 40.2 eV forms a “solution cloud” in $l$ space. The standard deviation of this cloud about its mean in the solution space corresponds to the uncertainties in these derived multipoles. For this method to work, the artificial set must be statistically indistinguishable from the parent distribution from which the actual measured value was drawn. The uncertainties that we used for the $L_{kq}$’s were derived from the accumulated photon counts.

To invert Eqs. (15)–(17), we used a terrain search algorithm. As the name implies, this algorithm searches the do-
main of a scalar function until it finds a local minimum. For our scalar function, $d$, we used the Euclidean distance between the vector of the measured relative orbital multipoles, $\vec{u} = (L(3)_{20}, L(2)_{20}, L(1)_{20})$, and the vector of the relative multipole values estimated from the individual electron multipoles, $\vec{v} = \{F_1(l_{c}20, l_{d}40, l_{o}20); F_2(l_{c}20, l_{d}40, l_{o}20); F_3(l_{c}20, l_{d}40, l_{o}20)\}$ obtained from Eqs. (15)–(17) and weighted by the uncertainty in the measured values. To make sure we found the global minimum of $d$, we started from a number random points throughout the entire allowed space of $\vec{u}$, which is bounded by angular momentum constraints.

Figure 8 is an example of the typical “solution cloud” that we obtained for each energy we investigated. The mean value and width of these distributions correspond to the derived $l$’s and their uncertainties. All of these solutions are unimodal, compact, and reasonably well described by Gaussian functions at all energies, implying that they are robust and well defined. The results of this analysis are shown in Fig. 9. The individual values of $(l_{c}20, l_{d}40, l_{o}20)$ can now be plugged back into Eqs. (13) and (15)–(17) to generate the recoupled “derived” values of $L(1)_{20}, L(2)_{20}, L(2)_{40}, L(3)_{20}, L(3)_{40}$, and $L(3)_{60}$. Thus by making a series of single-photon measurements, we can extract information about rank-4 (hexadecapole) and rank-6 (hexacontatetrapole) moments of an atomic system within the framework of a given angular momentum coupling scheme. To make these measurements directly would require two- and three-photon coincidence measurements, respectively. These recoupled moments are shown in Figs. 10 and 11. Note that the measured values of the $L(Y)_{20}$, obtained directly from Eq. (11), can be compared with the “derived” values (Fig. 10). The two data sets are consistent with each other, which gives us further confidence that our inversion method for extraction of the individual subshell multipole moments is correct.

VII. DISCUSSION AND CONCLUSIONS

The fact that $L(3)_{20}$ is independent of the multiplet component from which it is obtained provides experimental evidence for the validity of the RB hypothesis on a time scale longer than $\sim 3 \times 10^{-14}$ s. In other words, we have demonstrated experimentally that multipoles of $L$ and $S$ are not correlated for the $1^D$ core configuration we are studying. The collision-time arguments made at the end of Sec. II allow one to reasonably argue that the multipoles of $l$ and $l_o$ ought to be uncorrelated as well, i.e., that Eqs. (15)–(17) are valid. Unfortunately, we have no direct experimental way to check this assertion because no redundant coupling equations exist for $l_c$ and $l_o$. If the multipoles of $l_c$ and $l_o$ are correlated, we must write their products in Eq. (13) as $\langle T(l_c)_{kq}T(l_o)_{k^'q'}\rangle$ instead of $\langle T(l_c)_{kq}\rangle\langle T(l_o)_{k^'q'}\rangle$. This leads to equations of the type

$$L(X)_{20} = \frac{a\langle(l_c)_{00} \otimes (l_o)_{20}\rangle + b\langle(l_c)_{20} \otimes (l_o)_{00}\rangle + c\langle(l_c)_{20} \otimes (l_o)_{20}\rangle + d\langle(l_c)_{40} \otimes (l_o)_{20}\rangle}{1 + e\langle(l_c)_{20} \otimes (l_o)_{20}\rangle},$$

replacing Eqs. (15)–(17), where

$$\langle(l_c)_{kq} \otimes (l_o)_{k^'q'}\rangle = \frac{\langle T(l_c)_{kq}T(l_o)_{k^'q'}\rangle}{\langle T(l_c)_{00}\rangle\langle T(l_o)_{00}\rangle}.$$


We are now confronted with four independent variables instead of three, but still have only three independent measurements: $P_1$ for either multiplet from each $L$ component of the manifold.

How do possible correlations between subshell multipole moments affect our results? We are insensitive to correlations solely between $s_{lc40}$ and $s_{lo20}$. In this case, there are still only three independent variables, with $(l_{c40})\otimes(l_{c20})$ simply replacing $(l_{c40})$. We can explore how sensitive our measurements are to possible correlations between $(l_{c20})$ and $(l_{c20})$ by constructing a “correlation parameter”

$$x = \frac{\langle 20,20 \rangle - \langle 20,00 \rangle \langle 00,20 \rangle}{\langle 20,20 \rangle + \langle 20,00 \rangle \langle 00,20 \rangle},$$

(27)

where

$$\langle kq,k'q' \rangle = \langle (l_{c})_{kq} \otimes (l_{c})_{k'q'} \rangle.$$

(28)

This parameter equals zero for no correlation and ranges from −1 for pure anticorrelation to +1 for pure correlation. When $x$=0, the correlated multipole combinations $\langle 20,00 \rangle$, $\langle 00,20 \rangle$, and $\langle 40,20 \rangle$ reduce to $(l_{c20})$, $(l_{c20})$, and $(l_{c40})$, respectively. Figure 12 shows the values of the correlated multipoles over the domain of $x$. Note that the denominator of $x$ in Eq. (27) is positive definite for our data set.

Given the statistical accuracy of our experiment, it is obvious that we are insensitive to possible correlations between $(l_{c20})$ and $(l_{c20})$ at the level necessary to cause $x<0.5$. In other words, our results can exclude correlation only over the range $0.5<x<1$. With this caveat, we will assume for the rest of our discussion that the core and 4$p$ multipoles are uncorrelated.

Putting correlation issues aside, one must also critically evaluate the effects of cascading and excitation dynamics on the values of the extracted subshell multipoles. From Table III, we see that cascading from higher-lying states can, in principle, contaminate the data above 38.6 eV. Given the lower excitation cross sections for these upper states, especially close to their respective thresholds, gives us confi-
dence that contamination should not be significant below 41 eV. We have extracted values up to 40.2 eV.

A potentially more serious problem is that the different excited states studied in this work have different threshold energies themselves. Thus one might expect that the dynamical conditions leading to the production of the core and 4p electron would produce different multipole values for each of these states. Let us consider the extreme case of the data taken at 38.2 eV. At this incident energy, the asymptotic speed of the ionized and projectile electrons (assuming, for the sake of discussion, equal energy sharing) varies by 18% between the 2F states and the 3D state. This concern is ameliorated by our observation that the multipole moments of the core and outer electron depend only weakly on energy. Moreover, the 18% difference is for the asymptotic speeds; the speeds near the residual ion as the electrons leave the collision volume will be closer to each other. As the incident electron energy increases, these differences become even smaller. All of these concerns are endemic to the integrated Stokes parameter measurement technique. While our data is probably influenced only minimally at our level of statistical accuracy by these effects, they must be kept in mind. The much cleaner double or triple coincidence technique [34,35] suffers from none of these problems, but has the difficulty that the data are much less precise given their typical count rates [34,35].

The data on the normalized magnetic dipole moment of the 4p electron allow us to estimate the importance of exchange collisions for populating this shell. The horizontal-dashed line in the lower half of Fig. 7 corresponds to a value of \(-\text{Im}(s_{11}/P_e) = 1/\sqrt{2}\). This would be the experimental result if the excited outer electron was produced exclusively through exchange with the incident polarized beam. In pure exchange scattering (no spin flips) of the polarized electron with spin up (\(\uparrow\)) polarization (along the y axis), for example, the following possibilities for the spin configuration of the 3p\(^2\) core electrons, the 4p excited electron, and the ejected electrons are possible:

\[
\begin{align*}
\text{e}^{-}(\uparrow) & \quad + \quad \text{Ar}(3p^{6}) & \rightarrow & \quad \text{Ar}^{+}[3p^{4}(1D)4p] & \quad + \quad \text{e}^{-} & \quad + \quad \text{e}^{-} \\
\uparrow & \quad + \quad \uparrow \uparrow \downarrow \downarrow & \rightarrow & \quad \uparrow \uparrow \downarrow \downarrow & \quad + \quad \downarrow \downarrow \downarrow & \quad + \quad \uparrow \uparrow \downarrow \\
\uparrow & \quad + \quad \uparrow \uparrow \downarrow \downarrow \downarrow & \rightarrow & \quad \uparrow \uparrow \downarrow \downarrow & \quad + \quad \downarrow \downarrow \downarrow & \quad + \quad \uparrow \uparrow \downarrow \downarrow \\
\uparrow & \quad + \quad \uparrow \uparrow \downarrow \downarrow \downarrow & \rightarrow & \quad \uparrow \uparrow \downarrow \downarrow & \quad + \quad \uparrow \uparrow \downarrow \downarrow \\
\end{align*}
\]

(We are studying states that have a 1\(D\) core, so the core electrons have to be paired to give zero total spin angular momentum.) Pure exchange population of the 4p electron dictates that only the first two configurations listed above can occur. Thus the expectation value of the Cartesian spin component of the excited state is

\[
\langle (s_o)_{11} \rangle = \frac{1}{2} \hbar P_e. \tag{30}
\]

Now for electrons [43]

\[
\langle T_{1Q}(s_o) \rangle = \sqrt{2}\langle (s_o)_{11} \rangle \sigma \tag{31}
\]

and

\[
\sigma = \sqrt{2} \langle T_{00}(s_o) \rangle, \tag{32}
\]

where \(\sigma\) is the total cross section and \(Q=0, \pm 1\). Thus we have

\[
(s_o)_{1Q} = 2\langle (s_o)_{11} \rangle. \tag{33}
\]

For a particle with spin \(s\), the Cartesian components of the polarization vector \(P_i\) with respect to the expectation value of its Cartesian spin components \(\langle s_i \rangle\) are given by

\[
(P_e) = \frac{\langle s_i \rangle}{s}. \tag{34}
\]

Transforming Cartesian components into spherical ones, we write

\[
s_{1Q} = \begin{cases} 
-\frac{1}{\sqrt{2}}(\pm P_e + iP_y), & Q = \pm 1, \\
(P_e, Q=0).
\end{cases} \tag{35}
\]

Since in our experiment we have \(P_x = P_z = 0\), \(P_y = P_e\),

\[
(s_o)_{11} = -(s_o)_{1-1}, \quad \frac{(s_o)_{11}}{P_e} = -\frac{i}{\sqrt{2} P_e}. \tag{36}
\]

Thus the maximum possible value of \(-\text{Im}(s_{o11}/P_e)\), assuming pure exchange with the outer electron, is \(1/\sqrt{2}\approx 0.71\). The measured value of the \(-\text{Im}(s_{o11}/P_e)\) is considerably smaller than this value, and is \(\approx 0.25\pm 0.10\). This means that there are more dominant collision channels, including core exchange and/or direct excitation of the 4p outer electron.

We note in passing that the electric multipole of the various \(L\) terms can be written in terms of the excitation cross sections for their \(m_L\) magnetic sublevels, \(\sigma_{m_L}\), where \(\sigma_{m_L} = \sigma_{-m_L}\) by symmetry:

\[
L(1)_{20} = -\frac{2}{3} \sigma_0 + \frac{2}{3} \sigma_{\pm 1}, \tag{37}
\]

\[
L(2)_{20} = -\frac{2}{7} \sigma_0 - \frac{2}{7} \sigma_{\pm 1} + \frac{8}{7} \sigma_{\pm 2}, \tag{38}
\]
\[ L(2)_{40} = \sqrt{\frac{18}{35}} \sigma_0 - \sqrt{\frac{32}{35}} \sigma_{\pm 1} + \sqrt{\frac{2}{35}} \sigma_{\pm 2}, \]  

(39)

\[ L(3)_{40} = -\sqrt{\frac{4}{21}} \sigma_0 - \sqrt{\frac{3}{7}} \sigma_{\pm 1} + \sqrt{\frac{25}{21}} \sigma_{\pm 3}, \]  

(40)

\[ L(3)_{60} = \sqrt{\frac{18}{77}} \sigma_0 + \sqrt{\frac{2}{77}} \sigma_{\pm 1} - \sqrt{\frac{14}{11}} \sigma_{\pm 2} + \sqrt{\frac{18}{77}} \sigma_{\pm 3}, \]  

(41)

and

\[ L(3)_{60} = -\frac{10}{\sqrt{231}} \sigma_0 + \frac{75}{77} \sigma_{\pm 1} - \frac{12}{77} \sigma_{\pm 2} + \frac{1}{\sqrt{231}} \sigma_{\pm 3}. \]  

(42)

Knowing the state multipoles allows us to determine \( W_L \), the electron angular charge distribution of the excited states [43]:

\[ W_L(\theta, \varphi) = \frac{1}{\sqrt{4\pi}} \sum (-1)^k (2L+1) \binom{L}{k} L(L)_{kq} Y_{kq}(\theta, \varphi), \]  

(43)

where the third term in the sum represents 3J coefficients and the \( Y_{kq}(\theta, \varphi) \) are the spherical harmonics. Using this equation, we can determine the contribution of each multipole (by assuming zero for the others) as well as the total linear combination of them. Due to the weak energy dependence of the 4p outer electron and core electric multipoles, the angular charge cloud distributions do not change significantly over the energy range that we investigated. For this reason, we show these distributions only at 38.15 and 40.15 eV (Fig. 13). It is apparent from the figure that the higher-order moments of rank 4 and 6 play a significant role in determining the shape of the excited state charge cloud for the \( \text{Ar}^+ \) residual ion. Thus any complete analysis of these collision systems must include a description of the subshell multipoles from which these higher order moments are constructed.

In the work reported here, the role of the polarized electrons is limited to verifying the Rubin-Bederson hypothesis for the S multipoles, and to providing some insight about the role of exchange in the excitation of the 4p electron of the residual ion. The next logical step for this work is to investigate \( \text{Ar}^{12+} \) states with a \( ^1P \) core in conjunction with the 4p outer electron. One could then hope to investigate spin partitioning between the subshells as well as the distribution of orbital angular momentum.
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