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Dependence of the Electronic Transition Moment on Internuclear Separation in Na,:
A Quantum Mechanical Treatment

P. F, Williams and D. L. Rousseau
Bell Labovatovies, Murray Hill, New Jevsey 07974
(Received 19 August 1974)

We present a quantum mechanical treatment of laser-induced atomic fluorescence from
molecular sodium. It is shown that such fluorescence data may be analyzed with an 7-
centroid approximation and an accurate determination of the electronic transition mo-

ment may be made.

The proper interpretation of the optical spec-
tra of simple molecules requires knowledge of
the variation of the electronic transition moment
with internuclear separation. This variation
must be considered when analyzing absorption,
emission,’ and resonance Raman data.? Experi-
mental measurements of the separation depen-
dence of the transition moment have been scarce
and have relied for the most part on »-centroid
analyses of discrete vibrational spectral progres-
sions.® Recently Gersten? has described a new
technique for measuring the transition moment
by monitoring the atomic fluorescence resulting
after transitions from a ground electronic state
to a dissociative excited state. Callender et al.°
extended this method of induced atomic fluores-
cence to apply to cases in which the upper elec-
tronic state has an attractive potential, Their
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technique, if accurate, would appear to be prefer-
able to previous methods in that it does not re-
quire numerical calculations of matrix elements
and needs only approximate knowledge of the two
potential functions involved.

In the experiments reported by Callender et al.®
a laser beam was passed through a cell contain-
ing sodium dimers. The laser induces energy-
conserving transitions between the bound vibra-
tional-rotational states of the ground electronic
state X(*> _*) and levels of the vibrational-rota-
tional manifold of the excited electronic state
B(*1I,). If the laser induces a transition to a
state above the B dissociation limit, the excited
dimer dissociates producing excited free sodium
atoms because of the very short lifetime for dis-
sociation as compared to molecular fluorescent
re-emission, The fluorescence intensity of the
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free atoms is monitored as a function of laser
frequency, providing a measure of the total tran-
sition probability to dissociative excited states.
In order to interpret their data, for each laser
frequency w;, Callender et al. set I;= Vi (R;)I?
Xg(R;), where |M(R;)F is the R-dependent elec
tronic transition moment, g(R;) is a classically
calculated factor, I; is the measured atomic flu-
orescence intensity, and R;, the internuclear
separation, is determined by the equation

€,(R;) ~ €, (R;)=Tw,. (1)

Here €, and €, are the potential functions of the
ground and excited electronic states, respective-
ly. For each of eight argon-ion laser frequen-
cies, associated with a specific internuclear sep-
aration as defined in Eq. (1), Callender et al.®
determined |M(R;)P from the ratio I;,/g(R;). Over
the range of frequencies investigated (4579-5145
.7\, corresponding to an internuclear separation
range of 2,7-3.7 A), they found that 13 (R,)? var-
ied by more than a factor of 4, Their intensity
theory, however, was derived semiclassically,
and in view of the potential advantages the tech-
nique offers, it seemed desirable to carry out
the calculation with a standard quantum mechan-
ical treatment in order to check the accuracy of
the semiclassical result. We have performed
such a calculation for molecular sodium and re-
port the results in this paper.

From our calculation we find that, assuming a
constant electronic transition moment, |M(R)P,
our predicted intensities essentially agree with
the experimental intensities reported by Callen-
der et al.® for all laser frequencies but 4579 A.
To allow a quantitative interpretation of this be-
havior we have used the »-centroid approxima-
tion to determine the functional dependence of
M(R). The accuracy of the M(R) thus determined
was tested by using it instead of a constant in the
calculation of the intensities. The agreement be-
tween these calculated intensities and the experi-
mental data was good., On this basis we may
draw the following conclusions: (1) The »-cen-
troid approximation when applied to induced
atomic fluorescence spectra may serve as an ac-
curate means of determining electronic transi-
tion moments; (2) within the experimental errors
of the reported induced atomic fluorescence data
for sodium, |M(R)F has an essentially constant
value over the range 2.9-3.7 & and is nearly a
factor of 2 larger than this value at 2.7 4; and
(8) the semiclassical theory used by Callender
et al.’ does not accurately treat these fluores-

cence spectra.

Quantum mechanically, in the Born-Oppenheim-
er approximation, the total transition probability
L4, is given within a constant factor by

Ly =210, T M (R) e (@, I, w, ) |?
xexp(—E, J/kT),0(E, ;+hw,—D,. (2)

Here |v,J) is a bound vibrational-rotational ei-
genstate of the X electronic state with energy
E, ; le(,J, w)) is a continuum state of the B
electronic state with energy E, ;+7%w;; p,; is the
Honl-London intensity factor for rotational tran-
sitions; 6(E, ,+%w; —D,) is equal to 1 or 0 ac-
cording as the transition does or does not reach
the effective B dissociation energy, D;. For J
=0, D;=¢,(o), but for J >0 the excited-state po-
tential function has, for large R, a local maxi-
mum® equal to D;. We are making the assump-
tion that the quasibound excited states with ener-
gies below D, and above €,() have negligible
probability of dissociating and therefore do not
produce any atomic fluorescence. Strictly speak-
ing there is a local maximum in the potential
even at J =0 resulting from dipole-dipole reso-
nance forces” which would affect the low angular
momentum states, However, predissociation by
crossing to the 'T  state greatly diminishes the
experimental consequences of these dipolar in~
teractions in Na, and therefore we did not include
them in our calculations. In addition, for sim-
plicity we considered only the @ branch in our
calculations. Although differences between P or
R transitions and @ transitions are of importance
in interpreting discrete spectra,® for transitions
terminating in continuum states they should scale
together except for very low J. Similarly, ef-
fects of A-type doubling are not of importance.

In order to calculate I, in Eq. (2), M(R) was
first taken to be a constant and removed from the
summation so that Eq. (2) becomes

IM(R):I :vZ; KU,JI@(U,J, wi» l2
Xexp(~ Ev,J/kT)pJe (EV,J+ﬁwi "DJ)- (3)

The relevant X and B eigenstates were calculated
numerically using the Numerov method,® and the
overlap factors (v, Jle(v, J, w;)) were also numer-
ically calculated. The potential functions used
for the calculations were taken from the turning-
point data obtained from the Rydberg-Klein-Rees
(RKR) analysis of Demtrdder, McClintock, and
Zare,® OQutside the range of their analysis (i.e.,
beyond v = 23 of the ground state and » =10 of the
excited state), the potential was extrapolated
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with an a + b/R*? function for small R, and a ¢/R*®
function'® for large R.

It was found that rotational levels up to about
J =180 could be expected to contribute significant-
ly to the intensity. To avoid recalculating the
overlap factors for each of the 180 values of J
which have significant population factors, the
overlap factors were determined for a net of 34
values of J, roughly quadratically spaced over
the range. Overlap factors for J values between
the net points were determined by interpolation,
Assuming the potential functions used are accur-
ate, this interpolation procedure introduced the
largest error in our calculation, which we esti-
mate to be less than 10%.

In Fig. 1(a), we present the results of this
calculation, using Eq. (3), and also show for
comparison the experimental data of Callender
et al.® with their reported error estimates. The
calculation was done for eight argon-ion laser
frequencies and four additional frequencies as
shown in the figure, The intensities are plotted
in Fig, 1(a) versus the classical internuclear
separations as determined with Eq. (1). The cal-
culated intensities were normalized for the best
fit with the experimental data and a smooth curve
was drawn through the points. The comparison
between our calculated curve and the experiment-
al points® is convincing evidence that for the
seven laser frequencies in the range 4658 -5145

T
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FIG. 1. Plot of laser-induced atomic fluorescence
intensity as reported by Callender et al. (Ref. 5) (solid
points) for each of the argon-ion laser frequencies.
Abscissa is the internuclear separation as determined
by either Eq. (1) or Eq. (5). (a) Theoretical curve eval-
uated for several incident frequencies (open circles)
using Eq. (3). (b) Theoretical curve evaluated from Eq.

(2) for each of the eight laser frequencies (open circles).
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A, the electronic transition moment |3 (R)F may
be treated as a constant, This is in constrast to
the variation of a factor of 3 over this range'! re-
ported by Callender et al.® For cases in which
errors of this magnitude are acceptable, the an-
alysis of Callender et al.’ may be of use, but for
a reliable determination of |M(R) a more accur-
ate calculation, such as the one presented here,
is required. It should be pointed out that although
we would in general expect the semiclassical
approach to agree with the quantum calculations,
the disagreements here no doubt result from the
approximation of Callender ef al. that rotational
angular momentum may be neglected,'?

At incident wavelengths of 4579 A and below,
the quantum mechanically calculated intensity be-
gins to fall off rapidly as a result of a strong
variation in the Franck-Condon overlap factors.
In order to check the effect on our own calculated
intensities of the extrapolation used for the ex-
cited state potential, we recalculated these inten-
sities using an a +b/R® extrapolation for small R.
The resulting calculated fluorescence intensity
curve was very similar to that obtained using the
R"'2 extrapolation, all points differing by less
than 20%. It appears then that no reasonable
modification of the assumed potential will signif-
icantly affect our calculated intensities and there-
fore the difference between our calculated point
and the experimental point at 4579 A is signif-
icant and represents a variation in the electronic
transition moment.

To interpret quantitatively the difference be-
tween the calculated and the experimental point
at 4579 A we make use of the r-centroid approx-
imation,’® In the approximation we may make the
the equality

@ IMEBR) ") =MR)' "), 4)
where
R:::(v,IR ’1)">/<’Ulll)”) (5)

and v’ and v” correspond to vibrational wave
functions of different electronic states, Fraser!®
has shown that within the »-centroid approxima-
tion, R,, as defined in Eq. (5), may also be de-
termined by Eq. (1) (i.e., B,=R;) and is, there-
fore, independent of the initial vibrational state,
On this basis Eq. (2) may be rewritten

IM(R)=M(Rc) = lM(Rc)PvZ‘)’«)’JIe(U) J, wi))lz

x exp(- Ev'J/kT)p.,O(Ev'M+ﬁwi -D). (6)

We see that the summation in the equation is
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equal to the intensity we have calculated accord-
ing to Eq. (3) under the assumption of constant
M(R), and have reported in Fig. 1(a). Thus the
ratio of the previously calculated intensity to the
experimentally measured intensity is proportion-
al to IM(R )P, where R, may be determined from
either Eq. (5) or Eq. (1).

To determine the accuracy of our numerical
calculations and of the »-centroid approximation,
we numerically calculated matrix elements of R
and R®?, Except for a few cases in which the vi-
brational overlap factors were abnormally small
we found a maximum error of +3%. As a result
and from the relative insensitivity of our cal-
culated intensities to the extrapolated potentials
used, we conclude that the difference between
the calculated and experimental point at 4579 A
may be properly interpreted as a factor of 1.7
+0.2 increase in the electronic transition mo-
ment at 2,72 A over the value of the transition
moment from 2.8 to 3.7 A.

Although the preceding calculations indicate
that our 7-centroid approximation appears to be
valid, clearly the definitive test of the validity of
the approximation in this case may be made by
calculating the fluorescence intensity numerical-
ly with Eq. (2) using an electronic transition am-
plitude M(R) determined from the »-centroid an-
alysis. We have evaluated I, g, in this manner
and present the results of the calculation in Fig.
1(b). The good agreement between the calculated
curve and the experimental points in Fig. 1(b)
demonstrates that the technique presented here
is valid. The form of M(R) used for this calcula-
tion' is M(R)=AR?+BR+C for R<2.9 A and
M(R)=1 for R>2.9 A. This function is shown in
Fig. 2 (line) along with the »-centroid-determined

IM(R)|2
N
I
1

(= I I I E
T3 2 -1

| | | 1 | |

24 2.6 2.8 3.0 3.2 3.4 3.6 3.8

INTERNUCLEAR SEPARATION (Z)

FIG. 2. Electronic transition moment |[M(R)|? versus
internuclear separation. The points correspond to the
transition moment as determined from Eq. (3) and the
data of Callender ef al. (Ref. 5). The line is the func-
tional form of |M(R)|? used to obtain Fig. 1(b).

values (points) used to obtain it. Although we
have arbitrarily selected this functional form of
M (R), within the 7 -centroid approximation any
function which passes through the points in Fig.

2 (e.g., an exponential) should also satisfy Eq.
(2). More data in the 2.4-2.8-A range (exciting
wavelengths of 4000-4600 A) would be desirable
to determine more precisely the functional de-
pendence of |M(R)P in this region where it varies
most rapidly.

Finally it should be pointed out that the use of
Eq. (6) to determine electronic transition mo-
ments is superior to the standard »-centroid
method when no more than a few vibrational pro-
gressions are used. When data from only a few
vibrational progressions are available the cal-
culated overlap factors are extremely sensitive
to the precise form and position of the potential
function, Scattering in the calculated transition
moments determined from each vibrational pro-
gression often is accommodated by a least-squares
fitting procedure using the overlap integral as a
weighting factor.'* However, this is not neces-
sary when data from atomic fluorescence can be
analyzed with Eq. (6) since each datum point re-
sults from a sum of several individual transi-
tions. We have shown that the total intensities
calculated in this manner are relatively insen-
sitive to the precise forms of the potential func-
tions and we would expect therefore that this type
of ¥ -centroid treatment should be very useful in
the accurate determination of electronic transi-
tion moments.
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pressed in angstroms and energy in inverse centimeters.
liye have calculated the intensity from the semiclas-
sical formula [Eq. (3) in Ref. 5] over the range 2.5-3.7
f&, and found some disagreement with the curve in Fig.
3(a) of Ref, 5. We attribute this difference to errors in
the determination of dv/d(e,—€,). We have evaluated
this derivative numerically from the RKR data of Ref,
8, extrapolated as discussed in the text, whereas Cal-~
lender et al. (R. W. Leigh, private communication)
utilized a less accurate method which involved approxi-
mating the RKR potentials with Morse potentials, A
difference of up to a factor of 4 was found between the

quantum curve calculated from our Eq. (3) and the
semiclassical intensity curve determined with the RKR
data.

12Recently Callender et al. [R. H. Callender, J. I.
Gersten, R. W, Leigh, and J. L. Yang, Phys. Rev. Lett.
33, 1311(C) ( 1974)] incorporated angular momentum in
their semiclassical theory and obtained a result in
qualitative agreement with our quantum calculation.

13p, A. Fraser, Can. J. Phys. 32, 515 (1954).

Upor R expressed in angstroms, the values used for
A, B, and C are 24.64, — 142,52, and 207.02, respec-
tively.
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