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We present the results of a series of model Monte Carlo calculations of the scattering of spin-polarized
electrons from gold foil targets. Our calculations examine the behavior of the left-right scattering asymmetry A
as a function of various parameters conventionally used in extrapolation of the left-right asymmetry to single-
atom and/or elastic scattering conditions. These parameters include target thickness, scattered count rate, and
the maximum energy that an electron can have lost in the target and still be detected. Data are obtained at
incident electron energies of 10–120 keV, with detector-subtended half-cone angles of 5°, 10°, and 20°, and
gold foils of average thickness varying from 3 to 1000Å. Both elastic and inelastic electron scattering effects
have been considered. Comparisons of our results are made with existing measurements and theoretical mod-
els. We make recommendations concerning extrapolation algorithms and for future experiments to test the
present Mott scattering Monte Carlo model.

DOI: 10.1103/PhysRevA.64.052713 PACS number~s!: 34.80.Nz, 39.10.1j

I. INTRODUCTION

The standard method of measuring the spin polarization
of a collimated electron beam involves Mott scattering from
high-Z targets@1#. Gold (Z579) is the most popular target
material, as it is easy to obtain and to make into foils. It is
also inert and thus nonoxidizing. Thorium and uranium, hav-
ing a higherZ, provide a higher sensitivity, but they are not
as accessible as gold and are not as easily fabricated into
foils. While recent improvements in measuring the analyzing
power of a Mott polarimeter have been made by Gellrich and
Kessler, who used double-scattering techniques@2#, efforts
still need to be made to make Mott polarimetric measure-
ments absolute in the more common and easier-to-use single-
scattering setups. In the last 20 years, experimental studies to
improve the accuracy of single-scattering Mott polarimeters

have been made by Mayeret al. @3#, Gayet al. @4#, Fletcher,
Gay, and Lubell@5#, Jost@6#, Hodgeet al. @7#, and Campbell
et al. @8#. These investigators used both high-energy conven-
tional and concentric-cylinder Mott polarimeters. Similarly,
more compact~spherical-type! ‘‘mini-Mott’’ polarimeters
have been developed by Dunning and co-workers@9,10#.

This paper addresses experimental problems associated
with the accurate extrapolation of single Mott scattering
asymmetriesA to their ‘‘true’’ value ([Atrue), which is as-
sociated with elastic scattering from a single atom. Our work
is motivated by the empirical studies of Gayet al. @4#,
Fletcher Gay, and Lubell@5#, and Campbellet al. @8#. These
authors investigated the behavior ofA as a function of foil
thickness~t!, the maximum energy an electron can have lost
in the foil and still be detected~«!, and the scattered electron
count rate~N!. They also considered the theoretical bases
used in extrapolating measured values ofA to Atrue. In the
most recent analyses by Gayet al. @4# the following conclu-
sions regarding extrapolation methods were reached.

~i! Deviation of A from Atrue is ‘‘due to plural elastic
scattering compounded with small-angle inelastic multiple
scattering.’’ ‘‘Plural’’ scattering involves several large-angle
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scattering events, whereas ‘‘multiple’’scattering involves a
large number of small-angle collisions.

~ii ! The appropriate procedure for obtainingAtrue is anA
vs t extrapolation at any« value with a foil thickness range
such thatA vs t is demonstrably linear, i.e., the extrapolated
value ofA at t50 is independent of any fitting function that
is first order in t. This follows from their observation
that elastic plural scattering is the dominant process that
reducesA.

~iii ! In the event thatA vs t is nonlinear, the functional
forms

A~ t !5a11b1e2Gt ~1!

and

A~ t !5a21b2N~ t ! ~2!

were recommended. Herea1 , b1 , a2 , b2 , and G are con-
stants for a givene and incident electron energyE. This
follows from the observation that, even at values ofE where
A vs t plots showed nonlinear behavior,A vs N plots were
essentially linear, and yielded the best reduced chi-squared
(xn

2) fit.
~iv! Under the conditions whereA vs t plots showed large

nonlinear behavior~e.g., at lowE!, N values were signifi-
cantly removed from theN50 axis. This factor reduced the
precision ofA vs N extrapolations in determiningAtrue.

~v! In Eq. ~1! G is approximately equal to the inelastic
mean free path (l i) of electrons in the foil.

By making a Monte Carlo study of Mott scattering, where
Atrue is a known quantity, we can obtain insights into the
empirical extrapolation forms used to date. Moreover, the
physical assumptions used in the model calculations can be
altered, and the resulting changes in the dependence ofA on
N, «, and t analyzed, providing further insights into the foil
scattering physics. The goal of this work is to provide such
insights, and to critically evaluate the conclusions reached in
earlier investigations.

II. GENERAL EXPERIMENTAL CONSIDERATIONS

In the conventional Mott electron polarimetry experi-
ments addressed here, a collimated beam of transversely
spin-polarized electrons is scattered by atoms in a foil or
bulk target. The experiment measures the left-right electron
scattering intensity asymmetryA for polar electron scattering
angles centered aboutu ~typically 120°!, at azimuthal angles
centered aboutf50° and 180°, as shown schematically in
Fig. 1. With electrostatic retarding grids placed in front of the
detectors, one can also control«, the maximum energy loss
electrons can have suffered in the target and still reach the
detector. The observed left-right asymmetry of scattered
electrons, a measure of the difference in electron fluence
scattered to the left (NL) and right (NR), is directly related to
the transverse electron spin polarization normal to the scat-
tering plane,Pn , by @11#

A[
NL2NR

NL1NR
5PnSeff~E,t,u,DV,«!, ~3!

whereSeff is the ‘‘effective’’ Sherman function for the com-
plete polarimeter~including the electron detection system!.
The value ofA depends onE, the foil thicknesst, the solid
angle of the detectorsDV, and«. In the limit of t→0 and
«→0, Seff→S(u,DV), the elastic single-scattering Sherman
function averaged over the detector solid angle. Since plural
and multiple scattering degrade the observed left-right asym-
metry, Seff,S. The effects of plural/multiple scattering in
solid targets are complicated to model analytically, but the
Monte Carlo method is ideally suited to investigate such pro-
cesses. In the present analysis, we ignore effects due to in-
strumental asymmetries@1#.

III. THEORETICAL BACKGROUND

A. General

The quantum-mechanical description of the scattering of
spin-polarized electrons by single atoms requires the solution
of the relativistic Dirac equation@11#. The scattering is de-
scribed by direct and spin-flip differential scattering ampli-
tudes f (u) and g(u), respectively. Our model usesI, S, T,
and U parameters, which are derived from these scattering
amplitudes and their complex conjugates:

I ~u!5u f u21ugu2, S~u!5
i ~ f g* 2 f * g!

u f u21ugu2 ,

~4!

T~u!5
u f u22ugu2

u f u21ugu2 , U~u!5
f g* 1 f * g

u f u21ugu2
.

Thus I (u)[ds(u)/dV is the elastic spin-averaged differen-
tial scattering cross section~DCS!. The Sherman function
S(u) is defined above. The DCS with polarized electrons can
be related toI (u):

ds~u,f!

dV
5I ~u,f!5I ~u!~12S~u!Pn sinf!. ~5!

Figure 2 illustrates the electron-atom scattering geometry.
The unit vectorn̂ is perpendicular to the scattering plane
defined byk andk8, the incident and scattered electron mo-
menta, i.e.,n̂5 k̂3 k̂8. The polarization vector of the incident

FIG. 1. Schematic drawing of a conventional Mott scattering
apparatus using retarding potential discrimination of scattered
electrons.

M. A. KHAKOO et al. PHYSICAL REVIEW A 64 052713

052713-2



electron,P, has a componentPn alongn̂. The scattered elec-
tron polarizationP8 is given by@11#

P85
@Pn1S~u!#n̂1T~u!n̂3~P3n̂!1U~u!~ n̂3P!]

11P•n̂~u!
.

~6!

We use this equation to transform the components ofP into
P8 in terms of the body-centered coordinate system

$n̂,k̂8,n̂3 k̂8% used after scattering from the initial~frame-
centered! coordinatesn̂, k̂, andn̂3 k̂.

B. Previous theoretical models

Mott scattering in extended targets has been studied ana-
lytically by only a few authors, who were forced by the
complexity of the problem to consider only elastic scattering
@12–15#. With the advent of high-speed computers, the
Monte Carlo method of tracking electron trajectories is the
best way to model scattering in foils, but to date it has only
been used for polarized electron scattering in two reports to
our knowledge, those of Hnizdo@16# and Qiao and Kakizaki
@17#. Hnizdo’s calculations consider only elastic scattering,
and use only the target thickness as a parameter on whichA
can depend. Qiao and Kakizaki consider inelastic scattering
in anad hocfashion and as such can studyA vs « as well as
t. In the case of analytic studies, the behavior ofA as a
function of t has been considered by Wegener@12#. Exten-
sions of this work were made by Wegener@13#, Greenberg
et al. @14#, and Braicovich and de Michelis@15#. They used
S, T, U, and I from the screened-Coulomb calculations of
Holzwarth and Meister@18#. Owing to the complexity in
handling higher-order processes, these analytic investigations
were limited to double scattering only. Singularities in inte-
grals occurring from contributions of electrons scattered into
u590°, i.e., the plane of the foil, were suppressed by dis-
tributing these electrons over a finite range about the foil

plane as determined by multiple-scattering considerations.
The Wegener analysis yielded a functional dependence ofA
on t with the form

A~ t !'
Atrue

11b3~E,u!t
, ~7!

whereb3 is a constant.
The analytic method has the following disadvantages:~i!

It is limited to large E and small t values, where double
scattering is a small first-order correction.~ii ! It does not
explicitly consider inelastic scattering, which can be an im-
portant process.~iii ! It cannot be easily modified to take into
account the effect of finite-size detectors.

Further progress was made by Hnizdo@16# also using the
S, T, U, and I values from Ref.@18#. Hnizdo developed a
Monte Carlo algorithm in the energy range fromE
546– 290 keV, with random-walk statistics~Gaussian
spreading! to model multiple elastic electron scattering. For
multiple scattering, the electron is first deflected using a
random-walk algorithm without change of polarization. The
resulting Gaussian probability distributionG(u) is character-
ized by a standard deviation spreading^u2&:

G~u!5
2u

^u2&
expS 2u2

^u2& D , ~8a!

where

^u2&5nlE
0

Q

u2I ~u!2p sin~u!du ~8b!

and

E
0

p

G~u!du51. ~8c!

Here,n is the number density of atoms andl is the energy-
dependent elastic scattering path length of the electron in the
foil. The electrons could suffer two distinct types of elastic
scattering: multiple scattering through an angleu,Q, and
plural scattering through the angleu.Q. The critical angle
Q, which demarcated these two scattering zones, was se-
lected to be 20° for all incident energies, because the model
was found to be insensitive toQ around this value.

In Hnizdo’s Monte Carlo algorithm, the electron under-
goes numerous large-angle scattering events separated by
paths along which multiple scattering occurs. At each large-
angle scattering site, the probability of the electron reaching
the detector, a differential probability elementDP, is deter-
mined from

DP~d,u,f!5W
1

se

ds~u,f!

dV
exp~2nsed!, ~9!

wherese is the total elastic scattering cross section andd is
the path length in the foil from the scattering point to the
detector. The quantityW is a statistical weighting factor that
decreases exponentially with the total path length that the
electron travels in the foil. TheDP’s are summed for both

FIG. 2. Electron spin and momenta vector diagrams relevant to
Mott scattering~see text!. Pn is the component ofP perpendicular
to the scattering plane of the electron, defined byk and k8. The
transverse polarizationPt is the component of the electron spin
polarization vectorP perpendicular to the experimentally config-
uredyz scattering plane in Fig. 1.P is initially set parallel tox̂ in
our model.
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detectors as the electron moves through the foil. A further
correction inDP was made for multiple-scattering processes
that could have occurred on the way out to the detector. Only
for plural scattering (u.Q) was the orientation of the elec-
tron’s spin changed, using Eq.~6!. For multiple scattering
(u,Q), the polarization was rotated using a linear approxi-
mation to Eq.~6! depending on the multiple-scattering angle
u @16#. The electron was forced to remain in the foil until its
running statistical weightW was reduced to a minimum pre-
set value. The final summedDP(d,u,f) values were then
used to calculateA.

There are several problems with Hnizdo’s method.
~i! It is clear that Hnizdo’s propagation of detection prob-

abilities is unphysical. Realistically, an electron has one
chance of detection, and thus cannot be modeled by adding
sequentialDP(d,u,f) while it remains in the foil.

~ii ! While DP for electrons plurally scattered toward the
detector is reduced by a multiple-scattering correction, Hniz-
do’s calculation does not take into account the possibility of
multiple scatteringinto the detector’s solid angle of accep-
tance.@Note that Eq.~9! does not includeDV.#

~iii ! The direction of electron spin after a collision is cor-
rected accurately only for plural scattering and not for mul-
tiple scattering where alinear transformation algorithm is
used. However, a large number of multiple scatterings with
small changes in electron spin polarization can accumulate
geometrically to cause significant changes inA. This effect
was also discussed by Qiao and Kakizaki@17#.

~iv! The addition of multiple scattering~with a linear po-
larization change! during the electron’s travel to a plural-
scattering event with exact polarization change may pose
problems in thin foils, since a single plural scattering may
occur more often depending on the inelastic scattering mean
free pathl i ~51/ns i ; s i is the total inelastic cross section!.

~v! Finally, scattering of the electron via inelastic pro-
cesses in the foil was not investigated.

The more recent calculations of Qiao and Kakizaki@17#
are similar to those of Hnizdo, but they make improvements
on Hnizdo’s calculations by including the effect of inelastic
scattering in a phenomenological way using a mean energy
loss range in their Monte Carlo algorithm. They also improve
on Hnizdo’s random-walk treatment of multiple scattering by
calculating multiple-scattering angles for individual small-
angle collisions and rotating the electron spin polarization. In
their method,Q was set to 0.1 rad, again based on the insen-
sitivity of their model toQ around this value.

IV. PRESENT MODEL

A. Introduction

In this work we make the following improvements.
~i! The electron scattering channels are not artificially

separated into multiple or plural scattering, but are consid-
ered integrally at each collision point.

~ii ! We follow individual electrons and do not generate
probabilities@cf. Eq.~9!# while the electron is still in the foil.
Instead of detection probabilities, we generate electron de-
tection events.

~iii ! We consider all elastic and inelastic scattering pro-
cesses, e.g., we consider inelastic scattering using doubly
differential cross sections derived from the Born approxima-
tion. For the predominantly small-angle inelastic scattering
with energy loss (EL) below 1 keV, our model assumes a
transformation ofP equal to that for elastic scattering at the
same angle and incident energy@cf. Eq. ~6!#. This is a rea-
sonable approximation for small-scattering-angle, small-EL
processes since the projectile electron experiences an atomic
potential similar to that for elastic scattering. ForEL
.1 keV, the electrons scatter into a ‘‘black hole’’ and are
lost. This procedure is discussed in more detail later on.

~iv! The improved screened-Coulomb data of Ross and
Fink @19# for the elasticS, T, U, and I parameters are used.
Table I gives a summary of the calculated angle-averaged
Sherman functionsS(E,u5120°,Du) for detectors centered
at u56120° with opening half angles ofDu. We note that
S(E,u5120°,Du) equalsAtrue whenPn51.

B. Method

The present method makes extensive use of numerical
algorithms in Ref.@20# and the random-number generator
programRAN2 @21# which was tested in preliminary studies
by us to have a periodicity exceeding 2.331018 events. It
was thus adequate for this work, which uses less than 1016

events. Since the total mean free path~l t ; Table II! of the
electron at theseE values is longer than the diameter of a
gold atom~'2.4 Å @22#!, any crystal structure of the gold
may be neglected. Given this assumption, the method con-
sists of initializing the velocity and polarization (Pn51) of
the incident electron to the desired values and then iterating
the sequence described in the flowchart shown in Fig. 3.

The Monte Carlo program is started by downloading the
appropriateI, S, T, andU parameters, total elastic and inelas-
tic cross sections, black-hole cross section, and other initial
numerical parameters. The electron is initiated withPn51
and is fired along thez direction ~Fig. 1!. The range of the
electron is calculated using a Monte Carlo statistical weight-
ing that decreases exponentially with the product of the dis-
tance traveled and the total scattering cross section. The elec-
tron can scatter in the foil through one of the three scattering
processes: ~i! elastic,~ii ! inelastic and detectable~with the

TABLE I. Summary of theoretical@19# angle-averaged Sherman
function values for gold for variousE values, with detectors cen-
tered aboutu5120° and subtending half-cone angles of6Du at the
source.

E ~keV!

Du

0° 5° 10° 20°

10 20.262 20.260 20.254 20.228
20 20.299 20.298 20.294 20.277
40 20.338 20.337 20.334 20.319
60 20.363 20.362 20.359 20.344
90 20.389 20.387 20.383 20.368

100 20.395 20.394 20.390 20.374
120 20.405 20.403 20.399 20.383
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ability to overcome detector retardation potential!, or ~iii !
inelastic and undetectable~black-hole!. The probability for
this choice is based on the ratio of total cross sections for
these processes.

If the electron is elastically scattered, the value ofu is
determined from a weighting given byI (u) whereasf is
determined from the term@12S(u)Pn sinf# in Eq. ~5!. The
polarization of the electron is then rotated@Eq. ~6!# based on
the values ofu andf, which determine the scattering plane
in the coordinate frame of the scattering center. If the process
is inelastic and thecumulativeenergy loss suffered by the
electron is less than the detector retarding potential«, the
electron is deemed detectable and allowed to scatter further.
Otherwise, it is terminated~black-hole! and a new electron
trajectory is initiated. In this work, we consider values of«
<1 keV corresponding to most experimental situations. For
an inelastically scattered electron, the energy loss value is
selected according to the inelastic total cross section per unit
energy loss,ds/dEL . The inelastically scattered electron is
differentially scattered inu and ~random! f based on the
differential inelastic cross section. The total electron polar-
izationP is transformed and the electron’s energy is reduced
by EL .

Due to memory constraints, not all electron scattering
angles were recorded. We economized in this by using one
memory bin to count all electrons that were forward scat-
tered~leaving the foil by the back face!, one memory bin for
all electrons that were backscattered~leaving the foil by the
front face!, and a number of memory bins representing con-
centric circular ring detectors centered aboutu5120° and
f50°, 180°, subtending half-cone angles~Du! of 10° and
20° at the collision region~respectively 0.098 and 0.42 sr!.
The sum of forward- and backscattered electrons constitutes
a measure of the relative number of incident electrons. As
discussed below, we made one set of runs withDu55° to
more closely match the experimental conditions of Gayet al.
@4#.

We can greatly increase the efficiency of our calculations
by considering several ‘‘virtual’’ foils of varying thickness at

the same time~‘‘stacked foil’’ method!. We treat one foil as if
it were one of the maximum thickness desired, but keep track
of the maximum depth of any given trajectory alongz. If an
electron leaves the upstream foil surface, we look at its ulti-
mate penetration depth. We then bin that scattered electron
for each of the foils in the stack with thickness greater than
the ultimate penetration depth of the scattered electron. We
thus obtain better statistics for thicker foils, so we compen-
sate by periodically adjusting the set of stacked foils so that
the foil with the least counts becomes the thickest in the
stack. We then continue the Monte Carlo calculation. Over
several tens of cycles this method achieves comparable sta-
tistics for all stacked foils.

The stacked-foil algorithm has a major disadvantage in
that the statistics of stacked foils are correlated. Conse-
quently, in calculating errors incurred in parameters derived
from least-squares fits to our stacked-foil data, we take the
average statistical error for a single foil as representative of
the incurred statistical error. This issue will be discussed fur-
ther below.

Another advantage of our model is the addition of a
black-hole~BH! cross section, defined as the portion of the
total cross section that prevents the electrons from ultimately
surmounting the retarding-field grid in front of the electron
detectors and being counted. The size of the BH cross sec-
tion will thus depend on the energy loss required to keep an
electron from being detected.

C. Data used

1. Elastic scattering

The elastic scattering data used here were obtained from
the screened-Coulomb calculations of Ross and Fink@19#,
which, in the form ofS, T, U, andI parameters, were used to
evaluate the spin-dependent elastic scattering processes@Eqs.
~4!–~6!#.

2. Inelastic scattering

To our knowledge, there exist no quantitative doubly dif-
ferential cross sections~DDCS’s! for inelastic electron scat-

TABLE II. Total elastic cross sections (se), elastic mean free paths (le), ratios of total inelastic cross
sections (s i) to total elastic cross sections, and total scattering mean free paths (l t51/n@se1s i #) used in
this work, at variousE values. Thel t were calculated using these of Ross and Fink@19# and thes i from the
ratio s i /se of Misell @24# multiplied by se of Ross and Fink@19#. See text for details. Values in italics are
interpolated.

E ~keV!

Reference@19# Reference@24#

l t ~Å!se ~Å2! le ~Å! se ~Å2! le ~Å2! s i /se

10 0.807 21 2.10 8 0.080 19
20 0.545 31 1.10 15 0.082 29
30 0.424 40 0.77 22 0.085 37
40 0.361 47 0.61 28 0.087 44
60 0.281 60 0.42 40 0.090 56
80 0.240 71 0.34 50 0.093 65
90 0.219 77 0.31 53 0.094 71

100 0.203 83 0.29 59 0.095 77
120 0.185 92 0.27 61 0.096 85
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tering from gold in the electron energy range considered
here. However, it is possible to compute approximate high-
energy inelastic scattering cross sections using Born approxi-
mation calculations based on optical data, e.g., oscillator
strengths or extinction coefficients@23#. The Born approxi-
mation is considered reasonable for small-angle scattering at
these electron energies. Since total elastic scattering cross
sections are generally about an order of magnitude larger
than total inelastic cross sections@24,25# over the range ofE
used in this work~see Table II! and since inelastic processes
are more strongly forward peaked than elastic ones@25#, one
should expect multiple scattering to produce a preponderance
of inelastically scattered electrons in the forward direction.

In this work, we have derived the DDCS’s from the Born
approximation based on optical extinction coefficients. We
start from the equation that relates the oscillator strengthf for

an emission line to the photoabsorption cross sectionsp(v)
at the angular frequencyv, as@26#

E sp~v!dv52p2r 0c f , ~10!

wherer 0 is the classical radius of the electron, and the inte-
gration is conducted over the line profile. For a continuous
spectrum the differential form of Eq.~10! is applicable, i.e.,

sp~v!52p2r 0c
d f

dv
; ~11!

FIG. 3. Flowchart diagram for
the Monte Carlo calculation~see
text!. The flowchart outlines the
general route followed for a single
foil thickness with elastic, inelas-
tic, and ‘‘black-hole’’ channels.
EL,i equalsEL for the i th scatter-
ing in any given electron trajec-
tory (i 51,2,...).
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sp~v!5phr0c
d f

dEL
. ~12!

One can now write the photoabsorption cross sectionsp(v)
in terms of the extinction coefficientkp(v) @26,27#, the
number density of gold atomsn, and the wavelengthl1 , as

sp~v!5
4p

nl1
kp~v!. ~13!

This yields

sp~v!53.44
d f

dEL
~14!

in units of Å2, where we substitute the value of 0.059 07 Å23

for the value ofn for gold @22# ~at 20 °C! in Eq. ~13!. Using
Eqs.~13! and ~14!, we get

d f

dEL
556.33

kp~v!

l1
, ~15!

wherel1 is in angstroms. We can write Eq.~15! in terms of
EL(eV)5hv/2pe ~e is 1 esu! as

d f

dEL
54.97831023kp~EL!EL . ~16!

The theory of generalized oscillator strengths gives@23#

d f

dEL
5

EL

54.4
K2AE/~E2EL!

d2s

dV dEL
, ~17!

which means we can get the DDCS in terms ofd f /dEL as

d2s

dV dEL
50.271A~E2EL!/E

kp~EL!

K2 , ~18!

with d2s/dV dEL in Å2 sr21 eV21 and the momentum trans-
fer K in Å21. The available values of extinction coefficients
for gold @27# are accurate to about 10%.

The inelastic total cross sections obtained by integrating
Eq. ~18! are then normalized to the elastic total cross sections
of Ross and Fink@19# using the total inelastic to inelastic
cross section ratios given by Misell@24#. The normalization
factor for our Born approximation inelastic cross-sections
ranged between 0.05 to 0.2. The above procedure is based on
the following precepts.~i! The absolute values of the scatter-
ing cross sections calculated by Ross and Fink should be
very reliable. As expected, these calculations agree with nu-
merous other calculations~e.g., Ref.@18#!. ~ii ! The absolute
elastic scattering cross section measurements of Misell are
less reliable than the calculations of Ross and Fink, because
such measurements are hard to place on an absolute scale.
~iii ! The relative inelastic to elastic ratio measurements in
Misell should be significantly more accurate than their abso-
lute counterparts, because such ratios~at theseE values! can-
cel out the apparatus-sensitive parameters mentioned in~ii !.

V. DATA, ANALYSIS AND RESULTS

A. Elastic scattering only

Figure 4 shows the dependence ofA on t with Du
520°, obtained from our model with elastic scattering only.
In Fig. 4 we also show the present Monte Carlo data fitted to
an exponential-type function@Eq. ~1!# with Pn51. A com-
parison of the same data is also made with an analytic form
derived using the observations that~i! the differential asym-
metry elementdA(t8) contribution to the integral asymmetry
A from a planar foil element of thicknessdt8 located at a
distancet8 into the foil decreases with increasingt8, ap-
proaching zero ast8→`; ~ii ! dA(t8)→Atrue as t8→0; Atrue
5S(E,u,Du) for Pn51. Given these conditions, a reason-
able guess is thatdA(t8)'Atrueexp(2jt8). We also assume
that the efficiency for detecting electrons a distancet8 into
the foil follows an absorption law, i.e., is proportional to
exp(2at8), with a being a characteristic inverse length con-
trolling the elastic scattering attenuation of electrons. We
note thata is different fromj or 1/le(5nse); we cannot
assume thatj or a equals 1/le since the reduction ofA with
t involves complicated differential scattering events, whereas
the attenuation of electrons in the foil follows the straight-
forward absorption law. We now obtain a weighted asymme-
try average by integrating over the foil thickness:

A~ t !5
*0

t Atruee
2~j1a!t8dt8

*0
t e2at8dt8

5
Atruea~12e2~j1a!t!

~j1a!~12e2at!
. ~19!

This form has three adjustable parameters like Eq.~1!, but is
somewhat clumsier. Nevertheless, it has a better physical ba-

FIG. 4. A vs t for elastic scattering only. Data fitted with Eq.
~19!, solid line. Data fitted with Eq.~1!, dashed line. Fits using Eq.
~7! are almost identical to those of Eq.~19! and are therefore not
shown. Table III contains a summary of parameters andxn

2 values
from fits to Eqs.~1!, ~7!, and~19! ~see text!.
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sis than Eq.~1!. Foil-thickness extrapolations based on Eq.
~1! are discussed by, e.g., Gayet al. @4# and Gellrich and
Kessler@2#.

The results of the Fig. 4 fits using Eqs.~1!, ~7!, and~19!
are summarized in Table III. The errors in the fitting param-
eters include the average statistical uncertainty~one standard
deviation! for a single foil in the stack of foils combined in
quadrature with the fitting error from the nonlinear least-
squares program which assumes equal error for all the foils
used ~one standard deviation!. In the stacked-foil method,
each foil has comparable statistics~see Sec. IV B!. This
method of error estimation should lead to conservative er-
rors, since uncertainty from only a single foil is considered,
and not the combined reduced uncertainty of the full stack of
foils. The values ofxn

2 are obtained using the statistical er-
rors of each foil. In Sec. V B 1 we address the validity of our
stacked-foil data when compared to single-foil data.

To check this error estimation method, all data points
A(t) were allowed to randomly vary about the normal distri-
bution given by their standard deviation statistical uncer-
tainty 6DA(t), and the new set ofA(t) values were fitted to
the relevant extrapolation equation~1!, ~7!, or ~19!. For ap-
proximately 30 such sets of data, the variation~standard de-
viation! of the extrapolatedA0@5A(t50)# values or those
of the other coefficients in Eq.~1!, ~7!, or ~19! @e.g.,b3 in Eq.
~7!# compared satisfactorily with our error determination
above. In all cases the second method gave standard devia-
tion errors that averaged 20–30% lower than our method.

From Table III, it is clear that the fits using Eqs.~7! and
~19! are both reasonable, but~based on thexn

2 values! quali-
tative, especially at lowE values. These fits give extrapo-
lated A0 values significantly different fromS(E,u,Du)
(5Atrue) of Table I, i.e., outside the sub-1% error bars of the
data forE,60 keV. Thexn

2 values indicate that the fits using
Eq. ~19! are somewhat better than those of Eq.~7! as one
would expect, given the extra degree of freedom in Eq.~19!.

The coefficientsj anda determined from fits using Eq.~19!
are shown in Table III together with theb3 values from fit-
ting Eq. ~7! to these data. Equation~1! gave worse fits to
these data than did Eqs.~7! and ~19!.

In Fig. 5 we compare our model’sb3 values@Eq. ~7!# with
those quoted by Hnizdo@16#. Since Eq.~7! is derived con-
sidering only single and double scattering, its validity is lim-
ited roughly to thicknesses such thatlet,1 ~Table II!. At
E510 keV this corresponds tot,20 Å, whereas atE
5100 keV the approximate range of validity extends to 100
Å. The b3 values of Hnizdo are higher than ours at allE
values by about 20%. This is not due to differences in theS,
T, U, I parameters, which differ above 40 keV by less than
1%. The largerb3 values obtained by Hnizdo correspond to a
more rapid asymmetry reduction in the foil@see Eq.~7!#.
This is possibly the result of the fact that in Hnizdo’s model
a multiple scattering always precedes plural scattering. This
bias attached to multiple scattering may allow the electron to
depolarize more quickly and may be a larger effect than an-

FIG. 5. Comparison ofb3 values derived from fitting Eq.~7! to
our elastic scattering data~d! and theb3 values of Hnizdo@16# ~s!.
See also Table III and discussion in the text.

TABLE III. Comparison of thej, a, andb3 parameters obtained from fitting all the data forA vs t for elastic scattering with Eq.~1!, Wegener’s Eq.
~7!, and our Eq.~19! ~labeled appropriately in bottom row!. The numbers in square brackets correspond to the power of 10.

E ~keV! A0 j a xn
2 A0 b3 xn

2 b3 @16# A0 xn
2

10 0.21560.002 2.3160.24 @23# 2.1560.07 @22# 5.6 0.21960.002 1.3260.03 @22# 3.08 0.18460.003 32.4

20 0.26860.002 1.9160.17 @23# 7.8760.23 @23# 5.8 0.26960.002 4.2960.01 @23# 2.08 0.25860.003 21.7

40 0.31260.002 1.4960.19 @23# 3.0460.10 @23# 2.1 0.31260.002 1.5260.03 @23# 6.8 0.29960.002 16.5

46 1.7560.11 @23#

60 0.34560.002 1.7360.22 @23# 2.0760.08 @23# 2.4 0.34360.002 9.3660.24 @24# 4.7 0.33460.002 11.3

63 1.2460.07 @23#

90 0.36560.001 1.1660.31 @23# 1.4660.25 @23# 1.3 0.36360.001 5.1460.12 @24# 2.6 0.35660.002 6.3

100 0.37960.001 9.2060.45 @24# 1.3560.28 @23# 0.8 0.37760.001 3.8760.10 @24# 1.3 6.9460.48 @24# 0.37560.001 2.2

120 0.38260.001 8.7060.41 @24# 1.2560.25 @23# 0.8 0.38260.001 3.1560.09 @24# 1.1 0.38260.001 1.6

133 4.1760.33 @24#

170 3.1960.23 @24#

204 2.3460.19 @24#

245 1.7460.16 @24#

290 1.1660.10 @24#

Eq. ~19! ~19! ~19! ~19! ~7! ~7! ~7! ~7! ~1! ~1!
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ticipated. This conclusion was also reached by Qiao and
Kakizaki @17#. Moreover, Hnizdo’s method allows the elec-
tron to travel farther through the foil. By deflecting the elec-
tron through a cumulative multiple-scattering angle the elec-
tron trajectories are elongated by a factor of one divided by
the cosine of the accumulated scattering angle. The increased
trajectory length will produce lowerA values.

As a point of interest, we investigatedA vs t at E510, 20,
and 40 keV when the cross section for elastic small-angle
~multiple! scattering (u,20°) was set to zero. We found that
the reduction ofA due to forward~multiple! scattering is
rapid in the first few tens of angstroms of the foil. For larger
t the normalA values remain about 15% below theA values
with the reduced multiple scattering.

B. Elastic plus inelastic scattering

1. Black-hole treatment of inelastic scattering

We now turn to the case where inelastic processes occur,
but only elastically scattered electrons are observed. Thus the
role of inelastic electron scattering processes is considered
without having to account for the energies of the unobserved
electrons~black-hole events!. Figure 6 shows the detected
count rateN as a function oft for elastic scattering only, and
for elastic plus black-hole scattering. Both curves show an
approximately exponential increase ofN with respect tot for
small t. This is followed by an inflection point in both cases.
This inflection characteristic has also been observed experi-
mentally by Gayet al. @4#. The inflection point inN vs t is
consistent with a dominance of inelastic over elastic scatter-
ing for thin foils for the black-hole algorithm. In the case of
elastic scattering only, the infinite- thickness behavior ofN
vs t must still be asymptotic, which requires an inflection
point.

Figure 7 demonstrates the strong effect onA of increasing
the BH cross section in our model atE520 keV. As the
black-hole cross section increases, fewer and fewer electrons
that have undergone depolarizing plural scattering are de-
tected. In effect, only electrons scattered from an increas-
ingly thin surface layer contribute to the measured asymme-
try, resulting in higher asymptotic values ofA ast→`. This
asymptotic behavior is evident inN as well, and is shown in
Fig. 8. At higherE, the total elastic cross section falls rapidly
andA does not reach a saturated value for the range of thick-
ness we consider here.

In Fig. 8 we also compare the results of runs in which we
used single foils of varying thickness as opposed to the more
efficient stacked-foil method. Our single-foil results show
excellent agreement with the stacked-foil data and confirm
our expectation that the stacked-foil method should give re-
sults equivalent to those obtained with single foils. This ob-
servation also provides support for the method of error esti-
mation used in analysis of the stacked-foil results~see Sec.
V B 2!.

Using total elastic to total inelastic cross-section ratios
from Ref. @24# ~see Table II! and the total elastic cross sec-
tions of Ref. @19#, we calculated the integrated BH cross
sections. For example, atE520 keV we used 0.082 of the
elastic cross section~0.545 Å2! to give an inelastic cross

FIG. 6. N vs t for elastic scattering only~d! and elastic plus
inelastic black-hole scattering~n! for E520 keV. The points of
inflection ~indicated by arrows! occur at t514065 and 13
62.5 Å, respectively. TheDu of the detectors is 20°.

FIG. 7. A vs t plots for elastic plus black-hole scattering atE
520 keV, for various BH cross sections~Å2! and«50. TheDu of
the detectors is 20°. The error bars are the statistical errors, and are
approximately the same for each foil because of our stacked-foil
algorithm ~see text!. The solid lines are drawn to guide the eye.
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section of 0.0449 Å2 ~see also Table II!. We compare our BH
model ~with Du520°! to the experimental work of Gay
et al. @4# and Uhriget al. @28# in Fig. 9 for all E values used
in the experiment. Excellent agreement is found between ex-
periment and our model considering that we hold fixed the
BH cross section, our most sensitive parameter. However,
there remain some disagreements between our model and the
experimental data at largert values, especially for those data
that have very small error bars, e.g., fort5682 Å atE520
and 60 keV. This problem may be model related since we
have been forced to use large solid angles for our detectors in
order to acquire adequate statistics. However, a large part of
the disagreement appears to be due to the experimental data.
For example, atE520 keV andt5682 Å, theA value from
experiment is larger than its value at 341 Å, which is not
physical. In our comparison with the data of Gayet al. @4#
we have normalized their data to our theory at their smallest
foil thickness of 34 Å. We note that at 40 and 100 keV
agreement between our model and experiment is excellent
over the entire range of foil thickness. We have normalized
the data of Uhriget al. to ours att>400 Å, because of the
excellent agreement between their data and ours in this range
of t. However, their experimental data do not exhibit the
nonlinear rise inA indicated by our model fort,400 Å.
This deviation of experiment from our model is not presently
explainable, and it is also in disagreement with the experi-
mental data of Gayet al. @4#.

It is important to note that in the above comparisons our
Du520° differs from the experimental values ofDu'0.5°

FIG. 8. Graphs showing behavior ofA ~upper graph! and N
~lower graph! as functions oft at E520 keV. The BH cross section
is 0.0449 Å2 ~50.082 of the elastic cross section!. The Du of the
detectors is 20°. Legend:d, stacked foils;s, single foils. The solid
line is a fit to Eq.~1! for the single-foil data~minimum foil thick-
ness is 20 Å!; see text. The dashed line is a fit using the form of
Eq. ~21!.

FIG. 9. A vs t for elastically scattered electrons («50) for vari-
ous E values~black-hole model!. Legend: s, present work;d,
experiment of Gayet al. @4# («54 eV); m, experiment of Uhrig
et al. @28# («'0 eV). See text.

FIG. 10. Variation ofA with detectorDu, for E510 and 20 keV.
Legend: s, Du55°; 3, Du510°; andd, Du520°. TheA val-
ues for the differentDu data are normalized to theDu55° data at
t53 Å to highlight the relative shapes of these curves~see text!.
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@4# or '5° @28#. To justify usingDu520° we show in Fig.
10 the extent to whichA is affected whenDu is reduced at
E510 and 20 keV.~We do this atE510 and 20 keV because
this is where the solid-angle effect should be most pro-
nounced and our statistics are best.! We note that therelative
change in A between theDu55° and 20° data atE
510 keV is about 40% att51000 Å, and significantly out-
side the two sets of error bars. This is the worst case. AtE
520 keV the maximum difference at larget is reduced to
'4%. This makes comparison of our large-Du calculations at
20 keV and above with experimental data reasonable. We
note the larger error bars on theDu55° results due to poorer
statistics.

2. «Ä0 foil thickness extrapolations

Gay et al. @4# and Fletcher, Gay, and Lubell@5# discuss
the various functional forms for extrapolation ofA to the
single-atom scattering limit. In addition, Wegener@12,13#,
Greenberget al. @14#, and Braicovich and de Michelis@15#
have suggested the use of Eq.~7! and variants of it for ex-
trapolations at highE values. Several observations from our
model that have important ramifications for such extrapola-
tion methods are now summarized.

(a) Comparison between Wegener-type and exponential-
type forms. Fits using exponential forms@Eqs.~1! or ~19!# to
real data or our model data with inelastic scattering should
be better than fits to pure elastic scattering model results. The
attenuation of electrons by inelastic processes causesA to
reach a nonzero asymptotic value for larget ~Fig. 7!, which
is allowed in Eqs.~1! and ~19!. In Eq. ~7!, A tends to an
asymptotic value of zero. Therefore, for the present purposes
Eq. ~7! is not applicable, even if a correction to it is made
such as

A~ t !5'
A8

11b38~E,u!t
1C, ~20!

with A81C5Atrue. This is because the conditiondA(t)
→0 ast→` @ see condition~ii ! in Sec. V A# is not met.

(b) Comparison between exponential fits. In Table IV, we
compare the extrapolatedA0 , using Eqs.~1! and ~19!, with
our Du510° and 20° data using varying minimum foil
thicknesses in the fit. We have already commented on the
dependence ofA vs t curves as a function ofDu. From the
table, we observe that, for extrapolations tot50 using a full
range of foils, both Eqs.~1! and ~19! yield Atrue, within at
most twice their fitting uncertainties. We note that thexn

2

values for these fits are all well below 1. However, thesexn
2

values are underestimates, since the asymmetries for the
various stacked-foil thicknesses are correlated. As a check,
single-foil data taken atE520 keV andDu520° ~minimum
foil thickness 20 Å; see Fig. 8! fitted to Eq.~1! give a value
of A050.27660.005 with axn

2 of 1.85. With the same data
using Eq.~19! we get a value ofA050.27760.005 withxn

2

52.25. From this we conclude that Eq.~1! used in several
past experiments@2–5# is adequate for extrapolation pur-
poses.

(c) Foil-thickness-related extrapolations. Table V summa-
rizes the results of extrapolatingA(t) and its reciprocal tot
50 or N50 using various fitting forms. From Table V we
observe that exponential-type extrapolations are the most re-
liable. Both the exponential forms of 1/A vs t andA vs t give
accuracies better than 1% when using foils in the complete
range of 3 to 1000 Å. However, when we limit the thinnest
foil to 30 Å,1 the situation worsens and sub-1% extrapola-
tions are reached only atE>60 keV. Our worst-case ex-
trapolation at 10 keV missesAtrue by about 2.5%. Our model
also indicates that both exponential 1/A vs t and exponential
A vs t extrapolations are equivalent and perform essentially

1The 30 Å limiting foil thickness is chosen here, since it is com-
parable to the thinnest foil used in@4#.

TABLE IV. Fitting statistics for the present BH model forA vs t using Eq.~1! and~19! for differentE, Du, and minimum foil thicknesses. The
minimum foil thickness used in the fit is given in the topmost row in parentheses. Equation~21! is used to fit theN vs t data to obtainG8.
The maximum foil thickness used is 1000 Å. TheAtrue values (Pn51) are taken from Table I. The numbers in parentheses are errors in the
least significant digits.

E ~keV! Du ~deg! Atrue A0 ~3 Å! xn
2 A0 ~3 Å! xn

2 G ~3 Å! ~Å21! G8 ~3 Å! ~Å21! A0 ~30 Å! xn
2 A0 ~50 Å! xn

2 A0 ~200 Å! xn
2

10 10 0.254 0.249~4! 0.15 0.249~5! 0.18 0.0168~12! 0.0137~4! 0.219~9! 0.16 0.213~11! 0.37 0.203~5! 0.20
10 20 0.228 0.224~4! 0.19 0.223~4! 0.23 0.0219~12! 0.0139~4! 0.190~7! 0.11 0.175~7! 0.27 0.170~4! 0.23
20 10 0.294 0.291~2! 0.22 0.290~2! 0.26 0.0088~4! 0.0091~2! 0.289~7! 0.16 0.283~5! 0.34 0.269~3! 0.39
20 20 0.277 0.275~2! 0.17 0.274~2! 0.17 0.0094~4! 0.0090~1! 0.264~4! 0.13 0.262~4! 0.30 0.260~2! 0.33
40 10 0.334 0.332~2! 0.20 0.331~2! 0.24 0.0052~3! 0.0060~3! 0.328~2! 0.23 0.324~3! 0.27 0.323~2! 0.30
40 20 0.319 0.316~2! 0.33 0.317~2! 0.35 0.0057~2! 0.0060~1! 0.312~4! 0.31 0.310~4! 0.33 0.310~2! 0.37
60 10 0.359 0.360~2! 0.33 0.361~2! 0.40 0.0039~3! 0.0045~2! 0.354~2! 0.25 0.354~3! 0.28 0.339~2! 0.33
60 20 0.344 0.344~2! 0.30 0.344~2! 0.36 0.0043~2! 0.0047~1! 0.339~2! 0.17 0.339~2! 0.27 0.336~2! 0.30
90 10 0.383 0.381~3! 0.19 0.382~3! 0.23 0.0034~5! 0.0035~1! 0.380~2! 0.15 0.376~3! 0.18 0.370~3! 0.20
90 20 0.368 0.369~2! 0.15 0.369~2! 0.19 0.0039~3! 0.0038~1! 0.365~3! 0.10 0.364~3! 0.19 0.360~2! 0.23
100 10 0.390 0.392~2! 0.19 0.392~2! 0.21 0.0027~2! 0.0026~1! 0.389~2! 0.13 0.388~3! 0.15 0.384~3! 0.18
100 20 0.374 0.375~2! 0.11 0.375~2! 0.13 0.0029~2! 0.0027~1! 0.373~2! 0.10 0.373~2! 0.12 0.367~3! 0.14
120 10 0.399 0.398~2! 0.20 0.397~2! 0.24 0.0019~2! 0.0026~1! 0.398~2! 0.11 0.397~2! 0.15 0.394~2! 0.18
120 20 0.383 0.381~2! 0.22 0.382~2! 0.23 0.0022~2! 0.0028~1! 0.383~2! 0.14 0.383~2! 0.15 0.377~2! 0.17

Eq. ~1! ~1! ~19! ~19! ~1! ~21! ~1! ~1! ~1! ~1! ~1! ~1!
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the same with regard to extrapolation precision and accuracy.
Therefore for foil thickness extrapolations we again recom-
mend exponential forms such as Eq.~1!, as are also recom-
mended by Gayet al. @4#.

From Table V we see that linear extrapolations are precise
in the sub-1% region only at highE>100 keV values. The
quantitative results in Table V support the arguments put
forward by Gayet al. @4# to explain the problems associated
with determiningAtrue at lower E. The results clearly show
that it is not possible to linearly extrapolate properly to zero
foil thickness at lowE values with a restricted set of foils.
For example, in the measurements of Campbellet al. @8#,
whose minimum foil thickness was 130 Å,all linear extrapo-
lations with E,100 keV will fall markedly below theAtrue
value in a manner that is uncorrectable by simple, linear
algorithms. With thin enough foils, one should be able to
extrapolate accurately toAtrue even at 10 keV. But, one might
ask, how thin is thin enough?

In Fig. 11 we summarize the deviations of our exponential

A vs t extrapolation from theAtrue values for several limited
foil ranges~see also Table IV!. At the lowest energies, it is
apparent that extrapolations accurate to better than 1% are
not obtainable even with the use of 3 Å foils. At 120 keV,
sub-1% accuracy is possible even with the thinnest film be-
ing >50 Å thick. These results are summarized further in
Fig. 12, which shows the minimum foil thickness required to
extrapolate toAtrue with accuracies of 1% and 2%.

(d) N-type extrapolations. Since the yield of elastically
scattered electrons is dependent on the absorption of elec-
trons into inelastic channels,N can be expected to behave
similarly to an absorption-type formula of the form

N~E,t,u,«!5N~E,`,u,«!$12exp@2G8~E,u,«!t#%,
~21!

which is very similar to the inverse of Eq.~1! with an energy
loss parameterG8 replacing the asymmetry reduction param-
eterG. It provides an excellent fit to theN vs t results from

TABLE V. ExtrapolatedA0 values from~column labels! A, A(t)5a01b0t; B, A(t)5a11b1e2Gt; C,
A(t)5a21b2N(t); D, 1/A(t)5a41b4t; E, 1/A(t)5a51b5e2Gt; F, 1/A(t)5a61b6N(t), where thea0 – 6,
b0 – 6 parameters are fitting constants. The upper part of the table is for foil thickness in the range of 30 to
1000 Å and the lower part is for the range of 3–1000 Å withDu520 deg. Numbers in parentheses are errors
in the least significant digits. Numbers in italics are thexn

2 values.

E ~keV! A B C D E F Atrue

Fits using foils 30 Å and greater
10 0.134~11! 0.190~7! 0.189~36! 0.132~55! 0.198~6! 0.206~15! 0.228

7 0.11 21 11 0.12 42
20 0.216~12! 0.264~4! 0.258~4! 0.215~13! 0.261~4! 0.288~4! 0.277

8 0.13 13 42 0.35 9
40 0.289~9! 0.312~4! 0.309~3! 0.289~9! 0.303~4! 0.324~3! 0.319

14 0.31 2.1 19 0.24 2.1
60 0.320~6! 0.339~2! 0.339~3! 0.320~5! 0.337~2! 0.341~3! 0.344

8 0.17 0.85 6 0.11 0.82
90 0.355~5! 0.365~3! 0.365~3! 0.356~4! 0.363~4! 0.365~3! 0.368

1.17 0.10 0.33 1.04 0.16 0.67
100 0.364~3! 0.373~2! 0.375~2! 0.365~2! 0.371~2! 0.376~2! 0.374

0.22 0.41 0.19 0.54 0.10 0.54
120 0.374~2! 0.838~2! 0.384~2! 0.376~2! 0.381~2! 0.385~2! 0.383

0.35 0.10 0.33 0.29 0.10 0.34
Fits using all foils

10 0.167~43! 0.224~4! 0.211~8! 0.159~18! 0.222~5! 0.227~6! 0.228
49 0.19 240 10 0.20 175

20 0.240~13! 0.275~2! 0.271~2! 0.237~18! 0.273~3! 0.285~5! 0.277
33 0.17 19 13.00 0.22 24

40 0.301~8! 0.316~2! 0.318~2! 0.299~9! 0.321~3! 0.311~4! 0.319
40 0.33 1.41 35.00 0.99 1.95

60 0.328~7! 0.344~2! 0.343~2! 0.331~6! 0.341~3! 0.342~3! 0.344
19 0.30 0.61 13.70 0.34 0.82

90 0.365~5! 0.369~2! 0.368~2! 0.364~5! 0.368~2! 0.367~3! 0.368
1.11 0.15 0.40 2.50 0.11 0.30

100 0.372~2! 0.375~2! 0.376~3! 0.371~2! 0.374~2! 0.372~2! 0.374
0.405 0.11 0.37 0.762 0.10 0.87

120 0.380~2! 0.381~2! 0.383~3! 0.380~3! 0.381~2! 0.383~2! 0.383
0.56 0.22 0.51 0.57 0.154 0.41
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our model~Fig. 8!. Such a behavior has been observed ex-
perimentally @4,5#. One might thus expect a linear depen-
dence ofA(t) vs N(t) based on the seemingly inverse be-
havior of A vs t. However, our plots ofA(t,«50) vs
N(t,«50), shown in Fig. 13, are not linear, but show ‘‘os-
cillatory’’ behavior about a straight line fit which becomes
more pronounced with decreasingE. These oscillations were
not observed by Gayet al. @4#, possibly because of their
relatively small number of data points. This nonlinearity can
be predicted from the data of Fig. 8, where we find slightly
different exponential constants for the two data sets. Conse-
quently, one would expectA vs N extrapolations to be less
reliable thanA vs t extrapolations. This is observed in Table
V, where linearN-type extrapolations@Eq. ~2!# give fits that
have largerxn

2 values than exponential foil thickness ex-
trapolations. Nevertheless, even with this oscillatory behav-
ior, by using 1/A or A vs N fits we obtain extrapolatedA0
values close to theAtrue value with deviations similar to the
exponential thickness extrapolations. At high energy,N ex-
trapolations perform as accurately as thickness extrapola-
tions. Extrapolations withN are also useful in that they can
be used to determine if the foil is saturated or not, i.e., if the
scattered electron count rate~or A! has reached its
asymptotic thickness limit.~In this case, it is fruitless to use
a thicker foil to get more signal.! They can also be used to

cross-check the results of asymmetry fits, or used if accurate
knowledge of relative foil thicknesses is missing.

(e) Comparison of accuracy of extrapolations with experi-
ment. We compare ourA and 1/A vs N andt extrapolations at
E5100 keV with the experimental data taken by Gayet al.
@4# in Fig. 14. We have normalized theirA andN values to
our values at 34 Å. We find that linear fits of 1/A andA vs t
andN to their data and our data result in mean values ofA0
equal to 0.37460.002~A,1/A vs t! and 0.37360.003~A,1/A
vs N; also see Table V for comparison!. These show agree-
ment with theAtrue value of 0.374 with less than 1% uncer-
tainty.

In Fig. 15, we compare 1/G obtained with Eq.~1! fitted to
our BH «50 results, 1/G8 @Eq. ~21!# obtained by fittingN vs
t, andle andl i for electrons, derived from the data of Misell

FIG. 11. Deviation of extrapolated values fromAtrue for several
minimum foil thicknesses ranging from 3 to 200 Å as a function of
E, using Eq.~1! to fit the data.

FIG. 12. Estimated minimumt values required, when Eq.~1! is
used, to extrapolate to within~d! 1% and ~3! 2% accuracy
of Atrue.

FIG. 13. Plots ofA vs N at variousE values, forDu520°. The
dotted lines are least-squares fits to Eq.~2!. The extrapolated values
of A0 are given in Table V together with the correspondingxn

2

values.

FIG. 14. A,1/A vs t,N at «'0 and E5100 keV. Legend:s,
present work with linear fit~solid line!; d, experiment of Gayet al.
@4# («54 eV); the dashed line is a linear fit to the experimental
values. The experimental data are normalized to our model results
at t534 Å.
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@24# and Ross and Fink@19#. This comparison is made to test
an earlier suggestion by Gayet al. @4# that both 1/G and 1/G8
should correspond tol i . We observe that our values of 1/G
and 1/G8 are in close agreement with each other within error
bars, and with those of Gayet al. @4#. Hence in Fig. 15 we
compare the average of ourG and G8 values with those of
Gayet al. Clearly, our average and Gayet al.’s data are very
different from bothle andl i . In our model we use thel i ’s
derived from a combination of Misell’s and Ross and Fink’s
data, from which we observe excellent agreement with ex-
perimental asymmetry results. We are led to conclude that
elastic cross sections, inelastic cross sections, and mean free
paths used in our model must be correct, and that 1/G and
1/G8 do not correspond directly tole or l i , in disagreement
with Gayet al.’s supposition. We also find that the values of
1/G and 1/G8 lie in betweenle and l i , showing that the
reduction inA and the increase ofN with t depend on both
elastic and inelastic scattering processes. The former scatters
the electrons into/out of the detector, while the latter reduces
the electron energy below the detection threshold and causes
a loss of elastically scattered electrons.

3. Dependence of A on«

We now consider maximum~cumulative! energy loss«
extrapolations by including inelastic energy loss. In such
cases the extrapolations are done for a fixedt and variable«.
In this model the polarization of the inelastically scattered
electron is transformed in the same way as for elastic scat-
tering ~Sec. IV A!. One should expect a reduction ofA as
multiple/plural inelastic electrons are allowed to pass the re-
tardation grids, i.e., as« is increased. In our calculationsE
values of 10, 20, and 40 keV were considered, with energy
loss bins in the range of 0–1 keV and in increments of 10 eV.

Only the 40 keV results are reported here. Energy losses
greater than 1 keV were placed in the black hole.

In Fig. 16 we compare ourA vs « results forE540 keV
andt51000 Å with the measurements of Grayet al. @9# and
Dunninget al. @10#. Their data were obtained with mini-Mott
polarimeters. The exact functional form ofA vs « depends on
experimental specifics. In order to get good agreement with
the experimental data, we had to use ourN(«) curve modi-
fied by an approximate estimate of electron optical effects
present in their apparatus. We have also used a detection
efficiency that rises linearly with« as discussed in Refs.@4#,
@8#, and @29#. These results, which agree qualitatively with
experiment, give us confidence in the general validity of our
energy loss model and inelastic cross-section calculations
~Sec. IV C 2!. Unfortunately, the widely varying electron op-
tical details of different apparatus make quantitative com-
parisons between our model and various experimental data
sets difficult.

VI. CONCLUSIONS AND SUGGESTIONS
FOR FUTURE WORK

The present work has shown that it is possible to model in
a detailed, quantitative way the process of Mott scattering
from solid foil targets. The depolarizing effects of multiple
and plural scattering have been comprehensively included.
From this model, we find the following.

~i! To reliably reachAtrue values one needs to observe
elasticallyscattered electrons («50) and extrapolate to zero
foil thickness with extremely thin foils. This means that ac-
curate Mott electron polarimeters require retardation optics
placed in front of their detectors~as schematically shown in
Fig. 1!. This confirms the same conclusion reached by Gay
et al. @4#. For A vs t extrapolations with«50, exponential
forms such as Eqs.~1! and~19! should give accurate extrapo-
lations with errors in principle less than 1%, provided that
E>40 keV and the minimum foil thickness is<30 Å.

~ii ! From a practical viewpoint, several thin foils, all with
t,100 Å, are necessary to enable reliablet extrapolations at
all energies considered in this paper. ForA vs t extrapola-

FIG. 15. Comparison of electron scattering mean free paths for
elastic and inelastic scattering from gold as a function ofE. These
are taken from Table II or from fits using Eqs.~1! and~19!. Legend:
L, le from Ref. @19#; d, l i from Ref. @19# usings i /se ratios of
Ref. @24#; average ofG,G8 parameters:h, Ref. @4#; 3, present
work with error bars. See text.

FIG. 16. A vs « at E540 keV. Legend: Experiment,h, Ref. @9#
and m, Ref. @10#; the solid line is the present model with 100%
electron optical transmission; the dashed line is the present model
including an estimate of experimental electron optical transmission
~see text!.
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tions a recommended, practical selection would be 10, 30,
100, 150, 250, 500, and 1000 Å. Based on our model, these
foils would adequately provideA vs t extrapolations with
precision in the sub-1% area forE>40 keV.

~iii ! The quasiexponential dependence of elastic scattering
A values on bothN andt is characterized by a decay constant
between the inverse of the elastic and inelastic mean free
paths.

~iv! In practice,Atrue values show significant dependence
on the solid angleDV subtended by the detector~Table I!.
This means that detector solid angles need to be accurately
known. Having met this requirement, however, polarimeters
have a better detection efficiency whenDV is large to opti-
mize their figure of merit, viz.,P2I ~see@1#!.

~v! The functional dependence ofA on « is complicated
by apparatus-specific electron optical considerations. It is
thus prudent to use foil thickness extrapolations with rejec-
tion of inelastically scattered electrons to determineAtrue.

We now suggest some possible directions for future ex-
perimental and theoretical work relevant to this effort.

~i! Measurements of high-energy differential elastic and
either integral or differential inelastic cross sections. These
data would be useful for checking the values used in this
model.

~ii ! Investigations of the validity of other equations forA
vs t extrapolations. This would require very precise data, but
would result in more accurate extrapolation procedures.

~iii ! Measurement of DDCS’s using differential energy
analyzers as opposed to retarding-field analyzers. This would
help the model in determining a correct algorithm for gener-
ating these DDCS’s, and would improve our modeling of
energy loss extrapolations.

~iv! Experimental measurement ofA vs t in Mott polarim-

eters with large (Du.5°) DV values. This could be made,
e.g., by using variable apertures placed in front of the detec-
tors ~which could be, e.g., multichannel plates!. These mea-
surements could be directly compared to our present model
with excellent statistics, and would be useful in terms of
optimization of the figure of merit of the electron spin polar-
imeter @1#.

~v! Investigation ofA vs N behavior with largeDu. This
would be very useful in checking the details of our model
regarding the marked oscillations at lowE values~Fig. 13!.
However, this requires a large number of closely spaced foil
thicknesses or a graded-thickness foil that could be displaced
perpendicular to the electron beam.

~vi! The extension of all the above to thorium foils. This
is very useful because, unlike gold, the thorium inelastic/
elastic ratios are not available and consequently these must
be theoretically estimated. Experimental asymmetry values
would also be extremely useful for comparison with our
model.

In the future, this work could be accelerated by using
faster computers to extend our calculations to higherE and
smallerDu values.
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