Cross section for forward $J/\psi$ production in $pp$ collisions at $\sqrt{s}=1.8$ TeV

Darin Acosta  
*University of Florida, acosta@phys.ufl.edu*

Kenneth A. Bloom  
*University of Nebraska - Lincoln, kbloom2@unl.edu*

Collider Detector at Fermilab Collaboration

Follow this and additional works at: [http://digitalcommons.unl.edu/physicsbloom](http://digitalcommons.unl.edu/physicsbloom)  
Part of the [Physics Commons](http://digitalcommons.unl.edu/physicsbloom)

Acosta, Darin; Bloom, Kenneth A.; and Fermilab Collaboration, Collider Detector at, "Cross section for forward $J/\psi$ production in $pp$ collisions at $\sqrt{s}=1.8$ TeV" (2002). *Kenneth Bloom Publications*. 52.  
[http://digitalcommons.unl.edu/physicsbloom/52](http://digitalcommons.unl.edu/physicsbloom/52)

This Article is brought to you for free and open access by the Research Papers in Physics and Astronomy at DigitalCommons@University of Nebraska - Lincoln. It has been accepted for inclusion in Kenneth Bloom Publications by an authorized administrator of DigitalCommons@University of Nebraska - Lincoln.
Cross section for forward $J/\psi$ production in $pp$ collisions at $\sqrt{s}=1.8$ TeV


(CDF Collaboration)
The inclusive cross section for $J/\psi$ production times the branching ratio $\mathcal{B}(J/\psi\rightarrow \mu^+\mu^-)$ has been measured in the forward pseudorapidity region: $\times d\sigma[\bar{p}p\rightarrow J/\psi(p_T>10\text{ GeV}/c,|\eta|<2.6)+X]/d\eta = 192\pm 9\text{(stat)} \pm 29\text{(syst)}$ pb. The results are based on 74.1±5.2 pb$^{-1}$ of data collected by the CDF Collaboration at the Fermilab Tevatron Collider. The measurements extend earlier measurements of the D0 Collaboration to higher $p_T^{J/\psi}$. In the kinematic range where the experiments partially overlap, these data are in good agreement with previous measurements.
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I. INTRODUCTION

The $J/\psi$ vector meson resonance with $m=3096.87$ ± 0.04 MeV/c$^2$ and full width $\Gamma=87\pm 5$ keV/c$^2$ [1] has a 6% branching ratio into $\mu^+\mu^-$ pairs, and gives a relatively strong and clean signature at hadron colliders. The $J/\psi$ is the lowest lying vector bound state of the $c\bar{c}$ charmonium mass spectrum. There are several channels for the appearance of a $J/\psi\rightarrow \mu^+\mu^-$ in a $\bar{p}p$ collision event. It can be produced directly, or by cascade decay of the higher mass $c\bar{c}$ states [2], resulting in a muon pair from the primary vertex. It can also be a daughter from the decay of a directly produced $B$ meson, resulting in a muon pair from a secondary vertex because of the finite flight path of the parent $B$ (for $B^\pm c\tau = 496\mu m$ [1]). These processes have been studied by the Collider Detector at Fermilab (CDF) in the central region [3], and by the D0 Collaboration in the central [4] and forward regions [5]. The study of charmonium formation in hadronic collisions is an interesting combination of perturbative and non-perturbative QCD effects. $J/\psi$'s are useful $B$ tags—an important decay mode for the study of $CP$ violation is $B\rightarrow J/\psi K^0_S$. The precisely known mass and narrow width have been used to calibrate the momentum scale of spectrometers [6].

In this paper we report the measurement of inclusive $J/\psi$ production in the forward region using the CDF magnetized iron toroids [7]. Multiple scattering in the iron broadened the narrow intrinsic width, but nevertheless the resonance produced a distinct signal in the $\mu^+\mu^-$ mass spectrum. The 7.6 m diameter toroids were located 10 m from the beam crossing, with an average acceptance polar angle of 12°. Except for the $z$ position of the primary vertex supplied by the central CDF detector, the toroids were a stand alone instrument for measurement of the inclusive forward $J/\psi$ cross section. In this respect this paper is distinct from other CDF publications [8].

II. DETECTOR

A. The central detector

Figure 1 shows a schematic of one-quarter of the CDF detector sectioned in the vertical plane. A pair of instrumented forward muon toroids, abbreviated by FMU, is at the far left of the figure. A more detailed view of one pair toroids is shown in Fig. 2. The entire detector was symmetric under reflection in a plane perpendicular to the colliding beams and passing through the event origin. There was an east toroid pair in the proton direction, and a west toroid pair in the antiproton direction. The CDF coordinate system $z$ axis pointed in the proton direction, the $x$ axis was in the horizontal plane pointing north, and the $y$ axis was vertical pointing upwards. Polar and azimuthal angles ($\theta, \phi$) were defined in the conventional way, as shown in the upper left hand corner of Fig. 1. The origin was at the center of the interaction region of beam-beam collisions. The distribution of the $p\bar{p}$ collisions was Gaussian, with $\sigma=30$ cm in $z$, and circular in $(x,y)$ with root mean square (rms) diameter=40 $\mu$m. The time between beam crossings was 3.5 $\mu$s. Going radially outwards from the interaction region, the first detector was the silicon vertex detector (SVX) with four layers of silicon strips located between radii of 2.9 and 7.9 cm, and extending $\pm 25$ cm in $z$. This instrument provided spatial measurements of charged tracks with a resolution of 13 $\mu$m in the $(x,y)$ plane. Track finding in the SVX relied on extrapolation of tracks from the central tracking chamber (CTC).

The vertex time projection chamber (VTX), located between the SVX and the CTC, measured the primary vertex for the event based on tracking information in the $(r,z)$ plane. The vertex used in the reconstruction of the muon pair in the toroids was based on all of the available tracking information, including the CTC, the VTX, and the SVX. At higher luminosity there was often more than one interaction per beam crossing, resulting in multiple vertices. In such cases the primary vertex was selected based on track multiplicity, transverse momentum, and other quality criteria.

There were several instrumented components to the calorimeter, both electromagnetic and hadronic, covering polar angles from 90° down to 3°. The calorimeter was segmented in azimuth $\Delta \phi$ and pseudorapidity $\Delta \eta$, where $\eta = -\log[\tan(\theta/2)]$. For the central electromagnetic, central hadronic, and wall hadronic calorimeters (CEM, CHA, and WHA) $\Delta \eta = 0.1$, and $\Delta \phi = 15^\circ$. Plug electromagnetic, plug hadronic, forward electromagnetic, and forward hadronic calorimeters (PEM, PHA, FEM, and FHA) had the same $\Delta \eta$, but finer $\Delta \phi = 5^\circ$. Central and endwall calorimeters...
used plastic scintillator as an active sampling medium, while the plug and forward used gas proportional chambers.

B. The forward muon system

Figure 2 shows the instrumentation of the forward muon toroids. Each assembly had two iron toroids 7.6 m outer diameter, 1 m inner diameter, and 1 m thick. Each toroid was powered by four coils carrying 600 A. The average magnetic field was 1.7 T. The ratio of the rms multiple scattering angle to the bend angle for the toroid pair was 0.166. The toroid front faces were 10.13 m and 11.66 m from the CDF origin. Muon trajectories were measured with three sets of drift chambers located at 9.78 m, 11.40 m, and 13.07 m from the CDF origin. Each chamber mount consisted of two semicircular arcs split in the vertical plane and fixed to the toroid iron. The chambers were constructed in overlapping 15° wedges, and the drift cells were chords of a circle. Each chamber had two planes, the front with 56 cells, and the rear with 40 cells used to resolve ambiguities. The front plane covered pseudorapidity from 1.9 to 3.3, or polar angles from 17° to 5° with respect to each beam direction. Figure 2 shows the general pattern of drift cells in the front plane, but is not to scale. Figure 3 shows a cut away side view of the inner radius cells in the front chamber plane. The cell size increased in \( z \) to form roads which pointed to the origin, and in radius to form roads with roughly constant transverse momentum. For fixed transverse momentum, the momentum of the muon decreased with increasing radius, so the cell size grew accordingly. Each cell subtended a roughly constant pseudorapidity interval of 0.025. The longest drift time was 1 \( \mu \)sec. Four drift chambers in each plane, 24 in all, were outfitted with \(^{55}\)Fe sources, which gave 6 keV Mn x rays in the 50-50 Ar-ethane chamber gas. The x-ray lines were recorded by an independent data acquisition system for daily checks on chamber gains [9]. The average single wire hit efficiency, \((97.9 \pm 0.2)\%\), was determined from the ratio \(S/N\) for \(Z \rightarrow \mu^+ \mu^-\), where the trigger muon was in the central region (see Sec. IV B). The
azimuthal angle \( \phi \) within a wedge was measured by 15 cathode pads between the two drift cells, also shown in Fig. 2. The pads divided the wedge into three segments in \( \phi \) each 5° wide, and five segments in \( \eta \) each 0.28 wide. In addition, scintillators 5° in \( \phi \) covered pseudorapidity 1.9 to 2.8 on the front and rear chambers, but not in the middle. The scintillators were mounted on the faces of the drift chambers away from the toroid iron. The 0.5 units of pseudorapidity nearest the colliding beams did not have scintillator coverage. The effective drift chamber position resolution, including survey errors, was 650 \( \mu \text{m} \). When combined with the multiple scattering, the momentum resolution was given by

\[
\Delta p/p = \sqrt{(0.166)^2 + \left[0.0019(\text{GeV}/c)^{-1}\right]^2} \times p^2,
\]

where \( p \) is in GeV/c.

C. The forward muon trigger

A logical OR was formed of signals from three drift chamber anode wires at the same radius to create an octant in \( \phi \). This was done because of the low chamber hit occupancy, and the desire to limit the total number of time-to-digital converter (TDC) channels. One octant had 96 TDC channels, matched to the inputs of one FASTBUS TDC [7,11]. East and West each had 24 TDC’s, for a total of 48. Commercial STRUCK latches [10] were used both to input patterns from the scintillators and pads into the data stream, and to output commands from FASTBUS to various detector components for calibration, testing, and other purposes. The pad signal amplitudes were digitized by RABBIT [12] analogue-to-digital converters (ADC’s), and the scintillator signals were latched. The single muon trigger required a road through the toroids, determined by hit cells in an octant, and a matching pad and scintillator road in the same octant. The pad road was not required to overlap the drift cells in \( |\eta| \) at the trigger level, but the scintillators were required to have the same 5° azimuth as the pads. The trigger was formed by picking signals off of the data readout electronics (TDC’s, ADC’s, and latches), and searching for the correct patterns. Two basic cell patterns were designed to accept muons with different \( p_T \) thresholds. The higher threshold road was a sequence of three cells, one in each of the front, middle, and rear chambers, which formed a tower pointing back to the origin, and was called a 1-1-1 road. The lower threshold road allowed greater bending by adding one cell above or below the pointing cell in \( |\eta| \) in the middle and rear chambers, and was called a 1-3-3 road. The various patterns allowed by the logic for a 1-1-1 road, which was 50% efficient for \( p_T^0 = 7.5 \text{ GeV}/c \), are described by Olsen [13]. The 1-3-3 road was 50% efficient for \( p_T^0 = 4.5 \text{ GeV}/c \).

The CDF level 1 trigger accepted FMU single or dimuon triggers in coincidence with the beam-beam scintillation counters (see Sec. III). Each FMU trigger was rate limited to 0.6 Hz during data taking. This measurement employed the dimuon trigger, which used the lower threshold 1-3-3 roads. Two muon patterns were required if the muons were in different octants. For muons in the same octant, two muon drift chamber roads were required, but only one pad-scintillator coincidence. The two muons were in the same octant for about 63% of the \( J/\psi \) data sample. The rate limited level 1 dimuon trigger was automatically accepted at level 2, and passed to the on-line computer farm for level 3 analysis. Level 3 ran a version of the off-line tracking code, and accepted the event if there was a reconstructed muon pair without any \( p_T \) threshold requirement. CDF events with single or dimuon FMU triggers passing level 3 were part of the data stream sent to the offline analysis.

III. LUMINOSITY

Stable operation of the Tevatron storage ring at 900 GeV with protons and antiprotons moving in opposite directions for several hours was called a store. Two scintillator arrays, the beam-beam counters in Fig. 1, were the primary CDF luminosity monitors. The rate of hits and the total number of hits in both planes in time coincidence with beam-beam collisions were monitored during each store. The total cross section for these hits was obtained from a direct measurement of the \( \bar{p}p \) elastic and total cross sections, and found to be \( \sigma_{\text{BBC}} = 51.15 \pm 1.60 \text{ mb} \) [14]. In the 1994–1996 Tevatron collider running period, which produced the present data, the instantaneous luminosity varied from a few \( \times 10^{30} \) to a few \( \times 10^{31} \text{ cm}^{-2}\text{ sec}^{-1} \). Since a luminosity of 5.6 \( \times 10^{30} \text{ cm}^{-2}\text{ sec}^{-1} \) gives one count in the beam-beam counters on the average per crossing for a 51 mb cross sec-
tion and a 3.5 μsec crossing time, the total number of BBC counts had to be corrected for saturation effects. Analysis of the luminosity and data quality for this running period resulted in a file containing the integrated luminosity and average instantaneous luminosity for each of 1273 data runs [15]. Matching this list to the runs used in this J/ψ analysis gave \( L dt = 97 \pm 5 \text{ pb}^{-1} \).

The 0.6 Hz rate limit restricted the FMU trigger to a fraction of the total CDF integrated luminosity. The available integrated luminosity was calculated from the trigger scalers for each run, which recorded the FMU rate before the rate limit, after the rate limit, and the number of rate limited triggers. The efficiency for the FMU dimuon trigger averaged over the entire data sample was \( \epsilon_{\text{trig}} = 0.765 \pm 0.040 \), giving an available luminosity of \( L dt = 74.2 \pm 5.2 \text{ pb}^{-1} \).

**IV. DATA SELECTION**

**A. Event reconstruction**

The off-line code reconstructed the entire CDF event, with tracking, vertex, calorimetry, and muons. The primary vertex was a parameter in the FMU fit to a muon trajectory. As mentioned in the description of the central detector, high luminosity could give multiple vertices, which could lead to ambiguity in choosing the correct vertex. The rate limit applied to the FMU trigger tended to weight the data sample towards lower luminosity, where this problem was minimized. In addition, because of the small polar angle of the toroids, any vertex error made only a minor contribution to the mass resolution, which was dominated by multiple scattering in the iron and position measurement errors in the FMU drift chambers.

The FMU reconstruction package searched for muons in both sets of toroids for every event. After converting wire hit drift times to distances, and resolving the ambiguities, a vertex constrained parabolic fit to the trajectory of the form:

\[
r(z) = r_0 + z \tan(\theta_0) + k(z - z')^2,
\]

where \( z' \) was the front face of the first toroid. The gap between toroids was ignored in this first pass fit. The constant \( r_0 \) was the intercept at the origin due to the displaced vertex, \( \theta_0 \) was the initial polar angle of the track, and the parameter \( k \), fitted from the front face of the first toroid through the rear face of the second toroid, was inversely proportional to the momentum. The momentum obtained from this fit was then used to refit the track taking into account multiple scattering and energy loss in the calorimeters and toroids [16]. A \( \chi^2 \) was obtained for each fitted track. The trigger was not required for track reconstruction.

Regarding other tracking information from the CDF Central Detector, while there was some geometrical overlap between the coverage of the SVX and the FMU, particularly for vertices shifted away from the toroids, it was not possible to identify the appropriate SVX tracks because of the wide road necessary to accommodate the multiple scattering in the calorimeters in extrapolating the toroid tracks back to the vertex. As a result, the good spatial resolution of the SVX could not be exploited to determine whether the \( \mu^+ \mu^- \) pair originated at a primary or secondary vertex, which would separate prompt J/ψ’s from B daughters. There was no useful geometrical overlap between the forward toroids and the CTC. Jet activity was measured for each event by the calorimeters. About 60% of the final muon pair data sample had at least one jet with transverse energy above 10 GeV. The majority of the jet activity balanced the \( p_T \mu^- \) of the muon pair, without further illuminating the event topology.

The fit program allowed several user input parameters, such as the number of hits on the track (6), whether the vertex constraint was used or not (yes), the cell width of the search road (1-3-3), and the width of the road in azimuth (5°). The off-line created cassette tapes with complete CDF events which had at least one reconstructed FMU. A file containing all events with more than one forward muon was created from these tapes.

**B. Selection criteria**

Figure 4 shows the opposite sign pair mass distribution in the FMU dimuon data sample after event reconstruction. A broad peak in the dimuon invariant mass at around 3 GeV/c\(^2\) is apparent in the top plot, and becomes clearer after the subtraction of the like sign background. The like sign background was almost half the total at this stage, but was only 5% after the quality selection criteria, which had little effect on the peak signal. The following selection criteria were applied to this data sample:

1. Total number of hits in the octant fewer than 40.
2. \( \mu^+ \mu^- \) pair between 1 and 6 GeV/c\(^2\).
3. Opening angle cut \( \Delta \phi > 0.1 \) or \( \Delta \eta > 5 \) cells (approximately 0.16 units).
4. \( p_T^{\mu^+\mu^-} > 10 \text{ GeV}/c \).
5. \( \chi^2 < 11.6 \) for each track, ideal \( \chi^2 \) probability >98%.
6. \( p_T^{\mu^+} > 5 \text{ GeV}/c \) and \( p_T^{\mu^-} > 2 \text{ GeV}/c \).
7. Opposite charge \( \mu^+ \mu^- \) pair.
8. \( 2.1 < |\eta^{\mu^+\mu^-}| < 2.6 \).
9. Two FMU level 3 trigger.

The first criterion eliminated events where the number of background hits in the octant was greater than 28 for two six hit tracks. The effect of this requirement has been studied by Olsen [13]. For the present data sample its efficiency was \( (90 \pm 5)\% \). The next two requirements eliminated the very low mass peak. Background contributions to the small opening angle region came from extra hits by delta rays off a real track which could fake a second muon. The toroids, placed 10 m from the event origin, had poor efficiency for detection in the higher mass region, around the Y. The J/ψ fell in the mass range where the detection efficiency for high \( p_T^{\mu^+\mu^-} \) pairs was favorable. In the 1–6 GeV/c\(^2\) mass window, the efficiency dropped off sharply for \( p_T^{\mu^+\mu^-} < 10 \text{ GeV}/c \), because of the limited solid angle of FMU, as shown in Fig. 5, which has all of the listed criteria except No. 4. The \( \chi^2 < 11.6 \) cut on each track removed \( 10 \pm 2 \% \) of the tracks, instead of the 2% expected for a classic \( \chi^2 \) distribution. See Fig. 6. The various errors in track reconstruction from multiple scattering, wire position errors, and extra hits were reproduced by the detector simulation Monte Carlo.
lated $\chi^2$ distribution, also shown in Fig. 6, had $15 \pm 3\%$ above $\chi^2 = 11.6$. The individual muon $p_T^\mu$ requirements, where the first muon was the one with higher $p_T^\mu$, were made to retain good trigger efficiency. The requirements on $|\eta|$ eliminated regions 0.1 unit wide at the detector boundaries, and gave an overall $\Delta \eta = 1$ for the measurement.

The two FMU level 3 trigger efficiency depended on several factors. Relative efficiencies of the drift chambers were monitored using the Fe sources as described above. For a six hit track, the wire hit efficiency was $\epsilon_{\text{wire}} = (0.98)^6 = 0.88 \pm 0.03$. The total single muon trigger efficiency was measured using a sample of 1100 $Z^0 \rightarrow \mu^+ \mu^-$ decays, where the CDF detector was triggered by the high $p_T^\mu$ central muon. Whether or not the event was also triggered by the forward muon was recorded. If the reconstructed FMU satisfied the trigger requirements, but failed to trigger, it was called an inefficiency $\epsilon_{\text{eff}} = 17\%$. The trigger efficiency calculated from the number of failures was $71.4 \pm 1.6\%$. Since this number was the product of the efficiencies of the wires, pads, and scintillators, the scintillator-pad coincidence efficiency was $0.81 \pm 0.04$. As described above in the section on the forward muon trigger, the dimuon trigger required one pad-
scintillator road for both muons in the same octant, but two independent single muon triggers if the muons were in different octants. Thus the trigger efficiency depended on the same octant vs different octant mix. Relaxing the two FMU trigger requirement resulted in a 25% increase in the data sample. Every event was a single muon trigger. This increase was consistent with expectations from the single muon trigger efficiency, and therefore required no further corrections.

All quality criteria were applied to the dimuon Monte Carlo discussed below in deriving the detector acceptance.

### C. Data and Monte Carlo

The mass plot after all quality requirements is shown in Fig. 7, together with the like sign data. The opposite sign plot after like sign background subtraction is shown in Fig. 8. The like sign subtraction was assumed to eliminate backgrounds from uncorrelated muons from π or K decays in flight. There are 2573 events in the final mass plot, which was fitted to a linear background plus a Gaussian signal. The full mass window from 1 GeV/c^2 to 6 GeV/c^2 was used to fit the background shape underneath the peak. The peak after background subtraction is shown in Fig. 9. There were 1207 events in this peak between 2.0 < M(μ^+μ^-) < 4.4 GeV/c^2, a window centered at 3.2 GeV/c^2, and 2.5σ wide. The fitted background in this same mass window was 730 events, for a signal fraction of 62 ± 2%, where the uncertainty is statistical.

In order to evaluate the systematic uncertainty associated with this procedure, the dependence of this fraction on the assumed shape of the background was studied. Two other background functions were used to compare with the linear one above. The results are summarized in Table I. One was a simple exponential, which gave a larger signal fraction, with a slightly wider Gaussian peak and a slightly larger χ^2. The second background model used templates calculated from three sources of dimuon background: Drell-Yan muon pairs [18], muon pairs from sequential decays of B and D mesons, and a small tail from a φ peak at 1 GeV/c^2 [8]. The relative normalizations of the templates were allowed to float, as was the amount of Gaussian signal. This procedure resulted in a yield halfway between the other two, with a good χ^2. The average of the linear and exponential signal fractions was adopted for the cross section calculation. A systematic uncertainty of 7.9% was assigned to account for the dependence on the assumed background shape. The p_T dependence of this fraction is given in Table II. The systematic uncertainties in the three highest p_T bins were larger than the 7.9% applied to the data sample as a whole, and those uncertainties have

### Table I. Signal and background in 2 < M(μ^+μ^-) < 4.4 GeV/c^2 for various background functions. In columns six and seven DOF refers to the number of fitted points minus the number of parameters.

<table>
<thead>
<tr>
<th>Fit type</th>
<th>Signal</th>
<th>Background</th>
<th>s</th>
<th>peak σ GeV/c^2</th>
<th>d.o.f</th>
<th>χ^2/DOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear</td>
<td>1206</td>
<td>731</td>
<td>0.62 ± 0.02</td>
<td>0.47 ± 0.01</td>
<td>45</td>
<td>1.11</td>
</tr>
<tr>
<td>exponential</td>
<td>1397</td>
<td>540</td>
<td>0.72 ± 0.02</td>
<td>0.51 ± 0.01</td>
<td>45</td>
<td>1.33</td>
</tr>
<tr>
<td>templates</td>
<td>1294</td>
<td>643</td>
<td>0.67 ± 0.02</td>
<td>0.48 ± 0.01</td>
<td>41</td>
<td>0.73</td>
</tr>
</tbody>
</table>
been added in quadrature with the statistical uncertainties in column 3 of Table II.

The Monte Carlo peak is compared to the data from the linear background fit in Fig. 9. The peak shift from 3.1 GeV/$c^2$ to 3.2 GeV/$c^2$ was reproduced by the Monte Carlo simulation. This effect was caused by a combination of the opening angle requirement, and the tendency for the reconstructed momentum to be a few percent high. The $\psi(2S)$ at 3.7 GeV/$c^2$ could contribute to this shift, but was expected to be only about 2% of the $J/\psi$'s, and hence undetectable [3]. The Monte Carlo width of 0.41 GeV/$c^2$ was slightly narrower than the experimental width of 0.47 GeV/$c^2$, but the agreement was on the whole satisfactory. The experimental width depended slightly on the assumed shape of the background (see Table I). The signal fraction systematic uncertainty in Table III was increased to allow for the width discrepancy between data and the Monte Carlo calculation.

The detector acceptance for $J/\psi \rightarrow \mu^+ \mu^-$ was a function of three independent variables: $p_T$ and $\eta$ of the $J/\psi$, and the muon angular distribution in the $J/\psi$ rest frame. The acceptance was calculated using a Monte Carlo calculation which generated $B \rightarrow J/\psi + X$. This channel for $J/\psi$ production was chosen for simplicity, and the resulting kinematic distributions adequately modeled the data for acceptance calculations. However, $B$ decays were only one of the possible sources of $J/\psi$'s in the data, which included prompt $J/\psi$'s and daughters from $\chi$ decays as well. The Monte Carlo calculation started with a $p_T^B$ distribution patterned after CDF central data [3]. The $B$ rapidity was chosen independent of $p_T^B$ to be flat for $|y| < 2$, and to drop off linearly to zero from $|y| = 2$ to $|y| = 4$. The $J/\psi$ momentum in the $B$ rest frame was generated isotropically according to the measured inclusive spectrum from $B$ decays [19]. The result $p_T^{J/\psi}$ distribution was reweighted to agree with the distribution measured by D0 [5] in the bins 5 GeV/$c < p_T < 15$ GeV/$c$, around the cut at 10 GeV/$c$, to assure that the momentum resolution effect on the spectrum was correctly modeled. The resulting MC accepted $p_T$ distribution in column 5 of Table II agreed closely with the data in column 2 of the same table. The $J/\psi \eta$ distribution decreased linearly by a factor of two from $|\eta| = 2$ to $|\eta| = 3$, across the acceptance of the toroids. After all quality criteria were applied, the Monte Carlo sample $\eta$ distribution agreed with the data within the statistical uncertainty. This $|\eta|$ dependence was also consistent with the results shown in Fig. 10. The muon pairs were generated isotropically in the $J/\psi$ rest frame. The sensitivity of the acceptance to non-isotropic pair distributions was studied by choosing the $J/\psi$ line of flight to be the quantization axis for its spin vector, and comparing $m_s = \pm 1$, $f(\theta) = (1 + \cos^2(\theta))/2$, to $m_s = 0$, $f(\theta) = (1 - \cos^2(\theta))/4$. The result was $\frac{N(m_s = 0) - N(m_s = \pm 1)}{N(m_s = 0) + N(m_s = \pm 1)} = (8 \pm 2)%$. The $m_s = 0$ distribution favored symmetric muons with larger opening angles, and therefore had a larger acceptance. Since the mix of $m_s = \pm 1$ and $m_s = 0$ in the data was unknown, the systematic uncertainty for the Monte Carlo efficiency included this effect (see row 4 of Table III).

The muons so obtained were subjected to a detector simulation program which included ionization energy loss $dE/dx$ and multiple scattering in the iron of the calorimeters and the toroids, deflection in the magnetized iron, a small deflection in the solenoid field, errors in the vertex location, chamber wire efficiency, extra hits from delta rays, wire position errors, and drift chamber resolution. The resulting track patterns were then required to satisfy the trigger. As shown in

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig10.png}
\caption{Integrated CDF and D0 cross sections vs $|\eta|$ for $p_T^{J/\psi} > 10$ GeV/$c$. The uncertainties shown are statistical only.}
\end{figure}

TABLE II. $p_T^{J/\psi}$ dependent corrections to the data, with statistical uncertainties.

\begin{center}
\begin{tabular}{cccrr}
\hline
$p_T^{J/\psi}$ (GeV/$c$) & Data & $s$ & MC general & MC accepted & $\epsilon_{MC}$ \\
\hline
10–15 & 1379±38 & 0.69±0.020 & 12500 & 1287 & 0.103±0.0035 \\
15–20 & 411±21 & 0.65±0.034 & 1920 & 498 & 0.259±0.0111 \\
20–25 & 106±10 & 0.71±0.092 & 350 & 136 & 0.388±0.0297 \\
25–30 & 29±5.6 & 0.59±0.16 & 83 & 38 & 0.46±0.0552 \\
30–35 & 10±3 & 0.59±0.27 & 18 & 6 & 0.33±0.1113 \\
\hline
\end{tabular}
\end{center}

TABLE III. Systematic uncertainties.

\begin{center}
\begin{tabular}{ccc}
Source & Factor & Uncertainty \\
\hline
$\int dL dt$ & 74.0±5.2 pb$^{-1}$ & 7.0% \\
Signal fraction & 0.68±0.054 & 7.9% \\
Monte Carlo efficiency & 0.132±0.011 & 8.3% \\
Trigger efficiency & 0.74±0.05 & 6.7% \\
Total systematic uncertainty & & 15.0% \\
\hline
\end{tabular}
\end{center}
The cross sections in column 2 of Table II are the numbers of events in the 2.0 < M(±μ−) < 4.4 GeV/c² mass range, after subtraction of the like sign background. There were no events in the 35–40 GeV/c bin, and two events with p_T^μ+μ− > 40 GeV/c. The quoted statistical uncertainty was calculated from the number before the like sign subtraction. Column 3 is the bin by bin calculation of the peak fraction in the 2.0 < M(±μ−) < 4.4 GeV/c² mass range. The detection efficiency was calculated by dividing the number of events generated by the Monte Carlo calculation (column 4) by the number which passed all cuts (column 5), as a function of reconstructed p_T^μ+μ−. The uncertainties listed in columns 3 and 6, when combined in quadrature with those in the data in column 2, gave the statistical uncertainties to the corrected data in column 2 of Table IV. The systematic uncertainty in the signal fraction was dominated by the lower momentum bins, and is applied to the cross section as shown in Table III. Table IV also shows the resulting cross sections with statistical uncertainties. The multipliers to get from column 2 to column 3 of Table IV was

\[ f = 1 / \left( \int \mathcal{L} dt \times \Delta p_T \times \epsilon \right) \]

= 0.00365 ± 0.00033 (syst) pb/GeV/c.

The normalization factors in this expression are as follows:

1) \( \int \mathcal{L} dt = 74.2 ± 5.2 \) pb⁻¹
2) \( \Delta p_T^μ+μ− = 5 \) GeV/c.
3) \( \epsilon = 0.74 ± 0.05 \) is the trigger and cut efficiency factor not in the Monte Carlo.

The uncertainties in \( f \) were systematic, and are listed in Table III. The cross section integrated over \( p_T^μ+μ− \) was calculated by summing the data in column 2 of Table IV, and multiplying by \( f \times \Delta p_T^μ+μ− \). The result, including statistical and systematic uncertainties, was

\[ B(J/ψ→μ+μ−) = 192 ± 9(\text{stat}) ± 29(\text{syst}) \text{ pb.} \]

The cross sections in Table IV are plotted together with the D0 results [5] in Fig. 11. The two experiments have different average pseudorapidities: CDF \( \langle |\eta| \rangle = 2.3 \) and D0 \( \langle |\eta| \rangle = 3 \). The agreement between the two experiments in the \( p_T \) region where they overlap is satisfactory. The CDF measurements increase the maximum \( p_T^{J/ψ} \) by a factor of two. Over this range the cross section drops an order of magnitude. The CDF integrated cross section \( d\sigma/d\eta \) for \( p_T > 10 \) GeV/c was

\[ B(J/ψ→μ+μ−) d\sigma \left( p+p→J/ψ(p_T > 10 \text{ GeV/c}, 2.1 < |\eta| < 2.6) + X \right)/d\eta = 192 ± 9(\text{stat}) ± 29(\text{syst}) \text{ pb.} \]

The uncertainties shown are statistical only. The CDF data points also have a common systematic uncertainty of ±15%.

V. RESULTS

Table II begins the calculation of the \( p_T^μ+μ− \) dependent cross section, which is completed in Table IV. The data listed in column 2 of Table II are the signals which passed all cuts (column 5), as a function of reconstructed \( p_T^{J/ψ} \). The uncertainties listed in columns 3 and 6, when combined in quadrature with those in the data in column 2, gave the statistical uncertainties to the corrected data in column 2 of Table IV. The systematic uncertainty in the signal fraction was dominated by the lower momentum bins, and is applied to the cross section as shown in Table III. Table IV also shows the resulting cross sections with statistical uncertainties. The multipliers to get from column 2 to

\[ B(J/ψ→μ+μ−) \times d\sigma[p+p→J/ψ(p_T > 10 \text{ GeV/c}, 2.1 < |\eta| < 2.6) + X]/d\eta = 192 ± 9(\text{stat}) ± 29(\text{syst}) \text{ pb.} \]

VI. CONCLUSIONS

The cross sections from Table IV are plotted together with the D0 results [5] in Fig. 11. The two experiments have different average pseudorapidities: CDF \( \langle |\eta| \rangle = 2.3 \) and D0 \( \langle |\eta| \rangle = 3 \). The agreement between the two experiments in the \( p_T \) region where they overlap is satisfactory. The CDF measurements increase the maximum \( p_T^{J/ψ} \) by a factor of two. Over this range the cross section drops an order of magnitude. The CDF integrated cross section \( d\sigma/d\eta \) for \( p_T > 10 \) GeV/c was

\[ B(J/ψ→μ+μ−) d\sigma \left( p+p→J/ψ(p_T > 10 \text{ GeV/c}, 2.1 < |\eta| < 2.6) + X \right)/d\eta = 192 ± 9(\text{stat}) ± 29(\text{syst}) \text{ pb.} \]

Figure 10 shows integrated cross sections in different \( |\eta| \) regions for \( p_T^{J/ψ} > 10 \) GeV/c. The points were obtained by integrating the published cross sections for CDF central [3], and D0 forward [5]. CDF in the central rapidity region separated the prompt \( J/ψ \)’s from the \( J/ψ \) daughters from \( B \) meson decay using the secondary vertex distribution measured in the SVX, and this data point is also shown for \( p_T^{J/ψ} > 10 \) GeV/c. A similar separation for the forward data set was not possible.
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