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SUMMARY
Hydrodynamic pulsation models are constructed for the RR Lyrae stars, including a large grid of RRc models and a pair of models with parameters corresponding to the RRd stars. The latter calculations are used to argue that LNA periods are sufficient when comparing RRd models with observations. The RRc models are subjected to Fourier decomposition, and a discussion of various Fourier parameters is undertaken to complement a treatment given elsewhere of the phase parameter $\phi_{31}$. It is shown that the theoretical light curves mimic the observations rather well, including the observed run of $\phi_{31}$ with period and the fall-off of $\phi_{31}$ with $R_{21}$. The greatest deficiency of the models lies in their failure to reproduce observed values of the phase parameter $\phi_{21}$. Finally, turning to the velocity curves, we show that the first-order phase lag $\Delta \phi_{j}$ between velocity and light is related in the models to the linear driving $\eta_{1}$ and thus potentially may be used to measure the distances of observed RRc stars from their respective blue edges.

1 INTRODUCTION
The RR Lyrae pulsators have a long-standing role in a number of crucial astronomical problems including horizontal branch evolution, galactic structure and history, and the cosmic distance scale. These stars divide naturally into three groups: the fundamental-mode pulsators (RRab stars), the first-overtone pulsators (RRc stars), and finally, the objects which pulsate simultaneously in both modes (RRd stars). The RR Lyrae stars have been much studied. In the last two decades, hydrodynamic pulsation models have been constructed for these objects with varying degrees of success in reproducing their observed properties. Recent RR Lyrae models include those by Stothers (1981), Simon & Aikawa (1986), Hubickyj & Stothers (1986) and Kovacs & Buchler (1988).

Simon (1985) used Fourier decomposition to compare the Strothers and Hubickyj–Stothers models with observations. In this technique (Simon 1988a, and references therein), the observed and theoretical light curves are fitted with Fourier series, namely,

$$\text{mag} = A_0 + A_j \cos(j \omega t + \phi_j) \quad \text{(sum over } j),$$

and then compared in terms of combinations of the low-order coefficients:

$$R_{j1} = A_j / A_1, \quad \phi_{j1} = \phi_j - j \phi_1.$$  

Although the sample of models was small, Simon (1985) found that the first-overtone calculations were much more successful in modelling the RRc stars, than were the fundamental-mode models in mimicking the RRab stars.

It was this result that prompted the calculation of the large grid of first-overtone models whose properties will be described below. A number of results obtained from the study of these calculations have already been given by Simon (1989, hereafter S89). The models were found to be particularly successful in reproducing the observed Fourier phase parameter $\phi_{31}$. It was shown in S89 that this parameter measures the luminosity-to-mass ratio $L/M^{1.81}$ for the RRc stars. Comparison of the models with observed light curves of RRc pulsators in the globular cluster $\omega$ Centauri led S89 to conclude that the masses of the RRc stars in $\omega$ Cen agree with the masses determined for a sample of RRd stars in other clusters (see below; also Cox 1988). Some of these conclusions are implicit already in Hubickyj & Stothers (1986) who, based upon qualitative and semi-quantitative arguments, derived RRc masses in the range 0.55–0.65 $M_\odot$ and emphasized the importance of the luminosity-to-mass ratio in determining light-curve properties.

The present hydrodynamic models were constructed with the dynamically zoned code TGRID, described by Aikawa & Simon (1983) and Simon & Aikawa (1986). The opacities were in the form of an analytic fit given by Stellingwerf (1975). Convection was neglected. The main body of the current work will be devoted to discussing the properties of 42 first-overtone models which comprise the bulk of our calculations. This discussion begins in Section 3. However, before proceeding with this subject, we shall briefly treat in,
2 RRd MODELS

The RRd stars pulsate simultaneously in the first-overtone and fundamental modes. A recent discussion of these objects was given by Cox (1988). It was argued by Cox, Hodson & Clancy (1983) that the RRd variables are located in the instability strip near the boundary separating the regions occupied by the RRc (first-overtone) and RRab (fundamental mode) pulsators. Furthermore, when these authors plotted the RRd periods on the Petersen diagram (period ratio versus period), it was found that the stars separated clearly into two groups – corresponding to Oosterhoff I (Oo I) and Oosterhoff II (Oo II) clusters, respectively [see Rood & Crocker (1989) for a description of the Oosterhoff groups]. Finally, linear non-adiabatic (LNA) pulsation models were employed to deduce masses for the RRd stars, with the result as follows: Oo I clusters: \(M_{\odot} = 0.55 \ M_{\odot}\); Oo II clusters: \(M_{\odot} = 0.65 \ M_{\odot}\) (Cox et al. 1983).

The RRd period ratios are observed with extremely high accuracy, of the order 0.001 (e.g. Clement et al. 1986). Since the difference between the Oo I and Oo II RRd stars is found to be \(\delta(P_\text{f}/P_\text{0}) \leq 0.002\), it is crucial for the mass determinations that the theoretical periods are highly reliable. One possible source of error lies in the fact that linear models were used to find the periods, whereas it is clear that only models at limiting amplitude are appropriate for comparison with observations. Because it is a very time-consuming process to integrate hydrodynamic models until they approach limiting amplitude, it was decided to test the linear periods in two cases only, corresponding to the Oo I and Oo II groups, respectively.

Table 1 displays parameters for the two models we chose. The LNA periods and growth rates (per cent per period) are given for the fundamental and first-overtone models in each model. These periods place Model A among the Oo I stars in the Petersen diagram, and Model B among the Oo II stars. Each model was perturbed in the fundamental mode and integrated for many periods until approximate convergence. The calculation was then repeated for a first-overtone perturbation. The fourth and seventh columns of Table 1 give integration times \(\tau_0\) and \(\tau_1\) (in periods) for the fundamental and overtone calculations, respectively.

Fig. 1 portrays the last few hundred periods for the \(F\)-mode integration in Model B. The abscissa is time and the top ordinate the maximum kinetic energy attained (over the previous 10-period interval), both in arbitrary units. One notes that the kinetic energy has converged to about one part in \(10^3\). The bottom panel shows the pulsation frequency (arbitrary units) determined at the indicated times via a ‘maximum entropy’ analysis (Ulrich & Bishop 1975; Uji-iye 1986) performed on data spanning in each case the previous 100 pulsation periods. The dashed line indicates the frequency emerging from the LNA calculation. Noting the narrow range of the frequency scale (fourth significant figure) one remarks on the close agreement of the limiting and LNA frequencies.

In Fig. 2 we show a similar plot for the first-overtone mode of Model B. Again the kinetic energy has converged very tightly and the non-linear frequency is very close to the linear value. Averaging the frequencies in Figs 1 and 2, we obtain \(f_0 = 2.1146, \ f_1 = 2.8319\) and thus \(f_0/f_1 = P_1/P_0 = 0.7467\), in close agreement with the LNA period ratio given in Table 1.

![Figure 1](image1.png)

**Figure 1.** Kinetic energy and pulsation frequency versus time (all in arbitrary units) for the last few hundred periods of the fundamental-mode integration in Model B. The dashed line indicates the LNA frequency.

![Figure 2](image2.png)

**Figure 2.** Same as Fig. 1, but for the first-overtone mode in Model B.

Table 1. Parameters of RRd models.

<table>
<thead>
<tr>
<th>Model</th>
<th>(M/M_{\odot})</th>
<th>(L/L_{\odot})</th>
<th>(T_0)</th>
<th>(Y)</th>
<th>(Z)</th>
<th>(P_1/P_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>0.55</td>
<td>1.660</td>
<td>7000</td>
<td>0.250</td>
<td>0.001</td>
<td>0.7449</td>
</tr>
<tr>
<td>Model B</td>
<td>0.67</td>
<td>1.780</td>
<td>6950</td>
<td>0.250</td>
<td>0.0002</td>
<td>0.7464</td>
</tr>
</tbody>
</table>

\(P_0 \ \text{ (x10^3)}\) \(\tau_0\) \(\text{ (per)}\) \(P_1 \ \text{ (x10^3)}\) \(\tau_1\) \(\text{ (per)}\)

| Model A | \(0.48384\) | 3.85 | 1300 | 0.36040 | 17.8 | 2510 |
| Model B | \(0.54731\) | 3.05 | 1210 | 0.40851 | 18.1 | 1730 |
Fig. 3 displays the time evolution of the fundamental mode in Model A. Once more we see that the model has converged and that the limiting frequency agrees with the LNA value to one part in $10^3$. The first-overtone integration for Model A was somewhat more problematical. In this case, a very small $F$-mode component remained in the oscillation even after 2500 periods. Unfortunately, the kinetic energy record for the last few hundred periods was lost; however, the light and velocity amplitudes were retained and these are shown plotted against time in the top two panels of Fig. 4. These amplitudes were steady to within about 0.002 mag and 0.2 km s$^{-1}$, respectively. Furthermore, Fourier decompositions of the light and velocity curves showed that the coefficients were also very steady over the time range in question. There was no reason to believe that the very small fundamental-mode contribution was anything but a slowly fading transient. Indeed, this conclusion is strongly bolstered by the results of Kovacs & Buchler (1988) who, using a relaxation (as opposed to initial-value) technique, found no evidence for instability of the first-overtone limit cycle in models with parameters very close to those of our Model A. 

The bottom panel of Fig. 4 shows the overtone frequency as a function of time in Model A for the last few hundred periods. The values are seen to scatter about the LNA frequency. This scatter is larger than that in the other integrations, probably due to the $F$-mode transient. Taking a simple time average in Figs 3 and 4 we find for Model A: $f_0 = 2.3914$, $f_1 = 3.2113$, $P_1/P_0 = 0.7447$. The latter number is again in close agreement with the LNA value given in Table 1. 

Because we are dealing with non-linear systems it cannot be ruled out that the agreement between the linear and non-linear periods in Models A and B is fortuitous and thus subject to change over longer time periods. However, the present calculations taken in concert with similar results obtained by Kovacs & Buchler (1988) for a series of relaxation models and a single initial-value integration strongly suggest that LNA periods are sufficient for comparison with the observed periods of the RRd stars.

3 RRc MODELS

The main body of calculations consisted of 42 models with parameters in the range: $0.50 \leq M/M_\odot \leq 0.70$, $1.54 \leq \log L/L_\odot \leq 1.86$, $0.50 \leq \log T_\text{eff} \leq 4.8$, $6850 \leq T_\odot \leq 7500$ K. The metal abundance was taken to be either $Z = 0.001$ for $M < 0.65 M_\odot$, and $Z = 0.0002$ for $M \geq 0.65 M_\odot$. The helium abundance was taken to be either $Y = 0.25$ or $Y = 0.30$. For given $M$, $L$, and $Y$, two models were calculated—one near the first-overtone bulge edge and another near or just redward (<100 K) of the fundamental-mode blue edge. This spans the domain in which most RRc stars are likely to be found. Table 2 lists the model parameters, including the LNA periods and the linear growth rate ($\times 10^3$) of the first overtone ($\eta_1$). The fundamental mode is linearly stable in all models except as indicated by a footnote in the $\eta_1$ column.

The hydrodynamic models were perturbed with a velocity distribution dominated by the LNA eigenfunction corresponding to the first overtone. Integrations were then continued for a time interval between 100 and 200 periods. This was sufficient for the light and velocity curves to settle down close to their limiting forms. In particular, the crucial Fourier parameter $\phi_{11}$ was found to change, typically, by 0.1 or less over the last 30–60 periods of the oscillation. The artificial viscosity parameters (Stellingwerf 1975) in all of the Table 2 models were set at $C_0 = 2.0$, $a = 0.01$. 

Simon & Aikawa (1986) have published a number of light and velocity curves calculated with the $\tau_\text{mod}$ code. These curves tend to be very smooth, owing to $\tau_\text{mod}$'s dynamic zoning in the hydrogen-ionization region. Fig. 5 displays the raw output emerging from one of our present well-converged calculations, Model 65N (see Table 2). The top curve shows the velocity (km s$^{-1}$) in theoretician's units (expansion phase positive) while the lower curve gives the luminosity (arbitrary units). Along the abscissa, the time is also plotted in arbitrary units. Once more, the smooth curves are typical of RR Lyrae models constructed with $\tau_\text{mod}$. 
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Table 2. Parameters of RRc models.

<table>
<thead>
<tr>
<th>Model</th>
<th>$M_{\odot}$</th>
<th>$\log L/L_{\odot}$</th>
<th>$T_{\text{eff}}$</th>
<th>$Y$</th>
<th>$P_{1}$</th>
<th>$P_{2}$</th>
<th>$\eta_{1}$</th>
<th>$(x10^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50A</td>
<td>0.50</td>
<td>1.54</td>
<td>7300</td>
<td>.250</td>
<td>.266</td>
<td>.750</td>
<td>1.65</td>
<td>4.28</td>
</tr>
<tr>
<td>50B</td>
<td>0.55</td>
<td>1.54</td>
<td>7300</td>
<td>.250</td>
<td>.261</td>
<td>.753</td>
<td>3.01</td>
<td></td>
</tr>
<tr>
<td>50C</td>
<td>0.55</td>
<td>1.58</td>
<td>7200</td>
<td>.250</td>
<td>.283</td>
<td>.751</td>
<td>7.74</td>
<td></td>
</tr>
<tr>
<td>50D</td>
<td>0.55</td>
<td>1.58</td>
<td>7050</td>
<td>.250</td>
<td>.303</td>
<td>.749</td>
<td>18.5*</td>
<td></td>
</tr>
<tr>
<td>50E</td>
<td>0.55</td>
<td>1.58</td>
<td>7450</td>
<td>.300</td>
<td>.253</td>
<td>.753</td>
<td>4.14</td>
<td></td>
</tr>
<tr>
<td>50F</td>
<td>0.55</td>
<td>1.58</td>
<td>7200</td>
<td>.300</td>
<td>.283</td>
<td>.751</td>
<td>19.5*</td>
<td></td>
</tr>
<tr>
<td>50G</td>
<td>0.55</td>
<td>1.66</td>
<td>7200</td>
<td>.300</td>
<td>.328</td>
<td>.747</td>
<td>2.04</td>
<td></td>
</tr>
<tr>
<td>50H</td>
<td>0.55</td>
<td>1.66</td>
<td>7050</td>
<td>.300</td>
<td>.360</td>
<td>.745</td>
<td>17.8*</td>
<td></td>
</tr>
<tr>
<td>50I</td>
<td>0.55</td>
<td>1.66</td>
<td>7400</td>
<td>.300</td>
<td>.299</td>
<td>.749</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>50J</td>
<td>0.55</td>
<td>1.66</td>
<td>7050</td>
<td>.300</td>
<td>.328</td>
<td>.747</td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>50K</td>
<td>0.55</td>
<td>1.70</td>
<td>7100</td>
<td>.250</td>
<td>.371</td>
<td>.744</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>50L</td>
<td>0.55</td>
<td>1.70</td>
<td>6950</td>
<td>.250</td>
<td>.398</td>
<td>.742</td>
<td>18.1*</td>
<td></td>
</tr>
<tr>
<td>50M</td>
<td>0.65</td>
<td>1.70</td>
<td>7350</td>
<td>.300</td>
<td>.329</td>
<td>.746</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>50N</td>
<td>0.65</td>
<td>1.70</td>
<td>7050</td>
<td>.250</td>
<td>.409</td>
<td>.742</td>
<td>3.05</td>
<td></td>
</tr>
<tr>
<td>50P</td>
<td>0.65</td>
<td>1.70</td>
<td>6900</td>
<td>.250</td>
<td>.439</td>
<td>.740</td>
<td>17.5*</td>
<td></td>
</tr>
<tr>
<td>50Q</td>
<td>0.65</td>
<td>1.70</td>
<td>7250</td>
<td>.300</td>
<td>.372</td>
<td>.744</td>
<td>5.33</td>
<td></td>
</tr>
<tr>
<td>50R</td>
<td>0.65</td>
<td>1.70</td>
<td>7050</td>
<td>.300</td>
<td>.408</td>
<td>.742</td>
<td>25.7*</td>
<td></td>
</tr>
</tbody>
</table>

4 FOURIER DECOMPOSITIONS

For the purposes of analysis we converted the surface luminosities in all 42 models into bolometric magnitudes, and multiplied the velocities by the well-known factor $-17/24$ to convert them to 'observational' form (expansion phase negative). Eighth-order Fourier decompositions were then performed on the converted light curves according to the form given in equation (1) and on the velocity curves according to the form

$$v = A_0 - A_1 \sin(j \omega + \varphi_j) \quad \text{(sum over } j\text{).}$$

Standard deviations for the Fourier fits were typically $\sim 0.02$ mag for the light curves and $< 1$ km s$^{-1}$ for the velocities.

Results from the Fourier analysis of the light curves are given in Table 3, which includes a number of models not appearing in Table 2. First, the Fourier parameters for the overtone pulsations of Models A and B of Section 2 are given in Table 3 as Models 55H and 67A, respectively. And secondly, Table 3 includes three models with the suffix '1'; these have model parameters identical to those of Models 55N, 65B and 55H, respectively, but were calculated with smaller artificial viscosity – namely, $C_O = 1.0, \alpha = 0.01$. In the columns of Table 3 we list limiting amplitudes for the light curves as well as the first four Fourier amplitude ratios and phase differences as defined in equations (2).

The corresponding quantities for the velocity curves (see equations 2 and 3) are displayed in Table 4. The final column of Table 4 gives the first-order phase lag between maximum light and maximum expansion velocity (Simon 1984) with the definition

$$\Delta \varphi = \varphi_1(\text{velocity}) - \varphi_1(\text{light}) + \pi/2.$$
5 DISCUSSION

In S89 the Fourier phase parameter $\phi_3$, was singled out and shown to be a valuable diagnostic for interpreting the observations of RRe stars. The present work is devoted to the discussion of some of the other properties of the theoretical results. We turn first to the lower viscosity models 55N1, 65B1 and 55H1. Comparing these with 55N, 65B and 55H, respectively, one notes, as expected, higher amplitudes and larger values of $R_{21}$ in the low-$C_Q$ models (Simon & Aikawa 1986). The important parameter $\phi_3$ is somewhat smaller in the low-$C_Q$ calculations, with $\langle \Delta \phi_3 \rangle = 0.2$.
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Although no strong dependence of Fourier parameters on artificial viscosity was found in this minimal experiment, a more comprehensive study (perhaps along the lines of Kovacs 1990) would certainly be in order.

Returning to the main body of calculations, one finds that the overall agreement between the hydrodynamic and observed RRc light curves is good. This agreement is illustrated in Fig. 6, where we display the light curves from two of the models (dots) along with two observed light curves from Lub (1977) (insets). In Fig. 6(a) the observed star is AU Vir ($P = 0.343\text{d}, \phi_{31} = 3.08$), while the model is 67A; Fig. 6(b) shows V487 Sco ($P = 0.329\text{d}, \phi_{31} = 4.47$) and Model 65N. These examples were chosen because they represent two extremes of light-curve shape seen in both the models and the

Figure 6. Theoretical and observed light curves for two cases: (a) Model 67A versus AU Vir (inset); (b) Model 65N versus V487 Sco (inset).

Figure 7. $\phi_{31}$ versus $R_{21}$. Dots: $\omega$ Cen RRc stars; crosses: field RRc stars; open circles: hydrodynamic models.

Figure 8. $\phi_{21}$ versus period. Dots: $\omega$ Cen RRc stars; crosses: field RRc stars. The box indicates the domain of the hydrodynamic models.
stars. The theoretical periods in these two cases are larger than the observed ones but this could be remedied, for example, by reducing the mass of the models while holding $\log(L/M^{1/4})$ fixed so as to fix $\phi_{31}$ (see S89). In any event, a completely satisfying agreement between theoretical and observed light-curve shapes is not yet to be expected since the models still have some faults. These shortcomings are better discussed in terms of the Fourier components, and this is the topic we address in what follows.

As seen in Fig. 6 the shape of the RRc light curves, particularly near maximum, seems crudely tied to the value of $\phi_{31}$, with smaller $\phi_{31}$ yielding 'AU Vir type' curves and larger $\phi_{31}$, 'V487 Sco types'. However, the situation is more complex, as illustrated in Fig. 7 where we plot $\phi_{31}$ versus the Fourier amplitude parameter $R_{21}$. The dots represent the 'reduced sample' of RRc stars from the globular cluster $\omega$ Cen (Petersen 1984; S89), and the crosses a sample of field RRc stars (Lub 1977; S89). We see a clear trend of falling $\phi_{31}$ with increasing $R_{21}$, so that these two Fourier parameters must operate in concert in defining the light-curve shapes. The hydrodynamic models (open circles) reproduce the observed trend but with values of $R_{21}$ that are generally too high. This result is not surprising in view of the fact that $R_{21}$ is somewhat amplitude-dependent (Simon & Lee 1981) whereas the hydrodynamic models do not give reliable limiting amplitudes (Simon 1988a). On balance, however, the ability of the models to show the observed fall-off in $\phi_{31}$ should be considered a positive factor.

A more serious problem concerns the Fourier phase parameter $\phi_{21}$. Fig. 8 shows $\phi_{21}$ versus period for the reduced $\omega$ Cen sample (dots) and the field stars (crosses). Here, as with $\phi_{31}$, there is a tendency to increase with period (see S89) but with considerably more scatter. The box drawn on the figure indicates the domain of the hydrodynamic models. It is clear that these models fail to reproduce the high values of $\phi_{21}$ attained by most of the stars. The quantity $\phi_{21}$ has long been the most problematic of the Fourier parameters in terms of the ability of the theoretical models to match observed light curves (Simon 1988a). The models have a history of failing with $\phi_{21}$ even when succeeding with other parameters. It has been suggested by Simon (1988b) that the surface values of individual Fourier parameters are determined in critical interior zones which may be different for different parameters. In that case, the failure of models to reproduce observed values of a certain quantity (e.g. $\phi_{21}$) would indicate physical or numerical shortcomings in the treatment of the interior domains critical in the determination of that quantity. In our opinion, the direct linking of Fourier para-

![Figure 9](image-url)  
**Figure 9.** First-order phase lag $\langle \Delta \phi \rangle_l$ versus $T_e$ for the hydrodynamic models.

![Figure 10](image-url)  
**Figure 10.** $\langle \Delta \phi \rangle_l$ versus the linear driving $\eta_1$ in the theoretical models. The abscissa is compressed so as to omit the empty range, $9 \leq \eta_1 \leq 13$. 
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meters to the physical state of the envelope represents an important problem for future research.

Finally, let us turn to the calculated velocities. Detailed properties of the hydrodynamic velocity curves are made available in Table 4 but, with one exception, will not be treated further here due to the paucity of relevant observations. The exception concerns the first-order phase lag, \( \langle \Delta \phi \rangle_1 \). Simon (1985) and Simon & Aikawa (1986) suggested that \( \langle \Delta \phi \rangle_1 \) may serve as a temperature diagnostic and, indeed, a plot of \( \langle \Delta \phi \rangle_1 \) versus \( T_e \), shown here in Fig. 9, indicates such a relation, but with scatter large enough to make temperature determination very uncertain.

A more interesting relationship is shown in Fig. 10 where \( \langle \Delta \phi \rangle_1 \) is plotted against the linear driving \( \eta_1 \). Because of the way we chose our models (see S89), they show small and large values of \( \eta_1 \) but few values in between. This circumstance is reflected in the compressed abscissa in Fig. 10 where we have entirely omitted the (empty) range, \( 9 \leq \eta_1 \leq 13 \). It can be seen that at large \( \eta_1 \) the models attain less negative values of the phase lag with considerable scatter. However, when the driving is small (say, \( \eta_1 < 5 \)), there is a rather sharp increase of \( \langle \Delta \phi \rangle_1 \) with \( \eta_1 \), with the models showing phase lags \( \leq -0.5 \). If these results are correct (i.e. if the models prove reliable in reproducing observed phase lags), then Fig. 10 provides a method of measuring the distance of RRc stars from their respective blue edges, at least for those stars which are relatively hot (small driving). A test of this suggestion will require a set of RRc velocity curves, but since first-order Fourier quantities are involved in \( \langle \Delta \phi \rangle_1 \), the demands on the velocity data may not be too onerous.
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