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Measurement of $B$-meson lifetimes using fully reconstructed $B$ decays produced in $p\bar{p}$ collisions at $\sqrt{s}=1.8$ TeV
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We present an improved measurement of $b$-meson lifetimes using fully reconstructed $B$-decays produced in $p\bar{p}$ collisions at $\sqrt{s} = 1.8$ TeV, using 114 pb$^{-1}$ of data collected at the Collider Detector at Fermilab. We obtain $\tau(B^+) = 1.636 \pm 0.058$ (stat) $\pm 0.025$ (syst) ps, $\tau(B^0) = 1.497 \pm 0.073$ (stat) $\pm 0.032$ (syst) ps and for the lifetime ratio $\tau(B^+)/\tau(B^0) = 1.093 \pm 0.066$ (stat) $\pm 0.028$ (syst).
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I. INTRODUCTION

Accurate measurements of $B$ meson lifetimes are essential in measuring standard model parameters and related phenomena, for example in the accurate determination of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element $V_{cb}$, and the measurement of the time dependence of $B\bar{B}$ mesons using fully reconstructed decays of $\Upsilon(1S)$. Corrections are considered. Several processes contribute corrections to the spectator model [1]; these include the exchange process for the $B^0$, and the annihilation graph for the $B^+$ [2]. Other non-spectator corrections are caused by Pauli final state interference effects. Calculations using the spectator model and several corrections predict a ratio of lifetimes of 1.05–1.2 for the $B^+$ and $B^0$ mesons. This is smaller than the corresponding ratio of 2.5 for the $D^+$ and $D^0$ lifetimes [3] and is due to the relatively heavier $b$ quark.

We report on the new measurement of the lifetimes of $B$ mesons using fully reconstructed decays of $B^+$ and $B^0$ with $J/\psi$ and $\psi(2S)$ final states. The results reported here supersede the results of our previous measurement reported in [4]. Compared to our previous measurement we have used more data [5], a more refined fitting method, and for the first time we have included final states with $J/\psi \rightarrow e^+e^-$ and $\psi(2S) \rightarrow \mu^+\mu^-$.  

II. THE CDF DETECTOR

In the following section we describe the Collider Detector at Fermilab (CDF) [6], starting with the tracking system which is immersed in a 1.4 T solenoidal magnetic field. The innermost tracking device is a silicon micro-strip vertex detector (SVX) [7] that provides spatial measurements in the $r-\phi$ [8] plane with an impact parameter resolution of $\sigma_{\rho} (p_T) = (13 + 40/p_T) \mu$m where $p_T$ is the transverse momentum of the track in units of GeV/c [9]. The SVX is followed by a set of time projection chambers (VTX) which measures the position of the proton-antiproton interaction (the primary vertex) along the beam line. Surrounding the VTX is the central tracking chamber (CTC), a 3 m long cylindrical drift chamber from 0.3 to 1.3 m in radius covering the pseudo-rapidity interval $|\eta| < 1.0$. The CTC contains 84 layers of sense wires, grouped into nine alternating axial and stereo superlayers providing three-dimensional tracking. The outer 54 layers of the CTC are instrumented to record the specific ionization $dE/dx$ of charged particles.

Outside the solenoid are central electromagnetic (CEM) and hadronic (CHA) calorimeters ($|\eta| < 1.1$) with a segmentation of $\Delta \eta \times \Delta \phi \sim 0.1 \times 15^\circ$. The energy resolution of the central calorimeter is $\sigma(E_T)/E_T = \left[(13.5\% / \sqrt{E_T}^2 + (2\%))^2 \right]^{1/2}$ for electromagnetic showers where $E_T$ is the transverse energy measured in GeV. A layer of proportional chambers (CES) with wire and strip readout, is located six radiation lengths deep in the CEM calorimeter approximately near shower maximum for electromagnetic showers. The CES provides a measurement of electromagnetic shower profiles in both the $\varphi$ and $z$ directions. Proportional chambers located between the solenoid and the CEM comprise the central pre-radiator detector (CPR) which samples the early development of electromagnetic showers in the material of the solenoid coil, providing position information in $r-\varphi$. The central muon system, consisting of three components, is capable of detecting muons with $p_T \geq 1.4$ GeV/c in the pseudo-rapidity interval $|\eta| < 1.0$. The CEM system covers the region $|\eta| < 1.0$ and consists of 4 layers of planar drift chambers outside the hadron calorimeter allowing the reconstruction of track segments for charged particles penetrating the 5 absorption lengths of material. Outside the CEM there are 3 additional absorption lengths of steel followed by 4 layers of drift chambers (CMP). Finally, the CMX system extends the coverage up to pseudo-rapidity $|\eta| < 1.0$. Depending on the incident angle, particles have to penetrate 6–9 absorption lengths of material to be detected in the CMX.

III. TRIGGER AND LEPTON SELECTION

CDF has a three level trigger system. The first two levels are implemented in hardware, while the third is a software trigger which is a version of the offline reconstruction software optimized for speed. For this measurement two types of triggers are relevant: the dimuon [12] and the single electron triggers. No dielectron trigger was available.

For the dimuons the level 1 triggers require two track segments in the muon chambers. At level 2, tracks found in the CTC by the central fast track processor (CFT) [10] are associated with track segments in the muon chambers. Two different $p_T$ thresholds at approximately 2 and 2.5 GeV/c are used in our trigger, depending on whether one or both muons are required to be found in the CFT. The level 3
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trigger requires two muon candidates after full reconstruction. The following muon selection criteria are applied: the separation between the track in the muon chamber and the extrapolated CTC track is calculated in both the transverse and longitudinal planes. In each view, the difference is required to be less than 3.0 standard deviations ($\sigma$) from zero, where $\sigma$ is the sum in quadrature of the multiple scattering and measurement uncertainties. The energy deposited in the hadronic calorimeter by each muon is required to be greater than 0.1 GeV [11].

The single electron trigger requires electromagnetic energy deposition in the CEM at level 1 and a matching CFT track at level 2. The efficiency of finding an electron at level 1 rises from 15% at $E_T(e) = 5$ GeV to 90% for $E_T(e) > 6.5$ GeV. The level 3 trigger requires an electron candidate after full reconstruction. We distinguish between the electrons which fired the trigger and “soft” electrons not necessarily found by the standard electron reconstruction which does not identify electrons below $E_T(e) = 5$ GeV. The trigger electrons are identified by requiring that the longitudinal shower profile is consistent with an electron shower. The lateral shower profiles as measured with the CEM and CES are required to be consistent with test beam data. To identify “soft” electrons a special algorithm was used which requires a good match between the extrapolated CTC tracks and the CES strip and wire clusters; the ratio of the energy deposited in the electromagnetic and the hadronic compartment of the calorimeter is required to be $E_{Had}/E_{EM}$ < 0.125. The ionization loss in the CTC has to be consistent with that of an electron and a minimum charge deposition in the CPR corresponding to several minimum ionizing particles is required.

IV. CANDIDATE SELECTION

In this section we describe the selection criteria for fully reconstructed $B^+$ and $B^0$ meson candidates. The four charmonium decay modes used in this study are $J/\psi \rightarrow \mu^+ \mu^-$, $J/\psi \rightarrow e^+ e^-$, $\psi(2S) \rightarrow \mu^+ \mu^-$ and $\psi(2S) \rightarrow J/\psi \pi^+ \pi^- \rightarrow \mu^+ \mu^- \pi^+ \pi^-$. $B^+$ mesons are reconstructed in the decay modes $J/\psi K^+$, $J/\psi K^{*+}$, $\psi(2S) K^+$, and $\psi(2S) K^{*+}$, while $B^0$ mesons are reconstructed in the decay modes $J/\psi K^0_S$ and $J/\psi K^{*0}$. The kaons are reconstructed using the decay channels $K^{*0} \rightarrow K^0 \pi^-$, $K^{*+} \rightarrow K^{0} \pi^+$, and $K^{0} \rightarrow \pi^+ \pi^-$. $K^{*0}$ candidates are accepted if their invariant $K\pi$ mass is within $\pm 80$ MeV/$c^2$ of the world average $K^{*0}$ mass [3]. Since swapping the assignment of the kaon and pion masses for the two tracks forming a $K^{*0}$ candidate can also result in a $K^{*0}$ candidate within the $\pm 80$ MeV/$c^2$ mass window, the $K^{*0}$ combination closest to the world average mass value is chosen. Minimum transverse momentum ($P_T$) thresholds for the $B$ meson and the kaons affect the signal-to-noise (S/N) ratio. They are chosen individually for each decay channel for minimal statistical uncertainty of the fitted lifetime. $P_T$ thresholds for the $B$ mesons vary between 4.5 and 5.5 GeV/$c$; for the kaons, we use thresholds between 0.75 and 1.25 GeV/$c$. To ensure well measured $B$ decay vertices we require each track to be measured with several hits in at least 2 out of 5 axial superlayers and at least 2 out of 4 stereo superlayers of the CTC. The two leptons originating from the $J/\psi$ or $\psi(2S)$ decay are required to be measured in at least 3 out of the 4 layers of the SVX, resulting in a sample of $\approx 6000$ $J/\psi \rightarrow e^+ e^-$, $\approx 7800$ $\psi(2S) \rightarrow \mu^+ \mu^-$, $\approx 3500$ $\psi(2S) \rightarrow J/\psi \pi^+ \pi^-$ and $\approx 26000$ $J/\psi \rightarrow \mu^+ \mu^-$ candidates. For all other tracks SVX information is used if available.

In the case of $B$ decays into $J/\psi \rightarrow e^+ e^-$ final states the bremsstrahlung losses of the electrons cause a smaller measured transverse momentum of the $J/\psi$ and lead to a low mass tail in the dielectron invariant mass spectrum. The reconstructed values of the invariant mass and transverse momentum of the $B$ meson would be lower than the true values. The reconstructed $B$ mass is corrected by adding the difference of the true and reconstructed $J/\psi$ masses. The necessary correction to the reconstructed $B$ transverse momentum ($P_T(B)$) due to bremsstrahlung is estimated using Monte Carlo generated data, including a full simulation of the CDF detector which includes the correct description of the mass distribution in the detector. The relative difference (loss) ($P_T(true)$ - $P_T(measured)$)/$P_T(true)$ as a function of the dielectron mass can be parametrized with sufficient accuracy by a straight line. The correction varies from 3.5% to 1.0% for dielectron mass values varying from 2.9 to 3.05 GeV/$c^2$. This correction is applied to all events with a dielectron in-
TABLE I. The number of fitted candidate events, measured lifetimes and corresponding statistical uncertainties for the individual five \( B^+ \) and two \( B^0 \) decay channels.

<table>
<thead>
<tr>
<th>( B^+ ) decay channels</th>
<th># of candidates</th>
<th>Fitted lifetime (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J/\psi K^-; J/\psi \to \mu^+\mu^- )</td>
<td>906±37</td>
<td>1.653±0.061</td>
</tr>
<tr>
<td>( J/\psi K^+; J/\psi \to e^+e^- )</td>
<td>85±10</td>
<td>1.745±0.210</td>
</tr>
<tr>
<td>( \psi(2S)K^-; \psi(2S) \to \mu^+\mu^- )</td>
<td>57±11</td>
<td>1.404±0.249</td>
</tr>
<tr>
<td>( \psi(2S)K^0; \psi(2S) \to J/\psi \pi^+\pi^- )</td>
<td>49±10</td>
<td>1.504±0.256</td>
</tr>
<tr>
<td>( J/\psi K^{*0}; K^{*0} \to K^0\pi^- )</td>
<td>86±13</td>
<td>1.596±0.234</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( B^0 ) decay channels</th>
<th># of candidates</th>
<th>Fitted lifetime (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J/\psi K^0_s; K^0_s \to \pi^+\pi^- )</td>
<td>135±14</td>
<td>1.373±0.137</td>
</tr>
<tr>
<td>( J/\psi K^{*0}; K^{*0} \to K^-\pi^- )</td>
<td>430±26</td>
<td>1.548±0.083</td>
</tr>
</tbody>
</table>

The vertex and mass constrained \( J/\psi \) and \( \psi(2S) \) candidates together with the \( K^+, K^{*+}, K^0_s \) or \( K^{*0} \) candidates are fit to a common vertex, yielding the two-dimensional \( B \) meson decay length \( L_{xy}^B \) defined as

\[
L_{xy}^B = \frac{\bar{X} \cdot \vec{P}_T^B}{|\vec{P}_T^B|},
\]

where \( \vec{P}_T^B \) is the transverse \( B \) momentum vector and \( \bar{X} \) is the vector pointing from the primary vertex to the \( B \) decay vertex. We use the average beam position as an estimate of the primary vertex. This was calculated offline for each data acquisition run. Typically the transverse intensity profile of the beam was roughly circular and could be approximated by a Gaussian with \( \sigma \approx 25 \) \( \mu m \) [4]. We define the proper decay length (proper decay time scaled by the speed of light \( c \)) as

\[
c \tau = \frac{L_{xy}}{m_B} \cdot \frac{P_T^B}{\sigma^B},
\]

where \( \sigma_B \) is the transverse momentum and \( m_B \) is the world average mass [3] of the \( B \) hadron. The average uncertainty on \( c \tau \) is \( \approx 40 \) \( \mu m \).

V. THE PROPER DECAY LENGTH \( c \tau \)

The vertex and mass constrained \( J/\psi \) and \( \psi(2S) \) candidates together with the \( K^+, K^{*+}, K^0_s \) or \( K^{*0} \) candidates are fit to a common vertex, yielding the two-dimensional \( B \) meson decay length \( L_{xy}^B \) defined as

\[
L_{xy}^B = \frac{\bar{X} \cdot \vec{P}_T^B}{|\vec{P}_T^B|},
\]

where \( \vec{P}_T^B \) is the transverse \( B \) momentum vector and \( \bar{X} \) is the vector pointing from the primary vertex to the \( B \) decay vertex. We use the average beam position as an estimate of the primary vertex. This was calculated offline for each data acquisition run. Typically the transverse intensity profile of the beam was roughly circular and could be approximated by a Gaussian with \( \sigma \approx 25 \) \( \mu m \) [4]. We define the proper decay length (proper decay time scaled by the speed of light \( c \)) as

\[
c \tau = \frac{L_{xy}}{m_B} \cdot \frac{P_T^B}{\sigma^B},
\]

where \( \sigma_B \) is the transverse momentum and \( m_B \) is the world average mass [3] of the \( B \) hadron. The average uncertainty on \( c \tau \) is \( \approx 40 \) \( \mu m \).

VI. THE FITTING PROCEDURE

To extract the average lifetimes from the data, the mass and lifetime distributions are fit simultaneously using an un-binned logarithmic-likelihood method. The logarithmic-likelihood function to be minimized in this combined fit has the following form:

\[
\mathcal{L} = -2 \sum_{i=1}^{K} \sum_{j=1}^{N_i} \log P.
\]

where \( K \) is the number of data samples (decay channels), \( N_i \) is the number of events in data sample \( i \). The normalized bivariate probability density function \( P \) depends on the mass and proper decay length distributions:

\[
P(c \tau, m) = \left( 1 - f_B \right) \cdot F_{\text{sig}}(c \tau, m) \cdot M_{\text{sig}}(m) + f_B \cdot F_{\text{bg}}(c \tau, m) \cdot M_{\text{bg}}(m)
\]

TABLE II. Summary of the systematic uncertainties.

<table>
<thead>
<tr>
<th>Description</th>
<th>( B^+ )</th>
<th>( B^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background parametrizations</td>
<td>4 ( \mu m )</td>
<td>4 ( \mu m )</td>
</tr>
<tr>
<td>Non-Gaussian tails</td>
<td>6 ( \mu m )</td>
<td>8.5 ( \mu m )</td>
</tr>
<tr>
<td>Fitting procedure bias</td>
<td>1 ( \mu m )</td>
<td>1 ( \mu m )</td>
</tr>
<tr>
<td>Residual misalignment of the SVX</td>
<td>1.5 ( \mu m )</td>
<td>1.5 ( \mu m )</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>7.4 ( \mu m )</td>
<td>9.6 ( \mu m )</td>
</tr>
</tbody>
</table>
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where $f_B$ is the background fraction, $c \tau_j$ is the measurement of the proper decay length, $\sigma^{c,\tau}_j$ is the calculated uncertainty of $c \tau_j$, $m_j$ is the measurement of the invariant mass, and $\sigma^m_j$ is the calculated uncertainty of the invariant mass. $P$ is normalized as

$$
\int_{M_{\text{min}}}^{M_{\text{max}}} \int_{-\infty}^{\infty} P(c\tau,m|\sigma^{c,\tau}_j,\sigma^m_j)d(c\tau)dm = 1, \tag{3}
$$

where $M_{\text{min}}$ and $M_{\text{max}}$ are the lower and upper bound of our signal mass window $\pm 150$ MeV/c$^2$ around the world average $B$ meson mass. The lifetime distribution of the signal ($F_{\text{sig}}$) is parametrized by an exponential function convoluted with a Gaussian function. We found that the lifetime distribution of the background ($F_{\text{bg}}$) is well described by a central Gaussian and the sum of two exponential functions for the positive $c \tau$ region and one exponential function for the negative $c \tau$ region. To study the shape of the lifetime distribution of the background we used two sideband regions where the upper and lower sideband windows were each 0.1 GeV/c$^2$ wide and started at $\pm 0.050$ GeV/c$^2$ from the world average value $B$ mass of 5.279 GeV/c$^2$ [3]. The background events in the peak region were assumed to have the same proper decay length distribution as events in the sideband regions. The mass distributions of signal ($M_{\text{sig}}$) and background ($M_{\text{bg}}$) are parametrized by a Gaussian function and a first order polynomial, respectively. To combine the results from all decay channels that measure either a $B^0$ or $B^+$ meson lifetime, we first fit for the lifetime in each channel as described. With this preliminary determination of the best fit lifetime, background shape and fraction complete, we combine all the channels and fit all the decay channels for either the $B^0$ or $B^+$. The only parameters common to all decay channels are the $B$ meson lifetime and mass. The background shapes and fractions for each mode are parametrized and fit for separately.

Table I shows the number of contributed signal events as estimated by the fit and the lifetime results with their statistical uncertainties for the different decay channels. The results of the individual fits agree within statistical uncertainties. Figures 3 and 4 show the combined proper decay length distributions for charged and neutral $B$ candidates, respectively.

VII. SYSTEMATIC UNCERTAINTIES

Table II summarizes all sources of systematic uncertainties that were considered. In order to determine an uncertainty due to the possible choice of different background parametrizations, the fractions and length scales of the three exponential functions are varied by $\pm 1$ $\sigma$ of the best fit values and fixed in the fit. In addition different parametrizations were used, e.g. only one exponential to describe the positive $c \tau$ region. Non-Gaussian contributions in the resolution function were studied by adding a wider Gaussian with $\sigma$ fixed to 100 $\mu$m to the resolution function. Then we let the fraction of this second Gaussian float in the fit. A bias due to the fitting procedure itself was estimated by generating several hundred Monte Carlo samples and comparing the fit result with the true value. The bias due to misalignment changing the length scale of the SVX detector was studied in [4]. This bias cancels out in the lifetime ratio.

VIII. RESULTS

The results of the combined fit provides our measurement of the following quantities:

$$
\tau(B^+) = (1.636 \pm 0.058 \pm 0.025) \text{ps},
$$

$$
\tau(B^0) = (1.497 \pm 0.073 \pm 0.032) \text{ps},
$$

$$
\tau(B^+)/\tau(B^0) = 1.093 \pm 0.066 \pm 0.028. \tag{4}
$$

This reduces the uncertainties compared to our previous results [4] by 19% and 13% for $\tau(B^+)$ and $\tau(B^0)$, respectively.
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[2] Throughout this paper charge conjugation symmetry is implied.


[5] The data sample of our previous analysis consisted of 106 pb$^{-1}$ of $p\bar{p}$ collisions at $\sqrt{s}=1.8$ TeV collected by the CDF detector at the Fermilab Tevatron collider during 1992–1995 (run 1). Of this, approximately 19.5 pb$^{-1}$ were collected during the 1992–1993 running period (run 1A), and approximately 86.5 pb$^{-1}$ were collected during the 1994–1995 run-
ning period (run 1B). In this analysis additional beam line information is used as well as 7.8 pb\(^{-1}\) of data from an additional running period (run 1C).

[8] The polar angle (\(\theta\)) in cylindrical coordinates is measured from the proton beam which defines the \(z\) axis, and the azimuthal angle (\(\phi\)) from the plane of the Fermilab Tevatron. The pseudorapidity (\(\eta\)) is defined as \(\eta = -\ln[\tan(\theta/2)]\). Throughout this paper “transverse” refers to the plane perpendicular to the proton beam and “longitudinal” refers to the axis parallel to the proton beam (\(z\) axis).

[9] The track impact parameter \(D\) is defined as the distance of closest approach, measured in the plane perpendicular to the beam, of the track helix to the beam axis.
[11] The value of 0.1 GeV is several \(\sigma\) lower (based on the rms of the Landau distribution below the peak) than the average expected energy loss from a minimum ionizing particle.
[12] For a detailed description of the dimuon trigger, see CDF Collaboration, F. Abe et al., Phys. Rev. D 57, 3811 (1998). The analysis described there required events to come from a well defined trigger path. Here we also accepted volunteers, meaning events selected by a different trigger.