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In this paper, we propose a simple but powerful on-line availability upgrade mechanism, Supplementary Parity Augmentations (SPA), to address the availability issue for parity-based RAID systems. The basic idea of SPA is to store and update the supplementary parity units on one or a few newly augmented spare disks for on-line RAID systems in the operational mode, thus achieving the goals of improving the reconstruction performance while tolerating multiple disk failures and latent sector errors simultaneously. By applying the exclusive OR operations appropriately among supplementary parity, full parity and data units, SPA can reconstruct the data on the failed disks with a fraction of the original overhead that is proportional to the supplementary parity coverage, thus significantly reducing the overhead of data regeneration and decreasing recovery time in parity-based RAID systems. In particular, SPA has two supplementary-parity coverage orientations, SPA Vertical and SPA Diagonal, which cater to user’s different availability needs. The former, which calculates the supplementary parity of a fixed subset of the disks, can tolerate more disk failures and sector errors; whereas, the latter shifts the coverage of supplementary parity by one disk for each stripe to balance the workload and thus maximize the performance of reconstruction during recovery. The SPA with a single supplementary-parity disk can be viewed as a variant of but significantly different from the RAID5+0 architecture in that the former can easily and dynamically upgrade a RAID5 system to a RAID5+0-like system without any change to the data layout of the RAID5 system. Our extensive trace-driven simulation study shows that both SPA orientations can significantly improve the reconstruction performance of the RAID5 system while SPA Diagonal significantly improves the reconstruction performance of RAID5+0, at an acceptable performance overhead imposed in the operational mode. Moreover, our reliability analytical modeling and Sequential Monte-Carlo simulation demonstrate that both SPA orientations consistently more than double the MTTDL of the RAID5 system and improve the reliability of the RAID5+0 system noticeably.

1. Introduction

In this paper, we try to answer a simple yet intriguing question: By augmenting new spare disks to a RAID[1] system, can we perform an on-line and flexible system upgrade to improve the RAID system availability in a way analogous to conventional on-line RAID storage system capacity upgrades that expand capacity and improve I/O parallelism and reliability?

In today's data centers, due to the increasing needs for system maintenance, such as replacing defected components, enhancing system performance, and expanding data capacity, data servers and storage subsystems are routinely experiencing system upgrades [2]. A recent study shows that 90% of large data centers are expected to upgrade their computing and storage infrastructure in the next two years. This trend has shortened upgrade cycles to be less than two years, as a result of ever more stringent demands on performance, reliability, power efficiency, and ease of management [3]. Consequently, most RAID manufacturers have provided on-line upgrade mechanisms in their RAID products. For example, On-line Capacity Expansion (OCE) [4], which expands the storage capacity on-line, and On-line RAID Level Migration (ORLM) [4], which changes the RAID level on-line by augmenting new disks, respectively offer larger storage capacity, and higher I/O parallelism and reliability.

However, the question of how to upgrade the RAID’s availability in production data centers by augmenting new spare disks on-line, while interesting and arguably important, remains unanswered yet. The latest findings and observations from real world by researchers [5, 6] have reported that disk failures and error rates are actually much higher than previously and commonly estimated, which suggest an urgent need to significantly improve the availability of RAID systems. Recently, Jiang et al. [7] analyzed the storage logs covering 44 months and including 1.8 million disks from about 39,000 storage systems, and concluded that while the annual disk failure rate is about 0.9%, it still contri-
butes to 20-55% of storage subsystem failures. Besides complete disk failures, Bairavasundaram et al. [8] analyzed the trend of latent sector errors in the same data set over 32 months across 1.53 million drives, and found that 3.45% of these disks developed latent sector errors.

More importantly, frequent occurrences of disk failures or latent sector errors present a serious challenge to meeting the requirements in certain Service Level Agreements (SLA) between storage service providers and their clients (end users) [9]. SLA commits service providers to a required level of service, which often specifies the percentage of time when services must be available, latency per transaction, and so on. Clients pay service fees to obtain their expected services according to the performance/cost ratio and their budgets. If service providers violate the guaranteed performance of SLAs with unexpected down time or higher latency, they usually have to be penalized economically, typically by a reduction in fees plus some additional compensation and a corrective action plan.

Although RAID systems in production environments tend to utilize extra disk drives to accommodate peak workloads and deliver guaranteed performance to users in the operational mode, hardware or software faults can force these RAID systems to switch from the operational mode to the degraded mode and then to the recovery mode, in which the delivered performance can be significantly reduced due to the I/O-intensive recovery process. Worse still, the clients will tend to consider those unexpectedly long response times as transient downtime events from users’ perspectives even if the services are still available. In general, from the viewpoint of SLA, a transition from the Service Accomplishment state, in which the service is delivered as specified in SLA, to the Service Interruption state, in which the delivered service is different from SLA, is indeed considered a failure [9].

In this paper, we propose a simple but powerful approach, Supplementary Parity Augmentation (SPA), to upgrade the availability of standard parity-based RAID systems in production data centers on-line and flexibly. The basic idea behind SPA is to store and update the supplementary parity units on the newly augmented spare disk(s) in the operational mode to achieve the goals of tolerating multiple disk failures and latent sector errors and improving the recovery performance upon a disk failure with an acceptable performance and space cost in the operational mode. In particular, SPA has two partial-parity coverage orientations, SPA Vertical and SPA Diagonal that cater to user’s different availability needs. The former, which calculates the supplementary parity of a fixed subset of the disks, can tolerate more disk failures and sector errors; whereas, the latter shifts the coverage of supplementary parity by one disk for each stripe to balance the workload and thus maximize the performance of reconstruction during recovery. Similar to the storage upgrade mechanisms of RAIDs, such as OCE [4] and ORLM [4], SPA can be very flexibly enabled or disabled on demand. More importantly, SPA can be enabled or disabled without requiring any data re-organization on the original data layout of RAID systems. Thus, existing variants of the schemes rooted in XOR-based parity calculations, such as RAID5, RAID6, RAID5+0 and Parity Declustering [10], can also easily benefit from SPA.

It must be noted that a SPA with a single supplementary-parity disk can be considered as a variant of RAID5+0. However, SPA is significantly different from and advantageous over RAID5+0 in the following fundamental ways. Compared with RAID5+0, SPA is much easier to add to a RAID5 system on-line without any change to the original data layout and it can be executed in an asynchronous mode. Furthermore, SPA Diagonal achieves better reconstruction performance than RAID5+0 while SPA Vertical improves the system reliability of RAID5+0. On the other hand, the proposed SPA, with a more efficient reconstruction mechanism, is designed to strike a sensible tradeoff between recovery performance and reliability that lies somewhere between RAID5 and RAID6. In other words, SPA significantly improves the performance of both RAID5 and RAID6 during single-failure recovery and the fault-tolerance of RAID5, but at the expense of offering lower reliability than RAID6. The rationale behind this tradeoff is that single-disk failures are the most common case (substantially more so than double-failures) for high-availability storage systems while the performance during recovery is of critical importance in meeting SLA requirements in data centers. Furthermore, commonly used approaches such as data scrubbing [11] and intra-disk redundancy [12, 13] can be easily incorporated to SPA to detect and recover from latent sector errors in the operational or recovery mode, thus mitigating the necessity of recovering from double-failures for which the RAID6 codes are designed to address.

Our extensive trace-driven simulation results demonstrate that SPA can significantly improve the recovery performance upon disk failures. The SPA Diagonal approach is shown to reduce the average user response time during recovery of RAID5, RAID5+0, RAID6, and SPA Vertical by a factor of up to 19.0×, 12.5×, 20.1×, and 14.6× respectively, while decrease their respective reconstruction time by a factor of up to 1.6×, 1.4×, 1.6×, and 1.5×. Furthermore, reliability analytical modeling and Sequential Monte-Carlo simulation demonstrate that both SPA orientations consistently more
than double the MTTDL of the RAID5 system and improve the reliability of the RAID5+0 system noticeably.

The rest of this paper is organized as follows. Motivations and background are presented in Section 2. In Section 3, we describe the SPA approach and its implementation in details. Performance results through extensive trace-driven simulations and reliability evaluations through analytical and simulation modeling are discussed and presented in Section 4. We conclude the paper in Section 5.

2. Motivations and Background

With rapid advances in the hard disk technology, hard drives have seen their capacity increasing while cost decreases drastically [14]. As a result, dedicating a number of spare disks for the sake of availability is no longer a significant cost or resource concern for a large-scale data center. RAID systems in data centers usually have multiple dedicated disks as global or local hot spare disks for their multiple RAID sets. It is thus sensible to trade the capacity and bandwidth of these spare disks for higher system performance, reliability and availability.

Similarly, workloads of user applications have broadly exhibited a fluctuating property [15, 16], meaning that during the working hours, user workloads tend to be heavy while becoming relatively light during the off hours. Even during the busy times, bursty access patterns have been consistently observed; giving rise to many idle periods between I/O bursts [17]. Leveraging the idle or lightly loaded periods has been a common practice to enhance performance, reliability and availability of storage systems [18, 19].

Furthermore, the Exclusive Or (XOR) calculation is widely used in parity-encoded RAID systems since any data unit can be regenerated by XORing all the remaining data units and a parity unit that covers all these units, referred to as the \( P \) parity. On the other hand, we observe that, given a sub-parity, referred to as the \( S \) parity, that covers one half or a portion of the data units, any data unit inside \( S \)'s coverage can be regenerated by recomputing all the remaining data units inside \( S \)'s coverage and the \( S \) parity unit. At the same time, any data unit outside \( S \)'s coverage can be regenerated by recomputing all the remaining data units outside \( S \)'s coverage and both the \( P \) and \( S \) parity units. It indicates that if a supplementary parity can be augmented to a parity group (as in standard RAID4/RAID5 levels), approximately half the data reading operations and half the XOR calculations can be avoided during the recovery process. In other words, the overhead of regenerating the lost data on the failed disk can be nearly halved.

Inspired by the above observations as well as the performance upgrade mechanisms widely integrated into RAID products such as OCE and ORLM, we propose an on-line availability upgrade mechanism, SPA, by exploiting an additional level of redundancy on top of the existing parity-based redundancy such as RAID5 across multiple component disks in the form of supplementary spare disks.

2.1. Background and Related Work

In general, RAIDs can tolerate one or more disk failures. A RAID operates in one of the following three modes: the operational mode when there is no disk failure, the degraded mode when one or more disk drives fail while the disk array continues to serve the I/O requests with a performance degradation and risk of data loss, and the recovery mode when the disk array is rebuilding the data on the failed disk(s) onto the replacement disk(s) in the background upon disk failure(s). After all the data units are rebuilt, the disk array returns to the operational mode. The period when the disk array is in the degraded or recovery mode is called a “window of vulnerability” because additional disk failures or even a few unrecoverable errors during this time will cause data loss.

In large-scale RAID-structured data centers composed of tens of thousands of hard drives, multiple concurrent data reconstructions will be common due to the frequent disk failures [20]. The degraded performance during recovery contributes to lengthening the response time to the end users, thus likely violating the guaranteed performance specified in SLA and unacceptable to the users. Furthermore, data loss caused by the additional disk failures or latent sector errors during recovery is obviously unacceptable to the end users.

One way to avoid data loss is to tolerate additional disk failures or latent sector errors within the window of vulnerability, while an alternative is to narrow the window of vulnerability by reducing recovery time. Double-parity encoding mechanisms known as the RAID6 level, such as the Reed-Solomon code [21], EVENODD code [22], Row-Diagonal Parity (RDP) code [23], and Liberation Codes [24], are proposed to tolerate a second disk failure. All these schemes are able to survive and recover from any double disk failures, but at the cost of notable performance penalty because each write during the operational mode requires two corresponding parity updates on different disks for RAID6. In addition to these solutions, disk scrubbing [11] and Interleaved Parity Check (IPC) [12, 13] are proposed to detect or tolerate latent sector errors. Disk scrubbing [11] is an error detection method to scan all disk media in the background to detect latent sector
Table 1. A comparison of relevant schemes from the perspective of availability upgrades for RAID systems.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Applicable to RAID5 level</th>
<th>Applicable to RAID6 level</th>
<th>Needs data layout reorganization</th>
<th>Improves the recovery performance</th>
<th>the extra parity update policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parity Declustering</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>High</td>
<td>Sync.</td>
</tr>
<tr>
<td>IPC</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Sync. / Async.</td>
</tr>
<tr>
<td>RAID5+0</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Medium</td>
<td>Sync.</td>
</tr>
<tr>
<td>RAID6</td>
<td>Yes</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Sync. / Async.</td>
</tr>
<tr>
<td>SPA Diag.</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>High</td>
<td>Sync. / Async.</td>
</tr>
<tr>
<td>SPA Vert.</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Medium</td>
<td>Sync. / Async.</td>
</tr>
</tbody>
</table>

* A RAID5 system can be upgraded to become a RAID6 system without data layout reorganization by using one extra disk as a dedicated second parity disk. However, this will lead to a noticeable performance drop during recovery for write-intensive workloads due to load imbalance.

2.2. Distinctive Features of SPA

Although the set of existing reliability mechanisms described is by no means complete, we believe that they are the most representative and closely relevant to our work. The main difference between our SPA and the above approaches lies in SPA’s design principles and goals. SPA is a supplementary redundancy approach designed as an on-line availability upgrade mechanism for parity-based RAIDs in production data centers, especially for RAID systems lacking sufficient protection mechanisms, by augmenting new spare disks without any data layout change to the designated RAID set.

Therefore, SPA aims to alleviate the performance degradation, shorten the reconstruction time, and tolerate additional disk failures or unrecoverable errors, thus minimizing the risk of violating SLA for data centers due to disk failures or latent sector errors. Our design philosophy hence underlines the main distinctions between SPA and other availability-enhancing approaches, as summarized in Table 1.

Table 1 illustrates the distinctive features of the two SPA approaches, SPA Diagonal and SPA Vertical detailed in Section 3, that set them apart from other representative availability-enhancing approaches: RAID6, RAID5+0, Parity Declustering and IPC. RAID6 has the best capability of tolerating any two disk failures while IPC has the best capability of tolerating unrecoverable errors, but neither is able to improve the recovery performance. RAID5+0 improves the recovery performance by converting one RAID5 set into two or more smaller isolated RAID5 sets, while Parity Declustering achieves high recovery performance by distributing small parity groups evenly over a larger number of disks. However, neither of them, as a variant of RAID5, can be applied to a RAID6 system. On the other hand, SPA Diagonal can achieve a significant improvement in recovery performance similar to Parity Declustering, while SPA Vertical can achieve a recovery performance that is similar to RAID5+0, as shown in Section 4. More importantly, SPA can be enabled on-line in a RAID system in a production environment without any data reorganization of the designated RAID set. This should be a very desirable and critical feature required of any on-line upgrade mechanism, since performing data re-organization during upgrade can risk possible data loss in the event of a power supply or disk failure and severely degrade user performance. In addition, the supplementary nature of SPA parity allows SPA to choose either the asynchronous or synchronous parity update policy according to the application workload characteristics.

Furthermore, SPA can be incorporated on top of the aforementioned parity-based approaches, such as Parity Declustering, RAID5+0, RAID6 and IPC, as long as the parity generation in these schemes is based on the Exclusive Or (XOR) calculation.

3. Supplementary Parity Augmentation

3.1. The Basic SPA Idea

As Figure 1(a) shows, given a RAID5 left-symmetric disk array consisting of eight disks, SPA employs a
dedicated hot-spare disk to store supplementary parity units that constitute the additional level of redundancy over RAID5 for the availability upgrade.

More specifically, the supplementary parity units from \( S_0 \) through \( S_7 \) are calculated to cover half of the disks per parity group. For example:

\[
S_i = D_i \oplus D_2 \oplus D_4 \oplus D_6;
\]  

(1)

\[
S_i = D_i \oplus D_2 \oplus D_4 \oplus D_6 \oplus D_8.
\]  

(2)

Assume that one disk, say, Disk 4, fails at some point, we can regenerate the data or parity units on Disk 4 as follows.

For any unit on the failed disk that is covered by the supplementary parity unit \( S \) for the corresponding parity group, it can be regenerated by XORing all the remaining data units in \( S \)’s coverage and \( S \) itself for the same parity group. For example:

\[
D_i = D_i \oplus D_2 \oplus D_4 \oplus S_i;
\]  

(3)

On the other hand, for any data unit on the failed disk that is not covered by supplementary parity unit \( S \) for the corresponding parity group, it can be regenerated by XORing all the remaining data units outside \( S \)’s coverage as well as the full parity unit \( P \) and \( S \) itself for the same parity. For example:

\[
D_{28} = P_4 \oplus D_{29} \oplus D_{30} \oplus S_4;
\]  

(4)

Similarly, for any full parity unit on the failed disk that is not covered by \( S \) for the corresponding parity group, it can be regenerated by XORing all the data units outside \( S \)’s coverage and the \( S \) parity unit. For example:

\[
P_3 = D_{23} \oplus D_{22} \oplus D_{33} \oplus S_3;
\]  

(5)

Because SPA in this example halves the number of read and XOR operations, it also avoids the negative performance impact of data reconstruction (and reads) on disks that are spared of the recovery intrusion, which is particularly important for user I/O requests under heavy workloads. As a result, SPA can reduce disk bandwidth utilization due to reconstruction, shorten disk I/O queues, mitigate I/O bus bottlenecks, and lower CPU utilization during failure recovery.

Figure 1(b) illustrates another SPA approach with a different coverage orientation of supplementary parity. There are two forms of supplementary parity distribution: supplementary parity with Diagonal Orientation (as shown in Figure 1(a)) and supplementary parity with Vertical Orientation (as shown in Figure 1(b)). Diagonal Orientation implies that units covered by SPA are distributed diagonally; while Vertical Orientation signifies that units covered by SPA are distributed among a fixed subset of disks.

The advantage of Diagonal Orientation is its ability to balance recovery workload among all the surviving disks, but at the cost of not being able to tolerate a subsequent disk failure during recovery. On the other hand, Vertical Orientation can tolerate another disk failure during recovery if exactly one of the two failed disks is covered by SPA, a fault-tolerant ability that is similar to that of RAID5+0. An additional advantage of Vertical Orientation is its potential for covering a number of designated disks that may have higher failure rates than the rest. The drawback of this coverage orientation lies in the imbalanced recovery workload.

Assume that one disk in Figure 1(b), say, Disk 0, fails at some point, we can regenerate any data or parity unit on Disk 0 by XORing all the remaining data units inside \( S \)’s coverage and \( S \) itself for the same parity group. For example:

\[
D_{28} = P_4 \oplus D_{29} \oplus D_{30} \oplus S_4;
\]  

(4)

Assume that another disk in Figure 1(b), say, Disk 4, subsequently fails, we can regenerate any data or parity units on Disk 4 by XORing all the remaining units out-
side $S$’s coverage and $S$ itself for the same parity group. For example:

$$D_3 = D_4 \oplus D_0 \oplus P_0 \oplus S_0;$$  \hspace{1cm} (7)

From the viewpoint of recovery, SPA Diagonal can be considered a variant of Parity Declustering by distributing small parity groups evenly over a larger number of disks, while SPA Vertical can be considered a variant of RAID5+0 by converting one RAID5 set into two or more smaller isolated RAID5 sets.

Moreover, regardless of its coverage orientation, SPA has an inherent capability to conditionally tolerate and recover from unrecoverable errors during the disk failure recovery. This is because for each parity group, the full parity $P$ and the supplementary parity $S$ constitute two isolated parity sub-groups, in which the units in one sub-group is protected by $S$, and the units in the other sub-group is independently protected by $P \otimes S$. Therefore, any two simultaneous unrecoverable errors respectively and exclusively occurring in two sub-groups can be tolerated and recovered. For example and also referring to Figure 1, assume that Disk 4 fails at some point, and a latent sector error occurs in unit $D_0$ (that is also Unit 0 on Disk 0 physically) during the recovery for unit $D_4$ (Unit 0 on Disk 4 physically), for SPA with Diagonal Orientation, $D_0$ can be regenerated as follows:

$$D_0 = D_4 \oplus D_0 \oplus P_0 \oplus S_0;$$  \hspace{1cm} (8)

And $D_0$ can be regenerated as in (3).

For SPA with Vertical Orientation, $D_0$ and $D_4$ can be regenerated as in (6) and (7).

Obviously, the efficiency of this capability of conditionally tolerating and recovering from unrecoverable errors depends on the occurrence locations of latent sector errors, thus it is not comparable to the RAID6 or IPC system that can tolerate and recover from unrecoverable errors occurring anywhere in the disk array. However, neither the RAID6 nor the IPC system is capable of improving the reconstruction performance during recovery, one of the main design goals of SPA. Equally important, it is easy to augment a RAID6 system with SPA or integrate the IPC approach into SPA.

### 3.2. Design and Implementation Issues

**SPA Parity Update Policy.** When a write request arrives at a disk array with an address that falls outside the coverage of any SPA parity unit, no update is needed to any SPA parity unit. Otherwise, the SPA parity unit covering the address of the write request needs to be updated somehow.

SPA provides two update policies: *synchronous* update and *asynchronous* update. The former policy, which updates the corresponding SPA parity unit at the same time as the write operation, ensures the full validity for each parity group, but incurs performance overhead with write-intensive workloads. However, it may be acceptable since write intensity is generally much lower than read intensity and writes tend to congregate around a relatively small proportion of the storage capacity in typical workloads [27]. The advantage of the latter policy, which postpones updates to supplementary parity units until idle or lightly-loaded periods, is its ability to minimize performance degradation due to frequent SPA updates. However, it may reduce the benefit of the SPA approach to the recovery performance and data reliability during recovery if some supplementary parity units are invalid (not updated yet) at the time of recovery. In general, the amount of such decrease in SPA benefit will be proportional to the amount of invalid SPA parity units.

On the other hand, RAID5+0 or Parity Declustering with an asynchronous update policy tends to have much higher probability of data loss than SPA because each data unit in the former is protected by exactly one parity unit while in the latter the SPA parity $S$ is only supplementary to the full parity $P$ that is updated synchronously. As a result, any disk failure in the former will lead to data loss due to staled parity, as shown in AFRAID [28]. Therefore, asynchronous update policies are not suitable to be used in RAID5+0 or Parity Declustering.

**SPA Coverage Range Choice.** Besides the coverage orientation choice of SPA, what proportion of disks in a RAID are covered by SPA, which we refer to as SPA coverage range, is also an important design issue. More specifically, SPA coverage range refers to the proportion of the component disks in a parity group in the disk array that are covered by the SPA parity. For example, Figure 1 depicts a Half-Parity coverage range, where the coverage range is $1/2$ since one SPA parity unit covers the data units on half of the component disks for each parity group.

SPA provides a family of design options with different space overhead and system availability tradeoffs. For example, the Third-Parity option exploits two spare disks to store supplementary parity for two sets of SPA parity units, with each SPA parity disk exclusively covering units on one third of the component disks. Third-Parity reduces the overhead for data regeneration to nearly one third of that required by the full parity approach. Additionally and in general, if the Vertical Orientation coverage distribution is applied, an $n$th-Parity approach can tolerate up to $n$ simultaneous disk failures conditionally.

**Extensibility.** Although the examples given in this paper are all based on a RAID5 disk array, SPA can also
be easily extended to a RAID6 system. While a RAID6 system has the capability to tolerate any two simultaneous disk failures, its recovery performance is nearly the same as a RAID5 system in the event of a single disk failure. In current RAID6 encoding schemes, the first parity \(P\) is the same as the one in the conventional RAID5 level that is based on XOR operations, and the second parity \(Q\) of most RAID6 schemes, such as the EVENODD [22], RDP [23], and Liberation Codes [24], are also based on XOR operations. To the best of our knowledge, only the Reed-Solomon code [21] uses Galois Field algebra to generate its second parity. Therefore, SPA can also be augmented to a RAID6 system in a production environment, and improve the reconstruction performance by virtue of the unique features of SPA. In most cases, with the exception of the Reed-Solomon code, both the \(P\) and \(Q\) parity can benefit from the augmentation of two SPA disks, with each being dedicated to one of RAID6’s two parity groups exclusively.

Similarly, intra-disk redundancy such as IPC [12, 13] can also be easily integrated into the SPA approach, to further improve its capability of tolerating and recovering from latent sector errors. Of course, the introduction of IPC within SPA will incur extra parity update overheads since the corresponding IPC parity must be updated whenever there is a write request.

**Flexibility.** As an on-line availability upgrade approach, SPA can be enabled if new spare disks are augmented to parity-based RAIDs in production environments online, and can be disabled if the spare disks are reclaimed. Because applying SPA does not require any change to the original data layout on RAIDs, data loss is unlikely to occur during the operation of enabling or disabling SPA, which is different from OCE and ORLM. Upon enabling, SPA can exploit the idle times or lightly-loaded periods to generate and store the supplementary parity units on the spare disks until all the supplementary parity units are consistent with their corresponding covered data units. SPA’s asynchronous update policy helps reduce performance impacts on RAID systems in the operational mode. Even for the synchronous update policy, the performance impacts to RAID systems are shown to be acceptable, as detailed in Section 4.

### 4. Performance Evaluations

**4.1. Evaluation Methodology**

We developed an extended version of the DiskSim 4.0 simulator [29] to study the performance impacts of our SPA approaches by first extending DiskSim with two baseline rebuild algorithms, Pipeline Reconstruction (PR) [30] and Disk-Oriented Reconstruction (DOR) [10], and then augmenting it with SPA. To the best of our knowledge, DiskSim is the most widely used and accurate simulation tool for storage systems and can be easily configured to simulate a hierarchy of storage components such as disks, buses, controllers, as well as some logical organizations such as mirroring and parity-encoded RAIDs. The excellent hierarchical infrastructure and extensibility of DiskSim 4.0 make it the best evaluation tool for us to develop the baseline rebuild and SPA sub-modules onto it.

In DiskSim, the logorg (logical organization) module is used to simulate logical data organizations, such as various RAID levels or JBOD. We first implemented and integrated the baseline rebuild sub-module into the logorg module. The main functions of the rebuild sub-module include: 1) managing the rebuild-related events, such as triggering or stopping the rebuild process; 2) redirecting users’ requests on the failed disk to the survival disks in the event of a disk failure, and responding to users’ I/O requests with the data regenerated on the fly; 3) reconstructing the full content of the failed disk to the spare disk while servicing users’ requests; and 4) collecting the statistic results such as reconstruction time and user response time. In particular, we implemented two common RAID rebuild algorithms: the Pipeline Reconstruction (PR) algorithm and the Disk-Oriented Reconstruction (DOR) algorithm as the baseline rebuild algorithms because they or their variants have been most widely integrated into the hardware or software RAID systems, e.g., RAIDframe in NetBSD.
[31], MD in Linux [32]. The basic idea of DOR is to create a number of processes with each being associated with one disk to absorb the available bandwidth of the disks, while PR pipelines the reconstruction procedure to reduce the extra buffer requirement.

We then implemented and integrated our SPA approach into the logorg module, and made it to work together with the rebuild sub-module. The main functions of SPA sub-module are: 1) to manage the update policy and handle the SPA parity update upon the arrival of each user’s write request in the operational mode (e.g., a SPA parity unit update operation is triggered only if a write request is located inside the coverage of this SPA parity unit); 2) to assist the rebuild submodule in determining the number and locations of data units, which need to be read and XORed according to the SPA configuration in the event of a disk failure. In addition, we also implemented the RAID5+0 and RAID6 levels to make them work with the rebuild sub-module. In particular, we implemented two typical second-parity placement strategies for RAID6. The first, called RAID6 Rotated, is to rotate the second-parity unit per stripe among the component disks to evenly distribute second-parity units, while the second, called RAID6 Fixed, uses a dedicated disk to store all second-parity units.

In our experiments, a RAID5 disk array with a varying number of component disks and varying stripe size is simulated. One of the latest disk models with the Generation-4 layout, Seagate Cheetah 15K.5 [33], is used throughout our experiments, with its main specifications listed in Table 2. We apply two types of workloads to the simulator: WebSearch and Financial [34] obtained from the Storage Performance Council [35]. The WebSearch1 (“Web” for short) trace was collected from a system running a popular search engine, while the Financial1 (“Fin1” for short) and Financial2 (“Fin2” for short) traces were collected from OLTP applications running at a large financial institution. These three traces have different read/write ratios, access rates, access sizes, and degrees of sequentiality and locality due to their different application characteristics, which represent typical access patterns in real-world production environments. The traces’ key workload characteristics are summarized in Table 3.

We only rebuild 5% of the total capacity of our disk model (about 7.4GB) in all the following rebuild experiments to save simulation time, since our sample results from the full capacity experiments show that conclusions drawn from both the reduced capacity and full capacity are consistent.

The average user response time during recovery and the reconstruction time are the two most important metrics in evaluating the recovery performance for RAID systems. To evaluate the performance impacts of SPA in the operational mode, we also use response time as the performance metric and compare it with the other schemes. For the sake of brevity, the term “response time” will be used in lieu of “average user response time during recovery” in the rest of the paper unless otherwise specified. Likewise, we use notations RAID6(R), RAID6(F), SPA(D) and SPA(V) to represent RAID6 Rotated, RAID6 Fixed, SPA Diagonal, and SPA Vertical respectively. We measure and report the amount of performance improvement by speedup, defined as the ratio of the measured response (or reconstruction) times of the old and new schemes.

4.2. Experimental Evaluations

Recovery Performance Study

We first conduct our experiments on a RAID5 disk array consisting of 7 disks and one hot-spare disk with a stripe unit size of 64KB to evaluate the recovery performance of SPA. We incorporate one spare disk to upgrade a current RAID5 system to one of the following RAID systems of higher availability: RAID5+0, RAID6(R), RAID6(F), SPA(D), or SPA(V) system. Due to the space constraints, we only report the experimental results on the recovery performance for the Web and Fin2 traces.

Figure 2 and Figure 3 show the comparisons of reconstruction times and average response times of the schemes under the Web and Fin2 workloads, assuming the DOR and PR baseline rebuild algorithms respectively. All schemes, except for RAID6(F), outperform the RAID5 scheme in reconstruction time and response time. With the DOR baseline algorithm and under the Web trace, shown in Figure 2, SPA(D) speeds up the reconstruction time by a factor of 1.6× over RAID5, 1.4× over RAID5+0, 1.2× over RAID6(R), 1.6x over RAID6(F) and 1.5x over SPA(V), while RAID5+0 achieves the best response-time performance. The Fin2 trace results of Figure 2 show that RAID5+0, RAID6(R) and SPA(D) outperform RAID5 in reconstruction time by a factor of 1.04×, 1.3× and 1.2× respectively, and in response time by a factor of 1.6×, 0.99×, and 1.8× respectively. On the other hand, SPA(V) outperforms RAID5 in response time by a factor of 1.2× and 1.5× under the Web and Fin2 traces respectively; whereas, reconstruction time is improved rather marginally. The experimental results based on the PR baseline algorithm, shown in Figure 3, indicate similar trends to those based on DOR, except that SPA(D) is shown to have a noticeably more pronounced response-time performance advantage over other schemes. More specifically, SPA(D) outperforms RAID5, RAID5+0,
RAID6(R), RAID6(F), and SPA(V) by a factor of 2.8×, 1.8×, 2.9×, and 2.2× respectively under the Web trace, and by a factor of 19.0×, 12.5×, 15.2×, 20.1×, and 14.6× respectively under the Fin2 trace. The significant performance advantage of SPA(D) over other schemes stems from the former’s ability to halve and evenly distribute the reconstruction workload on all the component disks, and to leverage the bandwidth of the SPA disk in the rebuild. In other words, it mitigates the heavy workload on each disk and reduces the interference from the reconstruction I/O requests, thus successfully minimizing the queuing time for each external I/O request. In contrast, SPA(V) only improves the response time for both traces by up to 25%. This is because SPA(V) does not distribute the reconstruction loads evenly among component disks, so that nearly half disks are under the same reconstruction I/O intensity as the baseline system while the other half disks have no reconstruction I/O requests at all. The severe load-imbalance of the reconstruction I/O causes SPA(V) to underperform SPA(D). On the other hand, RAID6(R) outperforms RAID5+0 in reconstruction time while the opposite is true for response time. It shows that smaller parity groups in RAID5+0 lead to better response-time performance.

**Sensitivity Study**

To examine the performance impact of the number of disks, we conduct experiments on a RAID5 disk array composed of a varying number of disks (5, 7, 9) with a fixed stripe unit size of 64KB and one hot spare disk. As shown in Figure 4, increasing the number of disks usually shortens the reconstruction time and response time due to the increased disk parallelism. However, one can find that SPA(D) is insensitive to the change in the number of disks, and consistently outperforms other schemes in response time by a big margin while achieving the second-best reconstruction-time performance. Interestingly, RAID6(R)’s advantage in reconstruction time weakens as the number of disks increases, which indicates that SPA(D) may eventually outperform RAID6(R) with a larger number of disks.
To examine the performance impact of the stripe unit size, we conduct experiments on a RAID5 disk array consisting of 7 disks and one hot-spare disk with variable stripe unit sizes of 32KB, 64KB and 128KB. We plot the measured reconstruction times and response times as a function of the stripe unit size in Figure 5. From the figure, we can observe that the recovery performance, especially the reconstruction time, is sensitive to the stripe unit size. Increasing stripe unit size lengthens the response time and shortens the reconstruction time consistently. Similar to Figure 2 and 3, SPA(D) and SPA(V) are shown to consistently improve the baseline RAID5 schemes in both the reconstruction time and response time across all stripe unit sizes. And more importantly, the relative amount of such improvement also remains consistent across all stripe unit sizes. This suggests that SPA is likely to be equally effective when applied to RAID5 of varying stripe unit sizes.

To examine the performance impact of the comparable RAID levels on SPA, we also conduct experiments on a RAID4 disk array consisting of 7 disks and one hot-spare disk with a fixed stripe unit size of 64KB. The measured reconstruction times and response times on a RAID4+SPA system, omitted from this paper due to space constraints, reveal a very similar performance improvement pattern to a RAID5+SPA system, indicating that SPA is likely to be similarly effective when applied to other RAID schemes such as RAID6, and Parity Declustering.

Overhead Study

It is very important to understand the performance cost due to parity update operations in the operational mode for SPA and other relevant RAID schemes, since it is this performance cost that will likely impact the choice of an appropriate candidate target system for on-line availability upgrade. Therefore, we conduct
performance experiments on a RAID5 disk array consisting of 7 disks and one hot spare disk with a fixed stripe unit size of 64KB. We compare SPA(D), SPA(V), RAID5+0, RAID6(R) and RAID6(F) by on-line RAID level migration (ORLM) from this baseline RAID5 system. Since the Web trace is read-only that hardly causes SPA and other schemes to do any parity update, we instead use the Fin1 and Fin2 traces as the input workload to the simulator. We introduce a scaling mechanism to vary the range of request arrival rates for the traces because the performance cost of the parity update operations is very sensitive to the I/O intensity. In this scaling mechanism, a factor of 100% means no structured systems [12, 13]. Recently, the IPC paper [12] have developed appropriate CTMC models to evaluate MTTDL of their proposed approaches to protecting against latent sector errors and demonstrated the applicability of their models. Similar to their models, we develop a reliability model and analyze the reliability of RAID systems that operate with our SPA approach integrated. We must point out that we recognize the recent research findings [5, 36] that failures in hard drives more closely follow a Weibull distribution than the Poisson distribution assumed by CTMC. However, since our main objective in this reliability analysis is to find the comparative rather than absolute estimates of reliability among SPA, RAID5, RAID5+0 and RAID6, and CTMC is flexible and conducive to simple and closed-form solutions, we choose to use CTMC for its simplicity.

In this section, we first analyze the reliability of a RAID5 disk array incorporated with SPA and other schemes to obtain an intuitive but approximate comparison using a Continuous-Time Markov Chain (CTMC) model. Second, we develop a Monte-Carlo simulator to obtain comparison results that are more accurate and sound based the more realistic Weibull distributions of the failure process.

**Analytical Models**

CTMC has been widely applied to analyzing the reliability of storage systems, especially for the RAID-structured systems [12, 13]. Recently, the IPC paper [12] have developed appropriate CTMC models to evaluate MTTDL of their proposed approaches to protecting against latent sector errors and demonstrated the applicability of their models. Similar to their models, we develop a reliability model and analyze the reliability of RAID systems that operate with our SPA approach integrated. We must point out that we recognize the recent research findings [5, 36] that failures in hard drives more closely follow a Weibull distribution than the Poisson distribution assumed by CTMC. However, since our main objective in this reliability analysis is to find the comparative rather than absolute estimates of reliability among SPA, RAID5, RAID5+0 and RAID6, and CTMC is flexible and conducive to simple and closed-form solutions, we choose to use CTMC for its simplicity.

In our model, we consider both disk failures and latent sector errors, and obtain the Mean-Time-To-Data-Loss (MTTDL) estimate of a RAID5 array with the SPA protection, since MTTDL is the de facto metric of interest in evaluating storage system reliability instead of the traditional Mean-Time-To-Failure (MTTF) metric [19]. Then we compare MTTDL of our model with those of a conventional RAID5 array and a RAID5+0

![Figure 6. Comparisons of response time of various RAID systems for the traces: Fin1 and Fin2.](image)
array, in order to quantitatively assess SPA’s ability to protect against data loss.

We first detail the reliability model for a RAID5 disk with the SPA Diagonal approach, with its state transition diagram shown in Figure 7(a), followed by a brief presentation of the model for the SPA Vertical approach, with its state transition diagram depicted in Figure 7(b) and with a focus on the differences between the two. As shown in Figure 7(a), with the first disk failing and assuming that it is the SPA disk, the RAID5 array enters the degraded mode (state transition from 0 to 1), otherwise, with the failed disk not being the SPA disk, the array enters the critical mode (state transition from 0 to 1’). The rebuild of a stripe of the failed non-SPA disk is performed based on half of the corresponding stripes residing on the remaining disks according to the coverage orientation of SPA Diagonal (i.e., state transition from 1 to 0 or from 1’ to 0 for a successful rebuild).

On the one hand, during the rebuild for the failed SPA disk, the probability of an unrecoverable failure, that is, a given stripe cannot be reconstructed, is upper-bounded by the probability that two or more of the corresponding stripes residing in the surviving data disks are in error (state transition from 1 to UF). If any data disk fails during the rebuild for the failed SPA disk, the RAID5 array enters the critical mode, and rebuilds for both failed disks simultaneously (state transition from 1 to 2). The occurrence of any latent sector error during this phase also causes an unrecoverable failure (state transition from 2 to UF). Similarly, any additional disk failure causes a system failure (state transition from 2 to DF). Upon a successful rebuild, the array transits from State 2 to State 0.

One the other hand, during the rebuild for any non-SPA disk failure, the probability of an unrecoverable failure is upper-bounded by the sum of two probabilities (state transition from 1’ to UF). One is the probability that one or more of the corresponding stripes residing in half of the remaining data disks are in error given that the occurrence of a latent sector error and the previous disk failure are both in the coverage of SPA or they are both out of the SPA coverage. The other is the probability that two or more of the corresponding stripes residing in half of the remaining data disks are in error given that the occurrence of a latent sector error and the previous disk failure are not in the SPA coverage. If any other data disk fails during the rebuild for the previously failed data disk, it causes a system failure (state transition from 1’ to DF). Otherwise, if the SPA disk fails during the rebuild, the RAID5 disk array enters the critical mode, and rebuilds for both failed disks simultaneously (state transition from 1’ to 2). During this phase, the occurrence of any latent sector error causes an unrecoverable failure (state transition from 2 to UF). Similarly, any additional disk failure causes a system failure (state transition from 2 to DF). Upon a successful rebuild, the disk array transits from State 2 to State 0.

The related parameters required for the model are detailed in Table 4. We assume that disk failures are independent and exponentially distributed with an average rate of $\lambda$, and the rebuild times in the degraded mode and in the critical mode are exponentially distributed with average rates of $\mu_1$ and $\mu_2$, respectively. The upper bound of the probability that an unrecoverable failure occurs because the rebuild of the failed SPA disk cannot be completed before an additional error occurs is denoted by $P_{uf}^{(d)}$. Similarly, the upper bound of the probability that an unrecoverable failure occurs because the rebuild of the failed data disk cannot be completed before an additional error occurs is denoted by $P_{uf}^{(r)}$. The probability that an unrecoverable failure occurs because the rebuild of two simultaneously failed disks cannot be completed before an additional error occurs is denoted by $P_{uf}^{(2)}$.

Similarly, we can develop a reliability model for a RAID5 disk array with the SPA Vertical approach, as depicted in Figure 7(b). The main difference between the Diagonal and Vertical models is the additional state, State 2’, in the latter that signifies the fact that the SPA Vertical approach can conditionally tolerate two simultaneous disk failures while the SPA Diagonal approach cannot. Consequently, the SPA Vertical model has three additional state transitions: from 2’ to 0, from 2’ to UF, and from 2’ to DF, as shown in Figure 7(b). The probability that a RAID5 disk array with the SPA Vertical approach can tolerate two simultaneous disk failures is denoted by $P_{af}^{2}$.

We assess the reliability of the various schemes by considering a RAID system installation using the latest enterprise-level disk drives. Seagate Cheetah 15K.5 is assumed as the disk model, along with its Annual Failure Rate (AFR) and the Unrecoverable Error Rate (UER) of 0.66% and $10^{-16}$ respectively, as reported in its specification data sheet [33]. The corresponding parameter values are listed in Table 4. We refer to the IPC paper [12, 13] to directly obtain the reliability model of a RAID5 disk array, and also derive the reliability model of a RAID5+0 array accordingly.
Figure 7. Reliability model of a RAID5 array with SPA protections. Figure 7(a) depicts the reliability model of SPA Diagonal, and Figure 7(b) depicts the reliability model of SPA Vertical.

Table 4. Disk Drive Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/λ</td>
<td>MTTF for a disk</td>
<td>1,500,000 h</td>
</tr>
<tr>
<td>1/μ1</td>
<td>MTTR for 1 disk failure</td>
<td>12 h</td>
</tr>
<tr>
<td>1/μ2</td>
<td>MTTR for 2 disk failures</td>
<td>12 h</td>
</tr>
<tr>
<td>N</td>
<td>Number of disks in a disk array</td>
<td>7 (for RAID5), 8 (RAID5+0)</td>
</tr>
<tr>
<td>C_d</td>
<td>Capacity per disk</td>
<td>146 GB</td>
</tr>
<tr>
<td>S</td>
<td>Sector size</td>
<td>512 bytes = 4096 bits</td>
</tr>
<tr>
<td>P_{ssl}</td>
<td>UER per bits read</td>
<td>10^{-9} - 10^{-14}</td>
</tr>
</tbody>
</table>

Table 6. Notation of System Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 0</td>
<td>All disks work normally</td>
</tr>
<tr>
<td>State 1</td>
<td>Only the dedicated SPA disk fails</td>
</tr>
<tr>
<td>State 1'</td>
<td>Any one disk except the SPA disk fails</td>
</tr>
<tr>
<td>State 2</td>
<td>The SPA disk and any other disk fail</td>
</tr>
<tr>
<td>State 2'</td>
<td>Two disks other than the SPA disk fail and the failures occur exclusively</td>
</tr>
<tr>
<td></td>
<td>in different coverages</td>
</tr>
<tr>
<td>State UF</td>
<td>An unrecovered failure caused by additional latent sector errors</td>
</tr>
<tr>
<td>State DF</td>
<td>A system failure caused by additional disk failures</td>
</tr>
<tr>
<td>N</td>
<td>Number of the disks in a disk array</td>
</tr>
<tr>
<td>1/λ</td>
<td>Mean time to failure for a disk</td>
</tr>
<tr>
<td>1/μ1</td>
<td>Mean time to rebuild for one disk failure</td>
</tr>
<tr>
<td>1/μ2</td>
<td>Mean time to rebuild for two simultaneous disk failure</td>
</tr>
<tr>
<td>P_{uf}^{(r)}</td>
<td>The upper bound of the probability that an unrecoverable failure occurs the</td>
</tr>
<tr>
<td></td>
<td>rebuild of the failed SPA disk cannot be completed before an additional</td>
</tr>
<tr>
<td></td>
<td>error occurs</td>
</tr>
<tr>
<td>P_{uf}^{(r)}</td>
<td>The upper bound of the probability that an unrecoverable failure occurs the</td>
</tr>
<tr>
<td></td>
<td>rebuild of the failed data disk cannot be completed before an additional</td>
</tr>
<tr>
<td></td>
<td>error occurs</td>
</tr>
<tr>
<td>P_{uf}^{(2)}</td>
<td>The probability that an unrecoverable failure occurs</td>
</tr>
<tr>
<td></td>
<td>because the rebuild of two simultaneously failed disks cannot be completed</td>
</tr>
<tr>
<td></td>
<td>before an additional error occurs</td>
</tr>
<tr>
<td>P_{df}^{2}</td>
<td>The probability that a RAID5 disk array with the SPA Vertical approach can</td>
</tr>
<tr>
<td></td>
<td>tolerate two simultaneous disk failures</td>
</tr>
</tbody>
</table>

Simulation Study

In order to validate the CTMC results in light of the unrealistic Poisson assumption of CTMC, we also carry out an extremely time-consuming sequential Monte Carlo simulation [36] study to generate a sufficient number of sample points of comparative reliability estimates based on the Weibull distribution.

The Sequential Monte Carlo simulation (SMC) study was conducted to estimate reliability measures of the RAID5, RAID5+0, RAID6 and SPA-powered RAID5, by simulating 100,000 RAID sets in 87,600 hours (10 years) with HDD failures following a Weibull distribution. Each transition distribution in Figure 7 is sampled. During that time, the sequence of hard disk failures, repairs, latent error defections, DF (Disk Failures) and UF (Unrecovered Failures) are tracked. For simplicity, a constant unrecoverable bit error rate independent of time and workload was used.

Basically, our SMC simulator takes as inputs the same parameters as CTMC except for several key assumptions such as the distributions of disk failures and reconstruction times to make the simulation more realistic. A Weibull distribution with a slightly increasing failure rate is used. The characteristic life, η, is 461,386 hours. The shape parameter, β, is 1.12. These parameters are also used in [36] according to its empirical statistics. The reconstruction times for all RAIDes also follow a Weibull distribution. All the RAIDes have the same parameters as those used in our CTMC analysis. The minimum time of six hours is used for the location parameter. The shape parameter of 2 generates a right-skewed distribution, and the characteristic life is 12 hours.

During the simulation, events such as hard disk failures, rebuilds, latent sector errors, DF (Disk Failures) and UF (Unrecovered Failures) are tracked. The current state of a RAID is sampled in the interval of one hour. The state transition (when and where to) is determined by the outcome a random test that follows the relevant
stochastic processes (e.g., Weibull distribution for disk failures and repairs, and uniform (spatial and temporal) distribution for sector errors [12, 36]).

Results

Table 7. Unrecoverable sector error rate (10^{-14}, 100,000)

<table>
<thead>
<tr>
<th>Types</th>
<th>DDF</th>
<th>DUF</th>
<th>Total</th>
<th>Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAID5</td>
<td>14</td>
<td>20335</td>
<td>20349</td>
<td>1</td>
</tr>
<tr>
<td>RAID50</td>
<td>6</td>
<td>10052</td>
<td>10058</td>
<td>2.02</td>
</tr>
<tr>
<td>SPA(D)</td>
<td>9</td>
<td>8750</td>
<td>8759</td>
<td>2.32</td>
</tr>
<tr>
<td>SPA(V)</td>
<td>3</td>
<td>2498</td>
<td>2501</td>
<td>8.14</td>
</tr>
</tbody>
</table>

Table 8. Unrecoverable sector error rate (10^{-15}, 100,000)

<table>
<thead>
<tr>
<th>Types</th>
<th>DDF</th>
<th>DUF</th>
<th>Total</th>
<th>Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAID5</td>
<td>18</td>
<td>2596</td>
<td>2614</td>
<td>1</td>
</tr>
<tr>
<td>RAID50</td>
<td>7</td>
<td>1103</td>
<td>1110</td>
<td>2.35</td>
</tr>
<tr>
<td>SPA(D)</td>
<td>7</td>
<td>947</td>
<td>954</td>
<td>2.74</td>
</tr>
<tr>
<td>SPA(V)</td>
<td>2</td>
<td>308</td>
<td>310</td>
<td>8.43</td>
</tr>
</tbody>
</table>

Table 9. Unrecoverable sector error rate (10^{-16}, 100,000)

<table>
<thead>
<tr>
<th>Types</th>
<th>DDF</th>
<th>DUF</th>
<th>Total</th>
<th>Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAID5</td>
<td>16</td>
<td>295</td>
<td>321</td>
<td>1</td>
</tr>
<tr>
<td>RAID50</td>
<td>11</td>
<td>109</td>
<td>120</td>
<td>2.68</td>
</tr>
<tr>
<td>SPA(D)</td>
<td>4</td>
<td>113</td>
<td>117</td>
<td>2.74</td>
</tr>
<tr>
<td>SPA(V)</td>
<td>3</td>
<td>39</td>
<td>42</td>
<td>7.64</td>
</tr>
</tbody>
</table>

Table 10. Comparisons of normalized MTTDLs obtained by SMC and CTMC.

<table>
<thead>
<tr>
<th>RAID Types</th>
<th>MTTDL (Normalized to RAID5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UER: 10^{-16}</td>
</tr>
<tr>
<td></td>
<td>SMC</td>
</tr>
<tr>
<td>RAID5+0</td>
<td>2.6</td>
</tr>
<tr>
<td>SPA(D)</td>
<td>1.9</td>
</tr>
<tr>
<td>SPA(V)</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Since both the CTMC model and SMC have shown that MTTDL of RAID6 is four orders of magnitude higher than that of RAID5, RAID5+0 and SPA, it will not be explicitly included in this comparative study.

In Tables 7, 8, and 9, the UER values are 10^{-16}, 10^{-15} and 10^{-14} respectively. This is because the UERs of the enterprise level, near-line level, and desktop level hard drives are typically 10^{-16}, 10^{-15}, 10^{-14} respectively [37]. The table headers of DDF, DUF, Total and Normalized in the first three tables denote the number of Double Disk Failure, the number of Double Unrecoverable Failure, the sum of both failures, and the ratio normalized to RAID5 respectively. Considering the linear relationship between the total number of failures in a large sampling space and MTTDL, the normalized ratio of number of failures should have the same value as the normalized ratio of MTTDL for four RAID approaches. In above three cases, SPA(D) is slightly better than RAID 5+0 and SPA(V) consistently outperforms both RAID 5+0 and SPA(D) significantly. Particularly, both SPA(D) and SPA(V) exhibit increasingly improved performance with the increase of UER. Table 10 shows that the reliability results obtained through CTMC and SMC based on parameters of Table 4, listing MTTDL values normalized to that of RAID5 under the UER values of 10^{-16}, 10^{-15} and 10^{-14}. It is evident that the relative MTTDL values of the various schemes being compared remain reasonably consistent under both the CTMC and SMC methods, thus validating our use of CTMC to assess the comparative reliability estimates in the context of this paper. In fact, the results further indicate that CTMC tend to generally underestimate the reliability improvement of SPA over RAID5+0, sometimes significantly.

It must be noted that the same reconstruction time is used in our analysis and simulations for all schemes studied. However, since SPA (D) and SPA (V) improve the reconstruction time of both RAID 5 and RAID 5+0, their reliability advantages over the latter two should be more pronounced if taking into account of the reduced reconstruction times.

4.4. Discussions

From the above performance evaluations and reliability analysis, it is clear that all of the schemes have their respective advantages and drawbacks as availability upgrade mechanisms for an on-line RAID5 system. For example, while RAID6 offers the best reliability improvement, it fails to provide the same level of recovery performance offered by SPA. Obviously, detailed availability demands and benefit/cost ratios of the available upgrade approaches must be taken into consideration when choosing an appropriate mechanism. Among the relevant approaches to upgrading a RAID5 system with an additional disk, namely, RAID5+0, RAID6(R), RAID6(F), SPA(D), and SPA(V), the first two require data layout reorganization and thus should be excluded from the consideration of on-line availability upgrade. In what follows we provide a guideline for on-line availability upgrade.

1) If system reliability is a top priority and there is no performance-centric SLA constraint, then RAID6(F) is the appropriate choice; otherwise,
2) If reliability is a top priority but there is also a performance-centric SLA constraint, then SPA(V) is the appropriate choice; and finally,
3) If performance during recovery is a top priority, then SPA(D) is the appropriate choice.

It should be noted from Sections 4.2 and 4.3 that SPA can be advantageous in many cases even when data layout reorganization is tolerable during the upgrade.

5. Conclusions
In this paper we propose a simple but powerful scheme, Supplementary Parity Augmentation (SPA), to flexibly upgrade the availability of parity-based RAID systems on-line in production environments. The basic idea of SPA is to store and update supplementary parity units on the newly augmented spare disk(s) for on-line RAID systems in the operational mode, thus achieving the goals of improving the reconstruction performance and tolerating multiple disk failures and latent sector errors during recovery.

Our reliability modeling and simulation results demonstrate that SPA can achieve higher system reliability than RAID5 and RAID5+0. More importantly, we implement and integrate our SPA approach into the DiskSim simulator to study SPA’s performance improvement and overhead. The trace-driven simulation results show that our SPA approach can significantly improve the reconstruction time and response time performance during recovery, with acceptable performance overheads during the operational mode.

SPA provides a new and effective solution for today’s data centers to upgrade storage system availability, for improved performance under recovery and enhanced failure tolerance. As an on-going research project, SPA, along with its various potential extensions, has a rich design and implementation space to be further explored and prototyped.
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