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From Energy Gradient and Natural Selection to Biodiversity and Stability of Ecosystems

Bo Deng

Department of Mathematics, University of Nebraska-Lincoln, Lincoln, NE 68588, USA

Abstract: The purpose of this paper is to incorporate well-established ecological principles into a foodweb model consisting of four trophic levels — abiotic resources, plants, herbivores, and carnivores. The underlying principles include Kimura's neutral theory of genetic evolution, Liebig's Law of the Minimum for plant growth, Holling's functions for herbivore foraging and carnivore predation, the One-Life Rule for all organisms, and Lotka-Volterra's model for intraspecific and interspecific competitions. Numerical simulations of the model led to the following statistical findings: (a) particular foodwebs can give contradicting observations on biodiversity and productivity, in particular, all known functional forms -- positive, negative, sigmoidal, and unimodal correlations are present in the model; (b) drifting stable equilibria should be expected for ecosystems regardless of their size; (c) resource abundance and specific competitions are the main determining factors for biodiversity, with intraspecific competition enhancing diversity while interspecific competition impedes diversity; (d) endangered species are expected always and loss in lower trophic endangered species are expected at trophication, i.e. the establishment of a higher trophic level of a community. These findings may shed lights on some ongoing debates on biodiversity. In particular, finding (a) implies that the diversity vs. ecosystems functioning debate is most likely the result of incompatible particular observations each cannot be generalized. In particular, general causality should not be expected between diversity and productivity. Finding (b) does not support May's theory that large ecosystems are inherently unstable nor Eton's theory that stability requires diversity. However, it lends a strong support to the energetic theory for the latitudinal diversity gradient. Finding (c) supports Darwin's observation on the effect of interspecific competition on diversity. Finding (d) implies that loss of diversity is inevitable with the appearance of a super species like the human race. Our method and result also suggest that although the evolution of particular species cannot be predicted, some general statistic patterns appear to persist. In addition to the aforementioned findings, these persisting patterns include: the trophic succession, the trophic biomass separation in orders of magnitude, the upper bounds in biodiversity in relationship to the intensities of specific competitions despite the enormous possible number of species allowed by genetic mutations.
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To those who look at climate and the physical conditions of life as the all-important elements of distribution, these facts ought to cause surprise, as climate and height or depth graduate away insensibly. But when we bear in mind that almost every species, even in its metropolis, would increase immensely in numbers, were it not for other competing species ....

--- Charles Darwin, On the Origin of the Species, 1859

1. INTRODUCTION

The latitudinal gradient in species distribution is one of the oldest patterns in biogeography (Darwin 1859, Wallace 1876, Wallace 1878, Darlington 1957, Hawkins 2001). It is near universal with only a few exceptions (Hillebrand 2003). Although there are many theories (Whittaker 1967, Broham 2003, Scheiner 2005, Qian 2007, Bridle 2009), the correlation between the distribution and the climate along the gradient at the global scale is shown to be the strongest (Currie 1991, Currie 2004). Palaeontological studies also suggest that gradual climate changes rather than exogenous catastrophes might have caused some mass extinctions for marine species (Stanley 1984) and the relatively smaller scale extinction through the Cretaceous-Tertiary boundary (Briggs 1995). Hence, the climate or the water-energy theory seems to be the primary component for a unified theory for biodiversity whatever it may eventually be (Stanley 1984, Hawkins 2001, Currie 1991, O'Brien 1998, Currie 2004). At smaller scales and for particular systems, there is little consensus on the relationship between biodiversity and productivity (King 1983, Rosenzweig 1995, Doak 1998, Waide 1999, Huston 2000, Kinzig 2001, Dijkstra 2005, Scheiner 2005, Bradley 2009). One school of researchers argue that species-richness is the determining factor for ecosystems functioning (Tilman 1988, McGrady-Steed 1997, Lehman 2000, Kinzig 2001, Tilman 2006) while many others are unconvinced (Schulze 1984, McNaughton 1994, Waide 1999, Huston 2000, Bradley 2009). There are four functional forms for the diversity-productivity relationship -- - the positive and negative correlations, the unimodal and
sigmoidal relations, and they are all present in significant proportions in the literature (Waide 1999). There are no less than 20 descriptive theories for the diverging observations (Scheiner 2005).

By most accounts on another aspect of biodiversity, ecosystems in general are not only diverse but also stable, which led to the causality question between the two. One theory asserts only complex systems can be stable (Elton 1958, Hutchison 1961, Kinzig 2001, Clark 2007) while another theory insists exactly the opposite that complexity is inherently unstable (May 1972, May 1973, Pimm 1984, Pfisterer 2002, May 2009), but both find a common ground in the theory of competition exclusion principle (MacArthur 1964, Armstrong 1980) based on the Rosenzweig-MacArthur producer-consumer model (Rosenzweig 1963). Yet, both theories are inconsistent with the Lotka-Volterra model (Lotka 1925, Volterra 1926) for competing species which can be stable regardless of its size (MacArthur 1967, Freedman 1985, Ahmad 1996, Montes de Oca 1995, Rozdilsky 2001), a mathematical proof of which was found in the mid-90s (Ahmad 1996, Montes de Oca 1995) but remains largely unknown to ecologists.

From biogeography to theoretical ecology, biodiversity is inextricably linked to all important facets of living systems. Many mathematical models have been proposed but most are used to advance some particular theories, from phenomenologically fitted models (MacArthur 1963, Hillebrand 2003, Doak 1998) to discrete models (Hughes 2000, Ives 2000, McPeek 2008) which violate the Time Invariance Principle for reproducibility of experiments (Deng 2008, Deng 2009) to higher dimensional extensions of the Rosenzweig-MacArthur model (Lehman 2000, Shurin 2001, Mouquet 2002, Thebault 2005, Gallet 2007, Gross 2007, Goudard 2008) which violate the One-Life Rule (Deng 2008, Deng 2009) for all organisms but support the complexity-instability theory, and to multi-trophic extensions of the Lotka-Volterra model (De Angelis 1975a, Michalski 1999, Allesina 2008) which support the stability-usually theory.

Because of the diverging findings on biodiversity, descriptive modeling seems to have reached its limit to produce a unified narrative due to the unavoidable linguistic ambiguities on which descriptive modeling is based. It seems that only mathematics can provide a concise, quantitative, and mechanistic alternative, as it has done for other branches of physical science. However, using ad hoc, phenomenological, curve-fitting, and non-mechanistic mathematics for particular theories has the tendency to harden and widen the existing divergences of observations, quantitative or descriptive. Thus the purpose of this paper is to consider a mechanistic model based only on well-established biophysical principles, not preconceived to test any particular theory but to establish a set of basal properties which other theories can use as their "null hypotheses" to test against. As we will demonstrate below that these "basal properties" happen to support the followings: the climate theory for the latitudinal species gradient, the stable-usually theory for the complexity-stability problem, all the diversity-productivity functional forms for particular systems, and to support Darwin’s competition-diversity hypothesis.

2. METHOD

The model considered for this paper is a chemostat-trophic model for foodwebs (Waltman 1983, Smith 1994) with one resource level and three trophic levels. The model’s constituent parts are not only well-known but also considered mechanistically sound. It consists of $n_0$ abiotic resources $R_i$, $n_1$ plants $P_i$, $n_2$ herbivores $H_i$, and $n_3$ carnivores $C_i$, see Fig. (1a) for a schematic representation. It is a system of differential equations given as follows,

\[
\begin{align*}
\frac{dR_i}{dt} &= r_i - w_i R_i - \sum_{j=1}^{n_0} \frac{a_{ij}^{(1)} R_j}{1 + h_{ij}^{(1)} a_{ij}^{(1)} R_j} P_j \\
&\quad \text{for } i = 1, 2, \ldots, n_0, \\
\frac{dP_i}{dt} &= P_i \left[ \min_{j=1}^{n_1} \left\{ h_{ij}^{(3)} a_{ij}^{(3)} R_j \right\} \right] - d_i^{(1)} P_i - \sum_{j=1}^{n_2} f_{ij}^{(3)} P_j - \sum_{j=1}^{n_3} \frac{a_{ij}^{(2)} H_j}{1 + \sum_{l=1}^{n_2} h_{ij}^{(2)} a_{ij}^{(2)} P_l} \\
&\quad \text{for } i = 1, 2, \ldots, n_1, \\
\frac{dH_i}{dt} &= H_i \left[ \sum_{j=1}^{n_2} h_{ij}^{(2)} a_{ij}^{(2)} P_j \right] - d_i^{(2)} H_i - \sum_{j=1}^{n_3} f_{ij}^{(2)} H_j - \sum_{j=1}^{n_3} \frac{a_{ij}^{(3)} C_j}{1 + \sum_{l=1}^{n_2} h_{ij}^{(3)} a_{ij}^{(3)} H_l} \\
&\quad \text{for } i = 1, 2, \ldots, n_2, \\
\frac{dC_i}{dt} &= C_i \left[ \sum_{j=1}^{n_3} h_{ij}^{(3)} H_j \right] - d_i^{(3)} C_i - \sum_{j=1}^{n_3} f_{ij}^{(3)} C_j \\
&\quad \text{for } i = 1, 2, \ldots, n_3.
\end{align*}
\]
The definitions for the variables and parameters are given in Table 1. Abiotic resources may include essential elements such as light, water, carbon, nitrogen, etc. According to Tilman (1988) there are about 30 elements and molecules required by plants, but there is no limit on \( n_0 \) for the model. One can also consider space as an essential resource for plants (Tilman 1988) and take one of the variables \( R_i \) for space. For the abiotic species \( R_i \), \( r_i \) is the input/regenerating rate, \( w_i \) is the depletion/washout coefficient so that without any uptake by plants (\( n_0^{(i)} = 0 \)) each resource eventually settles down to a steady state equilibrium \( R_i = r_i / w_i \) (Waltman 1983, Smith 1994). For example, the equilibrium for space is the available space for plants in a given habitat, that for the light is the amount of solar radiation that the habitat is capable of retaining for plant growth. Similar interpretations apply to water, and other essential chemical elements. To run one simulation of the model, parameters \( r_i \) are drawn from a uniformly distributed random numbers from interval \([0, r_0]\) with \( r_0 \) defining the range of the distribution and the interval simulating the so-called resource gradient. We will use \( r_0 \) as a bifurcation parameter for most simulations, which can be thought as a measure of resource abundance for a given type of habitats. To simulate the effect of resource limitation in some runs, we will limit some resources to a fixed range but let the range of others vary. The effect of the latter can be thought to correlate, e.g., the PET (Potential Evapotranspiration) measurement of a habitat (Currie 1991, Currie 2004). For each run we will select parameters \( w_i \), as well as all other

**Fig. (1).** (a) A schematic illustration of a food web. Arrows denote donor-recipient relationship between trophics, T-lines denote intraspecific and interspecific competitions. Thicker arrows and T-lines denote greater interactions in strength, and thicker symbols denote species of greater biomass. All connectivity parameters are randomly assigned for the mathematical model. (b) One particular run for Eq. (1), showing the dimensionless biomass of 10 most abundant species in each trophic level. (c) Two particular runs, •, □, showing that only the total biomass of each run behaves qualitatively the same. (d) Statistics on means and standard deviations for species numbers against the resource gradient. Each data point was generated from over 100 runs.
parameters the same way as we do for \( r_i \), which are summarized in Table 1. More specifically, the set of parameters \( r_i, w_i \) for all \( 1 \leq i \leq n_i \) is thought to characterize a particular habitat with uniform means \( r_i / 2, w_i / 2 \) respectively. We note that each simulation run with a uniformly small initial population for all species can be thought to simulate the specification of a geographically isolated habitat or the primary succession or invasion by species of such a habitat, and statistics obtained from an ensemble of such individual simulations can be either thought to characterize some spacial aggregated properties of specification and/or succession contemporaneously over isolated habitats or temporal aggregated properties of one habitat over a series of specification and/or succession.

Table 1. Model Variables and Parameters

<table>
<thead>
<tr>
<th>( R ) = ( (R_1, R_2, \ldots, R_{n_R}) )</th>
<th>( n_R ) resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P ) = ( (P_1, P_2, \ldots, P_{n_P}) )</td>
<td>( n_P ) plants</td>
</tr>
<tr>
<td>( H ) = ( (H_1, H_2, \ldots, H_{n_H}) )</td>
<td>( n_H ) herbivores</td>
</tr>
<tr>
<td>( C ) = ( (C_1, C_2, \ldots, C_{n_C}) )</td>
<td>( n_C ) carnivores</td>
</tr>
<tr>
<td>( r ) = ( r_i ) * rand ((n_i, 1))</td>
<td>resource input rate</td>
</tr>
<tr>
<td>( w ) = ( w_i ) * rand ((n_i, 1))</td>
<td>resource depletion coefficient rate</td>
</tr>
<tr>
<td>( q^{(i)} ) = ( q^{(i)}(k) ) ( = ) (( \text{rand}(n_i, n_i) \leq q^{(i)}(k) ))</td>
<td>trophic-connectivity with probability ( q^{(i)}(k) ) for ( k \geq 2 ) and ( q^{(i)}(1) = 1 ) for all ( i, j )</td>
</tr>
<tr>
<td>( a^{(i)} ) = ( a^{(i)}(1) ) ( = ) ( a^{(i)}_0 ) * rand ((n_i, n_i) * q^{(i)} )</td>
<td>contact or discovery rate</td>
</tr>
<tr>
<td>( h^{(i)} ) = ( h^{(i)}(1) ) ( = ) ( h^{(i)}_0 ) * rand ((n_i, n_i) )</td>
<td>uptaking or handling time</td>
</tr>
<tr>
<td>( b^{(i)} ) = ( b^{(i)}(1) ) ( = ) ( b^{(i)}_0 ) * rand ((n_i, n_i) )</td>
<td>birth-to-consumption ratio</td>
</tr>
<tr>
<td>( d^{(i)} ) = ( d^{(i)}_1 ) * rand ((n_i, 1))</td>
<td>per-capita death rate</td>
</tr>
<tr>
<td>( m^{(i)} ) = ( m^{(i)}_0 ) * rand ((n_i, 1))</td>
<td>intraspecific competition parameter rate</td>
</tr>
<tr>
<td>( p^{(i)} ) = ( p^{(i)}(1) ) ( = ) (( \text{rand}(n_i, n_i) \leq p^{(i)}_0 )) * ( v )</td>
<td>inter-connectivity with probability ( p^{(i)}_0 ) and ( v = {v_1, v_j} ), ( v_i = 0, v_j = 1 ) for ( 1 \leq i, j \leq n_i )</td>
</tr>
<tr>
<td>( c^{(i)} ) = ( c^{(i)}_0 ) * rand ((n_i, n_i) ) * ( p^{(i)} )</td>
<td>interspecific competition parameter rate with ( c_{ij} = 0 ) for all ( j )</td>
</tr>
</tbody>
</table>

To model plant growth, we use the Michaelis-Menten functional form to model plant’s resource uptake in rate and Liebig’s Law of Minimum to model plant’s resource-to-biomass conversion. The Michaelis-Menten form (Michaelis 1913), \( a^{(i)} R, P_i / (1+ a^{(i)} R, R_i) \), also known as the Monod-Jacob form (Monod 1961) and Holling’s Type II disc function (Holling 1959), is for rates of irreversible reactions. We use it according to Holling’s convention by which \( a^{(i)} \) is the encounter rate of resource \( R_i \) by plant \( P_i \), and \( h^{(i)} \) is the handling time to assimilate one unit of the resource for growth. The process of resource uptake by plant is assumed to be parallel among all resources, and hence the individual Holling’s Type II forms. Since a plant is a package of essential elements in some stoichiometric ratios against each other, such as the water to dry mass ratio, the carbon to nitrogen ratio, or the degree-day to production ratio, etc., the conversion of resources to biomass is assumed to follow Liebig’s Law of Minimum with the conversion ratios \( b^{(i)}_0 \) (Tilman 1988, Deng 2007b, Bradley 2009).

The resource uptake terms modeling the competition for resources by individual plant species without intraspecific nor interspecific interferences. These interferences are modeled by the intraspecific competition term \( m^{(i)}_0 P_i \) and the interspecific competition terms \( \sum_{j \neq i} c^{(i)}_{ij} P_j \). Competition for space should correlate inversely to the coefficient parameters, especially the interspecific parameters \( c^{(i)}_{ij} \). Interspecific competition may also include, for example, competition for pollinators. One way to justify these terms is to start with an uptake functional form with interferences \( x_i / (1 + a^{(i)} x_i + \mu y + \sigma z) \) with \( x \) being a resource, \( y \) being a plant, and \( z \) being other competing plants (Murdoch 1973, Lawton 1974, Beddington 1975, De Angelis 1975b). The first degree Taylor expansion with respect to \( y, z \) gives rise to the intraspecific and interspecific competition terms since \( x_i / (1 + a^{(i)} x_i + \mu y + \sigma z) - ax_i / (1 + ax_i - my - cz) \). While not all \( c^{(i)}_{ij} \geq 0 \) must be strictly positive depending on if there is an interspecific competition from plant \( P_j \) to \( P_i \), the interspecific competition parameters \( m^{(i)}_0 \) must be strictly positive for all plant species (an axiomatic justification by the One-Life Rule will be given in the Discussion section). The same requisite applies to all herbivore and carnivore species as well.

We believe that the resource assimilation kinetics, the biomass conversion law, the two types of competition capture the essential features for plant growth. The model is used for repeatedly numerical runs with the parameter values drawn randomly for each run from uniform distributions of respective ranges. Notice that in addition to the range parameter values \( a^{(i)}_0, c^{(i)}_{ij} \) there is a trophic-connectivity probability \( q^{(i)}_0 \) and an interspecific connectivity probability \( p^{(i)}_0 \). For example, a pair of plant \( i \) and \( j \) has a probability of \( p^{(i)}_0 \) to connect from \( j \) to \( i \) with an interference intensity \( c^{(i)}_{ij} \) uniformly distributed in \( [0, c^{(i)}_{ij}] \). Similarly, the probability for plant \( i \) to be the food source of herbivore \( j \) is \( q^{(2)}_{ij} \) with an encounter rate \( a^{(i)}_{ij} \) uniformly distributed in \( [0, a^{(i)}_{ij}] \). So for \( q^{(2)}_{ij} < 1 \), a fraction of \( 1 - q^{(2)}_{ij} \) many herbivores will not be connected to a given plant. Fig. (1a) gives a qualitatively accurate depiction of our food web model for which a species is not always connected to every other species.

A fundamental difference between plants and herbivores is reflected by their resource uptake forms, the former is the time-parallel Holling Type II form and the latter is the time-
and the first set is only in orders of magnitude. For example, the per capita death rate range is also, because of the choice in the differentiation, dimensionless and the first set is only in orders of magnitude. For example, the handling times in range increase not to be all present but intraspecific competition must not for all species.

It is obvious from the construction that higher trophics can be added to the basic model, such as to model marine ecosystems where multiple predatory chains are expected. It will be clear from our simulations of the basic three trophic model that all results can be qualitatively extrapolated to such multi-trophic foodwebs.

All simulations are done on Matlab. In Matlab syntax the right hand side of Eq. (1) is coded in Eq. 2. There instead of differentiation, $A'$ is the transpose of a vector or matrix $A$.

Again for each simulation run, all parameter values are drawn respectively from a uniformly distributed, nonnegative random number with range parameters given in Table 2. We note that all range parameter values are dimensionless and the first set is only in orders of magnitude. For example, the per-capita death rate range $d_0^{(2)}$ for herbivore is near zero comparing to that for carnivore because we can reasonably assume that herbivores rarely die from old age. As for another example, the handling times in range increase in order of magnitude with trophics. The same rationales went into the choices for the intraspecific and interspecific competition parameters. Also, because of the choice in the birth-to-consumption ratios with $b_0^{(4)} \leq 1$, all species can be thought measured in biomass with a common exchange

\[
\begin{align*}
\frac{dR}{dt} &= r - w \cdot R - \text{diag}(R) \cdot U^{(1)} \cdot P \\
\frac{dP}{dt} &= P \cdot ((\min(\text{diag}(R) \cdot (b^{(1)} \cdot U^{(1)}),[],1))' - d^{(1)} - m^{(1)} \cdot P - c^{(1)} \cdot P - U^{(2)} \cdot H) \\
\frac{dH}{dt} &= H \cdot ((b^{(2)} \cdot U^{(2)} \cdot P - d^{(2)} - m^{(2)} \cdot H - c^{(2)} \cdot H - U^{(3)} \cdot C) \\
\frac{dC}{dt} &= C \cdot ((b^{(3)} \cdot U^{(3)} \cdot P - d^{(3)} - m^{(3)} \cdot C - c^{(3)} \cdot C) \\
U^{(1)} &= a^{(1)} / (1 + \text{diag}(R) \cdot (h^{(1)} \cdot a^{(1)})) \\
U^{(2)} &= a^{(2)} \cdot \text{diag}(1 / (1 + P \cdot (h^{(2)} \cdot a^{(2)}))) \\
U^{(3)} &= a^{(3)} \cdot \text{diag}(1 / (1 + H \cdot (h^{(3)} \cdot a^{(3)})))
\end{align*}
\]
currency in one essential chemical element, say carbon or nitrogen for dry weight. The carnivore conversion ratio $b_0^{(3)}$ seems a bit too high comparing to the herbivore ratio, we will leave it as is because new simulations can be easily done for a different value and the qualitative conclusions we will reach below do not depend on this particular choice of $b_0^{(3)}$, nor on other range parameter values. Unless specified otherwise, parameter range values are taken from Table 2.

Each simulation run lasts 250 units in dimensionless time for which only the last 25 time units are retained for statistical analysis. Also all species start with an initial biomass $10^{-4}$, which is also the threshold used to detect living species during the last 25 evolutionary time. A species with a biomass smaller than the threshold is assigned to the extinct category. Also, a relative tolerance $10^{-5}$ and an absolute tolerance $10^{-8}$ are used for the Matlab ODE solvers. Solver ode15s, ode23, ode45, ode113 were tested, and all gave the same species count except for ode23, which is the least accurate of the four and whose count differs but with no greater than 20% of the total on average. Solver ode15s, which is an adaptive-stepsize solver, was used for all simulations because of its faster speed. On a typical desktop computer, 3600 runs take between 8-16 hours.

3. RESULT

We now describe some simulation results. Fig. (1b) was generated as follows. The program selected a set of random parameter values as prescribed by Table 1 and Table 2 and ran the simulation for each $\log(r_0)$ of 60 regularly spaced points from the interval [-2,7]. The relative value $\gamma = \text{rand}(n, 1)$ remained the same for all $r_0 \in [10^{-2}, 10^7]$ once it was generated for $\log(r_0) = -2$ and $r = r_0^\gamma \gamma$ were used for each run. Fig. (1b) shows the result of such a run. It shows that the trophication along the resource gradient: plant preceded herbivore and herbivore preceded carnivore as $r_0$ increases. It also shows that a species can fall or arise with resource enrichment. In Fig. (1c), we tallied up all living species (biomass $\geq 10^{-4}$) for each trophic level that generated Fig. (1b), and plotted two such runs. It shows that given the same range of resource abundance in $r_0$, particular ecosystem can behave vastly different. For example, within the range $10 < r_0 < 100$, the herbivore species increases in number for one run but decreases for the other. All known empirical functional responses in species number to resource richness are shown: positive and negative correlations, sigmoidal and unimodal relationships. The only consistent correlation is between the total productivity in biomass and the resource abundance. Fig. (1d) shows the means and standard deviations of 50 runs that generated Fig. (1b). It clearly demonstrates the trophic procession to resource gradient. It also demonstrates that species richness of one trophic level is expected to decrease at the onset of trophication above it. For this particular choice in the range values of Table 2, the plant mean does not show the unimodal form like the herbivore mean does. Different choices can induce unimodality for both plants and herbivores. Also, a particular run can exhibit the unimodality for the carnivore number as shown in Fig. (1c). We note that whatever functional forms that show up in particular runs can be replicated for the mean curves by using the particular run's parameter values as the range values. Since the bin size is twice as wide as the partitioning interval for the $r_0$-interval, each plotted point is averaged over 100 data point runs.

Data on trophic biomass and population growth rate were also collected from Fig. (1c)'s runs. Fig. (2a) shows the total biomass for each trophic level. The total biomass of all

Fig. (2). Statistics from the same runs as Fig. (1): (a) Top panel: plant outweighs herbivore and carnivore several orders of magnitude in biomass. Middle panel: percentages of endangered species (with negative per-capita growth rate ($\leq 10^{-4}$) regardless biomass). Bottom panel: the mean growth rate for all living species (i.e. with dimensionless biomass $\geq 10^{-4}$). Stable equilibrium is expected. (b) Endangered species for each trophic level.
A living species is an endangered species if its averaged per-capita rate $dX/dt$ over the last 25 units in time is less than $-10^{-4}$ (which is taken as zero for our ODE solver). It is a temporary designation since they happen to show up in the living species count only during the snap-shot between $225 \leq t \leq 250$. Their per-capita rates may or may not become positive in future times. But if the state of the system appears to be settling down at a steady state equilibrium after a long enough time (bottom panel of Fig. (2a)) then for all practical purposes an endangered species is likely to continue to decline towards extinction. Fig. (2a) shows the percentile information for endangered species during the sampling time window. Notices that the endangered number always goes down at the appearance of a higher trophic level, meaning that endangered species are swept away more likely by predation from above than without. It also shows at the carnivorous level, resource enrichment hastens the pace of decline or extinction for endangered species because the unendangered species become more abundant and thus exert greater intratrophic pressures on endangered species. Fig. (2b) shows for each trophic level the break-up of the living species into the endangered and the unendangered categories.

Fig. (3) is generated from the same set of data as for Fig. (1) showing instead the species richness against the total biomass of the web. It was generated by dividing the biomass in the log scale into a set of 30 bins of equal size and tallying up the means and standard deviations of the trophic number of species inside each bin. There is a markedly difference between Fig. (3a) and Fig. (1c) at the high end of the parameter value $r_0$ in that the diversity-productivity curve shows a sharp fall-off for both the plant and herbivore but a modest rise for the carnivore. Fig. (3b) was generated the same way from the data set except for fixed ranges in $r_0$. For example, the herbivore count from the $r_0$-plot Fig. (1c) in the range $10^2 < r_0 < 10^5$ is strictly decreasing, yet when re-sampled against the biomass the herbivore count becomes unimodal. The explanation can be found in the fact that the resource richness $r_0$ does not give a unique response to the biomass for all arbitrary runs but rather a range of responses. Because of this property, the biomass overlaps for non-overlapping $r_0$ ranges, which can be seen, e.g., from the top plots of Fig. (3b). Because of such rearrangement, the species count can differ qualitatively when viewed against the resource richness and the biomass respectively. This phenomenon is the result of data sampling against different factors.

The effects of competitions are shown in Fig. (4). Fig. (4a) were generated in the same way as Fig. (1c) except for two different sets of choice in the interspecific competition parameters. For one set, this type of competition is completely absent for both herbivorous and carnivorous species, $c_0^{(2)} = c_0^{(3)} = 0$. It shows that carnivore can realize all its allowed possible species, $n_3 = 50$, when the resource is sufficiently abundant. The same also holds for the herbivore before the emergence of the carnivore, and the herbivorous species number is significantly higher than that with interspecific competition $c_0^{(2)} > 0$ even under the predation pressure from above. In addition, these changes in the top two trophics have a small effect on the plant diversity and almost no effect on the total web biomass. For comparison, a second set of data is also shown for different values of the...
Figure (4). (a) Two different sets of over 60 runs with different interspecific competition strengths. Without interspecific competition, the carnivore mean reaches its allowed possible number \( n_2 = 50 \), and the herbivore mean almost reaches its allowed possible number \( n_3 = 100 \) before the appearance of carnivore. But the mean total biomass remains the same. (b) For the fixed \( r_0 = 10^2 \), it shows the means over 50 runs against herbivore's intraspecific parameter. Shown here are the nearly constant total biomass (in a false scale), the total plant number, but graded herbivore and carnivore numbers. Competitive exclusion occurs without intraspecific competition, i.e. \( m_0^{(2)} = 0 \).

Interspecific parameters \( c_9^{(2)} = 0.05, c_9^{(3)} = 0.5 \), for which the allowed possible numbers, \( n_2 = 100, n_3 = 50 \), are far away from living species counts for the top two trophics. There is little change in the total web biomass. That is, there are fewer but more massive species.

Fig. (4b) was generated similarly but with all range parameters fixed from Table 2 except for the intraspecific parameter for the herbivore, \( m_9^{(2)} \), which ranges from \( 10^{-3} \) to \( 10^{2} \). It shows that there is little change in the plant diversity nor in the total biomass, which tends to be conserved. But it shows the phenomenon of competitive exclusion in the herbivorous level when interspecific competition is absent \( m_9^{(2)} \sim 0 \). Its diversity curve is unimodal against the competition intensity \( m_9^{(3)} \) in graded levels in biomass. Carnivorous diversity suffers little until its more massive herbivorous preys splinter into more numerous but less abundant species. In other words, unlike the interspecific competition, there is an optimal intensity for interspecific competition with respect to diversity for a given biomass, either too little or too much an intensity has a negative impact on species number at that given biomass.

Fig. (5a) was generated in the same way as Fig. (1c) except that the second set of parameter values from Table 2 was used and the range was fixed at \( 10^{-3} \) for two resources while that for the other two is allowed to vary. This may resemble the latitudinal gradient scenario for which the water-energy increases toward the equator while other resource limitations in space and nutrients remain equal. It shows that because of the resource limitations, the total biomass as well as the species counts saturate after the range for the varying resources surpass some value beyond which they are no longer limiting. The other qualitative properties described above also hold for this set of parameter range values, such as the phenomenon of trophication, the existence of endangered species, the trophic separations in biomass, the opposite effects of the two types of competition, and the stability of the foodweb.

In addition to these properties, Fig. (5b) presents another piece of information. It was generated as follows. Let \( X(t) = [P(t); H(t); C(t)] \) denote the near steady state at the end of the simulation run \( t \sim 250 \) for which some species are considered extinct when its biomass is \( \leq 10^{-4} \) and the others are considered living with greater than \( 10^{-4} \) in biomass. Let \( \sigma = (i_1, i_2, \ldots, i_k) \) denote the component indexes for the extinct species, i.e. \( X_{i_k} \leq 10^{-4} \) component-wise. Then the averaged per-capita rates for the non-living species \( X_{i_k} \) were evaluated, \( (dx_i / dt)_i \), at the near equilibrium state \( X(t) \) for \( 225 < t < 250 \). Of which we tabulated the number of those extinct species \( X_{i_k} \) whose averaged per-capita growth rates were positive (numerically \( \geq 10^{-5} \)). The set of such species are referred to as the secondary trophication pool in the plot. For all practical purposes, such a species fits the mathematical definition of being competitive which we will give in the Discussion section. As we will explain later in that section, any species from the pool can reinvade the foodweb and coexist with all or some other living species. For example, one can add at least one herbivore almost immediately at the plant trophication \( r_0 \sim 10^{-1} \). Alternatively, one can add at least one carnivore from the secondary trophication pool at the herbivore trophication \( r_0 \sim 10 \). Similarly, if a living carnivore from habitats \( r_0 > 100 \) is also competitive in habitats \( 10 < r_0 < 100 \) where no carnivores are allowed to emerge on their own because of resource limitation on the primary trophication, then that living carnivore can invade that primary plant-herbivore habitats.

Fig. (6a) is a plot of plant diversity against two varying parameters: the resource range parameter \( r_0 \) and the number
of possible plant species $n_1$. Except for $a_0^{(2)} = 0$ which effectively removes the top two trophics from the system, other parameter values are the same as the first set given in Table 2. The result shows that with the presence of interspecific competition, $e_0^{(1)} = 10^{-3}$, the plant diversity saturates along the $n_1$ axis as well as along the $r_0$ axis, i.e. at higher end of both $n_1$ and $r_0$, the number of plants remains about the same but some or all of them will become more massive in total biomass. This shows for sufficiently large $n_k$, all results described above are not dependent on our choice in the possible numbers of species. However, if the species pool is limited as in all field studies which are inevitably short in time, then the ecosystems functioning is expected to depend on the pool numbers and for particular systems such dependence can be either positive or negative in correlation as implied by Fig. (1b) and Fig. (5a).

4. DISCUSSION

As mentioned in the Method section, each simulation run can be thought to simulate speciation or primary succession of a particular and isolated habitat. The simulation setup can be interpreted for the establishment of an ecosystem when all possible species are given an equal chance with a uniformly small initial population. It is an in silico simulation of "neutral speciation". Although it is not explicitly said to model allopatric speciation by which species diverge while being isolated geographically or sympatric speciation by which species diverge while inhabiting the same place via polyploidization, hybrid formation, or sexual selection, our
"neutral speciation" does not rule them out. For example, it is absolutely conceivable that the parameter values of one simulation run are so similar to another simulation run that it permits the interpretation of one species going through either an allopatric or sympatric speciation. Specifically, such divergences can be thought to start with some small deviations in parts of one species’ genome from another in a given habitat. Drawing parameter values randomly in the way our simulation did is a general way to model the effect rather than the mechanism of such speciations, and to model the latter their mathematical formulations must be in place first than the mechanism of such speciations, and to reproduce the Time Invariance Principle which is the basis for the reproducibility of independent experiments (Deng 2008, Deng 2009). This is one of the two main reasons we used a continuous rather than a discrete model for this paper. (The other reason to reject discrete models in ecological modeling is because of the fact that they in general violate the ODE model of the Rosenzweig-MacArthur producer-consumer model)

\[
\begin{align*}
\frac{dx}{dt} &= r x \left(1 - \frac{x}{K}\right) - \frac{axy}{1 + hax} \\
\frac{dy}{dt} &= b \frac{axy}{1 + hax} - dy
\end{align*}
\]

violates the One-Life Rule as well. Specifically, it is the predator's population that does it. The argument goes as follows. Suppose the equations model a predator-prey system and suppose as a thought experiment that the prey population is maintained by an experimenter at a constant level. Then the model would predict that the predator grow at an exponential rate with

If we assume because of resource limitation in space and nutrient necessary for life that

\[
\lim_{t \to \infty} \frac{x_{t+\tau}}{x_t} = 0
\]

for any \( \tau > 0 \), then the expression below summaries what is referred to as the One-Life Rule (Deng 2008, Deng 2009),

\[
\lim_{t \to \infty} \frac{x_{t+\tau} - x_t}{x_t} = -1^+,
\]

where the superscript "+" means the limit converges always from above to -1. This rule is not obeyed by almost all discrete population models (Deng 2008, Deng 2009) nor by those discrete models for biodiversity (Hughes 2000, Ives 2002, McPeek 2008). This is one of the two main reasons we used a continuous rather than a discrete model for this paper. (The other reason to reject discrete models in ecological modeling is because of the fact that they in general violate the Time Invariance Principle which is the basis for the reproducibility of independent experiments (Deng 2008, Deng 2009)).

For continuous population models, the Rosenzweig-MacArthur producer-consumer model

\[
\begin{align*}
\frac{dx}{dt} &= r x \left(1 - \frac{x}{K}\right) - \frac{axy}{1 + hax} \\
\frac{dy}{dt} &= b \frac{axy}{1 + hax} - dy
\end{align*}
\]

One-Life Rule vs. Paradoxes

Based on what we know about life on Earth we can axiomatically assume that every organism has only one finite life. To translate this postulate into mathematics, let \( x_t \) be the population of one species in individual count or total biomass, then the per-capita growth in any time span \( \tau > 0 \) must satisfy this fundamental constraint,

\[
(x_{t+\tau} - x_t)/x_t = x_{t+\tau}/x_t - 1 \geq -1.
\]
\[ y(t) = y_0 e^{\gamma t}, \]

which violates the One-Life Rule since,

\[ \lim_{t \to \infty} (y(t + \tau) - y(t)) / y(t) = e^{\gamma \tau} - 1 > -1 \]

regardless the sign of \( \gamma = b a x / (1 + h a x) - d \), meaning an infinite many predators can be maintained over any time interval of length \( \tau > 0 \). Similarly, all multi-trophic extensions of the Rosenzweig-MacArthur model (Lehman 2000, Shurin 2001, Mouquet 2002, Thebault 2005, Gallet 2007, Gross 2007, Goudard 2008) suffer the same flaw. When such models are used to extract global properties at a long time scale, paradoxical predictions are inevitable. In fact, all paradoxes in theoretical ecology are the artifacts of models violating the One-Life Rule. They include the Enrichment Paradox (Rosenzweig 1971, Deng 2007a, Deng 2008), the Competition Exclusion Principle or the Plankton Paradox (Hutchison 1961, MacArthur 1964, Armstrong 1980, Deng 2006), and the Biological Control Paradox (Luck 1990, Deng 2007a), none of which is supported by consensual empirical findings.

On the other hand, the logistic model \( dx/dt = x(r - mx) \) with intraspecific competition \( m > 0 \) obeys the One-Life Rule (Deng 2008). The particular linear form, \( mx \), is just one of the simplest ways to model intraspecific competition. For example, assume the Holling Type II predation form with predator self-interference (Beddington 1975, De Angelis 1975b) but without the additional linear intraspecific competition term, a predator's population can be modeled by \( dy/dt = y(b a x(1 + h a x + m y) - d) \). With the prey density \( x \) fixed at any constant supply, one can explicitly show that the predator has a carrying capacity and satisfies the One-Life Rule. As a standing conjecture, any species whose equation has a carrying capacity when all other interacting species are fixed at constant densities obeys the One-Life Rule. The single most important consequence from the One-Life Rule lies in the fact that all aforementioned pathological paradoxes disappear from theoretical ecology (Deng 2006, Deng 2007a, Deng 2008). For example, contrary to a conventional wisdom (Rosenzweig 1971), our result supports the paradox that enrichment plus the One-Life Rule lead to stability and coexistence.

Large but Stable

In fact, this result has been proved mathematically for the Lotka-Volterra model in Ahmad (1996), Montes de Oca (1995). To state a simpler version of the result of Ahmad (1996), Montes de Oca (1995), let,

\[ \frac{dN_j}{dt} = N_j (b_j - m_j N_j - \sum_{j=1, j \neq i}^{n} c_{ij} N_j) \]

for \( 1 \leq i \leq n \) be the Lotka-Volterra model for \( n \) competing species. Then all species will coexist at a globally stable equilibrium state if this condition holds,

\[ b_j > \sum_{j=1, j \neq i}^{n} \frac{c_{ij}}{m_j} \]

for all \( 1 \leq i \leq n \), where \( b_j / m_j \) is the carrying capacity of species \( j \) in the absence of interspecific competition \( c_{ij} = 0 \) for all \( i, j \). One can see from this condition that if all the subsystem carrying capacities are bounded from above, then efficiency with large \( b_j \) or weak interspecific competition with small \( c_{ij} \) guarantees equilibrium coexistence. Stating the condition equivalently,

\[ \sum_{j=1, j \neq i}^{n} \frac{b_j}{b_j m_j} < 1, \]

we see that if the efficiency parameters \( b_j \) are comparable with each other, then either weak interspecific competition (small \( c_{ij} \)) or strong intraspecific competition (large \( m_j \)) or both guarantees a stable coexistence. Our simulations are consistent with these theoretical results. So the stability of a foodweb obeying the One-Life Rule (nonzero \( m_i > 0 \)) is not the result of being sufficiently complex as suggested by Elton (Elton 1958), nor being significantly small as suggested by May (May 1972). It usually happens for organisms of finite life span in sufficiently rich habitat.

Unlike other models with paradoxes, the complexity-instability theory of May is not linked to the violation of One-Life Rule. Instead May's theory does not apply to the Lotka-Volterra model nor to our foodweb model Eq. (1). In order for his theory to apply, the linearization, \( dX/dt = AX \), of the system at the coexisting equilibrium point in question must allow itself to be simultaneously scaled so that the diagonal entries are all equal to \(-1\), i.e., \( A = B - I \) with \( b_j = 0 \) for \( i \). This requirement cannot be met even for the two species system (3) with or without intraspecific competition as one of the diagonal entry becomes zero at a Hopf bifurcation point (Kuznetsov 1995). As shown recently by Allesina (2008), which is consistent with the stability result of Ahmad (1996) and Montes de Oca (1995), large systems can be stable if May's unrealistic condition is abandoned for ecological models.

**Limit Cycle and Chaos --- An Exception**

Not all ecosystems are at steady equilibriums, some are locked in limit cycles, or even possibly in chaotic oscillations. However, such oscillatory systems tend to be few in comparison and situated at high latitudes with greater limitations in resources (Elton 1942, Odum 1971, Krebs 1974, Finerty 1980, Calder 1983, Peterson 1984, Hanski 1993, Elton 1995, Framstad 1997). In other words, population oscillations represent an exception rather than the rule in the literature (Odum 1971, Elton 1995). Food chain models of three or more species consistently demonstrate the possibility of chaotic dynamics (Hogeweg 1978, Gilpin 1979, Watzlman 1983, Hastings 1991, Smith 1994, Bockelman 2004, Bockelman 2005, Deng 2006, Deng 2007b). However, all these models assume Holling's functional forms for the predators for which their handling time of prey is a measure of their predating efficiency or a lack of it. It is not known that the Lotka-Volterra model, which assumes zero handling time for all its species, is capable of chaos generation. This curious state of research points to a possible explanation that efficiency suppresses complexity. This can be seen from Fig. (2a) that (transient) cycles are possible for particular systems with growth rates further away from zero, but with reduced
handling times for efficiency (Table 2), the systems tend to become more stable as shown in Fig. (5c). There is another way other than having small handling times for stabilization. It was demonstrated in Deng (2006) that for models compliant with the One-Life Rule, all chaos can be eliminated by resource enrichment or by reproductive efficiency or by both even with significant handling times of all species. This implies that limit cycles or chaos in population may only be found in habitats of poor resources or with inefficient species, consistent with the empirical findings from the literature (Elton 1942, Krebs 1974, Finerty 1980, Calder 1983, Peterson 1984, Hanski 1993, Framstad 1997). This result is consistent with our simulations as efficient species tend to out-compete inefficient ones when both are randomly generated at comparable odds and followed up for a long time. For those rare cyclic systems we observe today, they may happen to be in their evolutionary transient towards a steady equilibrium or in a temporary deviation from such a state. Our current experimental design is not set up to capture such oscillatory transients, but their existence in our model is not in doubt.

Mathematical Definition of Competitive Species

Often left unsaid mathematical modeling in ecology to a large extent is to translate Darwin's theory of evolution to mathematics. However, the central concept of competitiveness of a species has not been explicitly defined mathematically in the literature, but alluded to in MacArthur (1967). A species $Y$ is said to be competitive in a system of species $X_1, X_2, ..., X_n$ (with $Y \neq X_i$ for any $i$) if along any stable steady state of the $X$-system the time-averaged per-capita growth rate $\frac{1}{T} \frac{dY}{dt}$ for species $Y$ is positive. For example, if the stable steady state is an equilibrium, $X(t) \equiv \bar{X}$, then $Y$ is competitive with respect to the $X$-system provided that the per-capita rate for $Y$ satisfies $F(X,0) > 0$ where $\frac{dY}{dt} = YF(X,Y)$. Similarly, if the steady state is a limit cycle, $X(t + T) = X(t)$ with $T$ being the period, then the $Y$-competitive condition is $\frac{1}{T} \int_0^T F(X(t),0) dt > 0$. If the $X$-steady state is a chaotic attractor and $X(t)$ is a dense orbit on the attractor, then the $Y$-competitive condition is $\liminf_{T \to \infty} \frac{1}{T} \int_0^T F(X(t),0) dt > 0$. This definition is perfectly consistent with the definition of local stability of attractors of dynamical systems as demonstrated in MacArthur (1967). A theorem can be stated as follows: If a species $Y$ is competitive in an $X$-system which has a global attractor $\Lambda$, then the extended steady state $(\Lambda,0)$ in the extended $XY$-system is unstable, and if there exists a global attractor for the $XY$-system then species $Y$ must be positive in biomass along the new $XY$-attractor. This result implies a stable foodweb can only be invaded by a competitive species. Note that this result leaves it open the question whether or not $Y$ is competitive in any subsystem of the $X$-system and in general it is not. This means the timing of speciation of $Y$ is important --- it can invade a system only when the system is ready for it, i.e. when it becomes competitive. In general, the new system will reorganize itself so that some species may be driven to extinction by the invader $Y$, but being just another typical system with randomly fixed parameters, the new system is expected to converge to a new equilibrium state. This is the theoretical basis for Fig. (5d).

Endangered Species with Drifting Equilibrium

As shown by our simulations, a typical ecosystem is expected to settle down at a stable equilibrium, and as a result over any given time interval it is expected to be in the transient to that equilibrium. However, due to exogenous and endogenous stochasticities, the asymptotic equilibrium state constantly changes itself. In other words, any deviation is expected only to re-aim the system to a new stable equilibrium, and the time trajectory of the system treks along a quasi-equilibrium state we call it the drifting equilibrium. Since the growth rate of a species at an equilibrium point is zero, the rate at the drifting equilibrium is expected to bounce around zero. So just looking at the growth rate of a species at a single point in time is insufficient to conclude its endangered status. However, if its growth rate is negative when averaged over an extended period of time, then for practical purposes it can be classified as endangered, the criterion used for our simulations. If furthermore its population in head count is also small, then it can be classified as threatened with extinction. Our simulations show that endangered species is always expected at every drifting equilibrium state. We can certainly cross reference of endangered species with their biomass which our simulation setup is capable of as shown in Fig. (4b), but our model is not constructed to translate the total biomass of a species into its population head count because the physiology of the species (in terms of biomass per individual) is not built into the model. This is the main reason that only the criterion of endangered species is defined and used in this paper. We certainly expect that a significant proportion of those endangered is also threatened with extinction.

According to the latest update of the IUCN Red List, there are 17,291 species out of the 47,677 assessed species are threatened with extinction. Almost all are assessed by their diminishing numbers over a long monitoring period and by their changing habitats at a rate faster than what we think natural adaptation can cope. Human's activities certainly contribute to the current wave of extinction, but they do not explain past extinctions before the origin of man. Our result shows part of the extinction takes place naturally as ecosystems progress along their drifting equilibriums. Endangered species have been a constant presence throughout time, and extinction happens even under what we would think to be the “best” circumstance when the resources going upward along its gradient (Figs. (1) and (5a)).

Effects with Other Range Parameters

We have simulated the effects of $r_i s^{(i)}, m_i^{(i)}, n_i$. The range of $b_i^{(i)}$ is automatically bounded from above by 1 because of the law of mass conservation. The effect for the remaining range parameters is secondary, and most can be
inferred from what we have learned from the simulations presented above. For example, increasing $d^{(k)}_0$ decreases the competitiveness of the $k$th-trophic species, and therefore decreases the trophic's species richness. Increasing $d^{(k)}_0$ or decreasing $h^{(k)}_0$ makes the $k$th-trophic species more competitive, increasing the trophic's species count but decreases the $(k-1)$ st-trophic species count, or the endangered count in particular. As for the connectivity parameters, decreasing the interspecific connectivity probability $P^{(k)}_0$ has the same effect as decreasing the interspecific competitive strength $c^{(k)}_0$, thus increasing the corresponding trophic's species number. Similarly reasoning can be applied to the intertrophic connectivity $q^{(k)}_0$.

**Future Direction: Succession and Asymptotic Trophication**

With respect to Fig. (5d), the simulation shows that not all possible species can establish themselves by starting small, but some species (i.e. the secondary trophication pool) can speciate or become competitive only after a primary drifting equilibrium has been established. In other words, this simulation gives a theoretical basis for succession and colonization by emigration, both can affect the species-richness. For example, any one of the three from the secondary trophication pools of Fig. (5b) can be added to the drifting equilibrium to alter the trophication against the resource gradient. That is, the trophication of herbivore can be advanced from $r_0 \sim 10$ to a smaller $r_0$ value at $r_0 = 10^2$ either through secondary speciation or through invasion of herbivores from the primary trophication of herbivore at the richer habitat $r_0 > 10$. This process of colonization and succession by emigration will alter the diversity-resource curve, and a future project is to simulate this iterative process to see if the diversity-resource curve will eventually settle down with all niches occupied by competitive species and to see if the connectance for the asymptotic species counts is consistent with empirical findings (Melián 2004). The preliminary result on competitive species (Fig. 5d) reconciles our finding on trophication along the resource gradient and the fact that carnivores, such as the polar bear, are found at high latitudes where they were not part of the primary trophication.

**Future Direction: Fitting Model to Data**

Our model seems to fit qualitatively well with known facts: that the center of both allopatric and sympatric speciation is within a zone of the equator where water and light are in the greatest abundance; the biomass separation between plants and its consumers; the sequential trophication of species; and the stability of geographically isolated ecosystems. Our model also allows quantitative manipulation of species numbers at all trophic level with simple changes in the intensity of intraspecific and interspecific competitions. These features should allow us to fit our model not only to the behaviors of a particular system but also to the aggregated properties of many particular systems. However, we have a case of theory outpacing practice here.

The key obstacle to fitting our model to data is the incompleteness of the latter. For example, by the latest count of IUCN (IUCN 2008) there is about known 1.6 million species of which there are about 300,000 plants, 120,000 fungi (Hawkins 2001), and 230,000 marine species (Crist 2009), totaled from different habitats which for practical purposes can be considered geographically isolated for species census. We can easily calibrate the model to fit these numbers if the number of isolated geographies is also given. But such a fit is of limited use because the actual species number is estimated at least 10 time higher (Wilson 2000). For a particular system, one also encounters the same missing-data problem. For example, there is no problem to fit our model to the PET relationship against the species numbers in birds, small mammals, and amphibians from Currie (1991). But the missing information on the plant species number and the number of habitats would render such a fit incomplete even to the 0th-order. That is, without the missing information, there will be many completely free parameters any possible values of which will give the same single-dimensional fit. The challenge is to determine which parameters are theoretically impossible to determine and which parameters can be fixed from such incomplete fit. Understanding such data limitations is important in order to realize the model's predictive potential by successively removing the limitations one at a time.

**Modeling Neutrality and Neo-Darwinism**

The modern theory of evolution by natural selection is predicated on two mechanisms, the source of selection by genetic mutations and the fixation of mutations by survival of the fittest. Regarding genetic mutations, Kimura's neutral theory (Kimura 1983) is hard to dismiss. The finding that genetic mutation is not geographically dependent (Currie 2004, Bridle 2009, William 2009) further strengthens the neutrality idea used here for our model for biodiversity, which in turn implies chance plays a predominate role in speciation. In other words, at the molecular level speciation is largely undirected and mostly random. The set of all possible mutations for different species forms what is referred to as the mutation field. The randomly picked pool of possible species for our model (with $n_1$ plants, $n_2$ herbivores, and $n_3$ carnivores) is a representation of this neutral mutation field. The change along the resource gradient in $r_0$ can be thought to mimic the environmental changes when life first appeared on Earth. Our simulation for the number of living species along the resource gradient in $r_0$ can be thought to model the speciation and trophication at that beginning. In particular, it predicts that species from progressively higher trophic levels originated from progressively richer habitats in liquid water and solar energy. More importantly, because of the fundamental constraint by the One-Life Rule, all species evolve along a drifting equilibrium. An argument perhaps can be made that because of the stability of the drifting equilibrium most genetic mutations are neutral. In other words, drifting equilibrium at the phynotypic level perhaps is the basis for the genetic drift at the molecular level. Fig. (6b) gives a conceptual representation of our model as well as a graphical summary of the model, showing that the tree of species percolates through the mutation field along a drifting equilibrium, consisting of
paths of least resistance in terms of natural selection for competitive species.

We conclude the paper with a comment on human's impact on biodiversity that is implied by our result and hard to ignore. First an observation, the rise of the human species can be considered as the trophication of one super species atop all foodwebs. This reality alone will accelerate the demise of most endangered species (Fig. 2b). It seems to be another reasonable observation that our transforming natural habitats into agricultural land at the rate and scale parallel the human population explosion is the primary component of our species's competitive edge against other species, and the increasingly fragmented and shrinking natural habitats intensify the interspecific as well as the intraspecific competitive intensities for other species. As suggested by our result (Fig. 4a) the increase in interspecific competition will inevitably lead to biodiversity loss. Furthermore, the increase in intraspecific competition of other species will drive more massive species to extinction (Fig. 4b). Although according to our simulation these massive species will be replaced by more but less massive species, this is possible only if the total biomass of all non-human species can be maintained, which is not likely without the necessary space for plants to grow and for animals to roam. The combined effect is a planet of fewer species --- a commentary hardly new but here borne out by a mathematical model.
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