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SUMMARY

We introduce here adaptive refinement algorithms for the non-local method peridynamics, which was
proposed in (J. Mech. Phys. Solids 2000; 48:175–209) as a reformulation of classical elasticity for
discontinuities and long-range forces. We use scaling of the micromodulus and horizon and discuss the
particular features of adaptivity in peridynamics for which multiscale modeling and grid refinement are
closely connected. We discuss three types of numerical convergence for peridynamics and obtain uniform
convergence to the classical solutions of static and dynamic elasticity problems in 1D in the limit of the
horizon going to zero. Continuous micromoduli lead to optimal rates of convergence independent of the
grid used, while discontinuous micromoduli produce optimal rates of convergence only for uniform grids.
Examples for static and dynamic elasticity problems in 1D are shown. The relative error for the static and
dynamic solutions obtained using adaptive refinement are significantly lower than those obtained using
uniform refinement, for the same number of nodes. Copyright q 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

1.1. Literature review

Adaptive grid refinement techniques have been introduced in numerical simulations in order to gain
both accuracy and efficiency. Capturing stress and strain concentrations near cracks, for example,
requires dense computational grids. Adaptive methods permit reduction of grid density away from
steep gradients thus rendering the computational problems tractable. Error estimators are required
to determine where grid refinement is necessary. Adaptive methods for finite element methods
(FEM) have been studied for the past three decades (see, e.g. [1, 2]). Automatic and goal-oriented
h, p, and hp-adaptive strategies for FEM have been introduced and discussed in [3–6].

While many applications of adaptive refinement methods in FEM have been developed for
static problems, adaptivity for dynamic problems has also been studied (e.g. [7–10]). In 1D
time-dependent problems, several additional issues have to be dealt with, such as (see [7, 8])
spurious reflections of waves over non-uniform grids. A local error estimator and an adaptive
time-stepping procedure for dynamic analysis are proposed in [9]. Dispersion effects due to FE
spatial discretization are also discussed in [11]. Adaptive finite element approximations for the
acoustic wave equation using a global duality argument and Galerkin orthogonality are presented
in [12], while in [10] automatic energy conserving space–time refinement techniques for dynamic
FEM are shown. The method presented in [10] performs automatic refining and coarsening for the
wave propagation problem in 1D. Adaptive discontinuous Galerkin FEM for dynamic problems
are developed in [13].

In multiple dimensions, the grid generation for adaptive refinement becomes more complex and
special algorithms have been proposed. One of the simplest is using quad tree structures (in 2D)
and has been used in the context of finite volume method in [14–16], for FEM in [17], and with the
meshfree element-free Galerkin method [18], where level-1 quad-tree structures are employed even
though this is not explicitly mentioned in the paper. The level-1 (or 1-irregular) grid refinement
has been originally introduced in [1].

In the present study we introduce algorithms and show convergence results regarding adap-
tive grid refinement algorithms for static and dynamic elasticity problems in 1D for a non-local
method, the peridynamic formulation. Non-local methods are necessary in modeling of localization
phenomena, such as fracture, damage, shear bands, for reasons described in detail in the review
paper [19]. Adaptive refinement for other non-local methods applied to damage problems and
discretized using the finite element method has appeared in, for example, [20–23]. These methods
cannot be directly applied to peridynamics because the peridynamic formulation, first introduced
in [24], is different from other non-local methods. We discuss this topic briefly below.

1.2. Overview of peridynamics

The peridynamic method, introduced in [24], is a non-local formulation of continuum mechanics
in which each material point is connected (via peridynamic bonds) with nodes in a certain region
around it and not only with its nearest neighbors. The method is particularly well suited for dealing
with cracks and damage in solid mechanics (see [25, 26]) especially in situations where the crack
path, for example, is not known in advance. The method also allows for easy introduction of long-
range forces, such as van der Waals interactions and examples of deformation and damage at the
nanoscale are treated in [26, 27]. In fact, all forces in the peridynamic formulation are long-range.
Other non-local methods have been proposed over the years: see, e.g. [28–33]. For a recent review
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854 F. BOBARU ET AL.

of other non-local methods, we refer the reader to [19]. Peridynamics differs from other integral
non-local methods in at least two crucial aspects: (1) spatial derivatives are eliminated while other
methods average infinitesimal stresses over a certain area and (2) the way damage and fracture are
introduced in the method (see [26]).

A description of a meshfree numerical implementation for the peridynamic formulation is given
in [25], where bond failure is related to the classical energy release rate in brittle fracture. The
method is used in [26] to simulate the tearing of non-linear membranes and failure of nanofiber
networks (see also [27]). Spontaneous fracture initiation and dynamic propagation are captured
and membrane wrinkling and the influence of Van der Waals forces in nanofiber networks are
discussed.

Classical continuum mechanics has been applied to explain the behavior of structural bodies
which remain continuous as they deform under external loads. However, the effectiveness of compu-
tational methods based on classical continuum mechanics, such as finite elements, in modeling
material failure has lagged far behind their capabilities in traditional stress analysis. This difficulty
arises because these methods solve the classical equations of continuum mechanics, which are a
set of partial differential equations. These equations cannot be applied directly across disconti-
nuities resulted from material damage and failure, as the required partial derivatives do not exist
there. This mathematical breakdown results in great difficulties in attempting to model material
failure directly and leads to special techniques in fracture mechanics to treat discontinuities, such
as cracks, as a pathological situation. These limitations become particularly inconvenient in the
case of composite materials because it is very difficult to track individual defects, which grow in
constituent materials, along interfaces, and between different layers, and moreover, interact with
each other.

The peridynamic theory is a mathematical framework for continuum mechanics that does not
involve spatial derivatives of the displacement field [24]. It reformulates the basic equations of
motion in such a form that the internal forces are evaluated through an integral formulation that
does not require the evaluation of a stress tensor field or its spatial derivatives [34]. The peridynamic
theory does not suffer from the inapplicability when discontinuities are present and offers a unique
capability to predict material failure. In the peridynamic theory, the emergence and growth of
discontinuous areas, such as fractures or cracks, are treated as just another form of deformation,
rather than as pathological cases. Internal forces within a continuous body are expressed through
interactions, called bonds, between pairs of particles. Damage is part of the constitutive model, and
the material response is determined at the bond level. Defects grow and propagate when and where
it is energetically favorable for them to do so. There is no need for an externally supplied law or the
special techniques of fracture mechanics, as material defects can evolve in complex patterns not
known in advance. Therefore, the peridynamic approach offers the potential to simulate complex
patterns of mutually interacting material defects in great generality.

The numerical model of peridynamic theory has been successfully applied to damage analysis
of metallic structures and nano-scale structures [25–27]. Recently, its application was extended
to damage and failure analysis of composite materials. In [35], the peridynamic method has been
applied to predict the failure modes of large-notched composite panels with different lay-ups under
tension loads and the delamination area in composites laminates impacted with different energy
levels ranging from 22.6 to 135.6 J. The results have reproduced the experimentally observed
dependence of failure modes on the relative percentage of fibers in different orientations. The
delamination areas from peridynamic simulations also agree well with the experimental data. In
[36], the failure modes and residual strengths of cruciform composite plates under more realistic
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biaxial loads are modeled using the peridynamic theory. The simulation results agree well with
the experimental ones. In [37], the effects of void content on stiffness and strength of composite
structures are studied by a peridynamic analysis and static indentation test. The simulated damage
areas are in good agreement with the experimental damage measurements.

1.3. Our contributions

In this paper we introduce a method for adaptive grid refinement for the non-local peridynamic
method. As with any new method, the relationship between peridynamics and classical (local)
elasticity needs to be explored. We discuss convergence of the peridynamic solution to that of the
classical, local, elasticity solution for two sample static and dynamic problems.

We introduce three different types of convergence that one can use to compare the numerical
peridynamic solutions with the classical elasticity solutions for regular problems (without discon-
tinuities). We show that the particular shape and smoothness of the micromodulus function (see
below for definition of micromodulus function) have an influence on the rate of convergence
of the adaptive schemes. Since classical elasticity has no length-scale, the comparison with the
peridynamics results has to be done by taking the peridynamic horizon to zero.

The examples we give from static and dynamic analyses in 1D show that the adaptive peridynamic
solution achieves the same or very similar rates of convergence as uniform refinement, which is
expected for problems where strain concentrations do not appear. The relative error with adaptive
refinement is significantly lower than with uniform refinement for the same number of nodes. The
advantage of adaptive refinement is critical in problems where localized areas present strain and
stress concentrations, like the tip of cracks. Our current efforts are directed at extending the ideas
presented here to problems involving crack propagation in 2D and 3D. It is in this types of problems
that peridynamics has shown its greatest advantages when compared with classical methods. The
present development is a first step in constructing multiscale algorithms for peridynamics.

The paper is organized as follows: in the next section we review the peridynamic formulation
for a 1D elastic bar and give several examples of possible micromodulus functions. In Section 3
we introduce three types of convergence that are relevant when trying to compare the peridynamic
solutions with those of classical elasticity, and we analyze the behavior of the numerical peridy-
namic approximation for the 1D bar under self-equilibrated loads. In Section 4 we introduce the
new scheme for adaptive refinement in peridynamics, which involves scaling the micromodulus
function with the horizon, as well as a new ‘visibility criterion’. Examples and results on rates of
convergence to the classical solutions are shown in Section 5 for an elasto-static problem and in
Section 6 for an elastic wave propagation problem. We present conclusion in the final Section 7.

2. PERIDYNAMIC FORMULATION FOR A SELF-EQUILIBRATED 1D BAR

In this section, we first review the peridynamic formulation in 1D. We then present the peridynamic
analytical solution for the specific problem of a 1D bar loaded by two opposing point forces, also
discussed in [38]. We comment on the numerical discretization of this problem for the case of
constant micromodulus.

The peridynamics equations of motion are given by [24]

�ü(x, t)=
∫
H
f(u(̂x, t)−u(x, t), x̂−x)dV̂x+b(x, t) (1)
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856 F. BOBARU ET AL.

while for statics we have,∫
H
f(u(̂x, t)−u(x, t), x̂−x)dV̂x+b(x, t)=0 (2)

In the above, f is the pairwise force in the peridynamic bond that connects particle x̂ to x, and
where n= x̂−x is the relative position in the reference configuration and g= û−u is the relative
displacement. �(x, t) is the density while b(x, t) is the body force. The integrals are defined over a
region H called the ‘horizon’, which is the support of the pairwise force function around point x.

A microelastic material [24] is defined as one for which the pairwise force derives from a
potential w:

f(g,n)= �w(g,n)

�g
(3)

A linear microelastic potential is obtained if we take

w(g,n)= c(‖n‖)s2‖n‖
2

(4)

where

s= ‖n+g‖−‖n‖
‖n‖ (5)

is the bond-strain. Note that this is not the usual infinitesimal strain, but rather the relative
elongation of a bond. The function c(‖n‖) has the meaning of the bond elastic stiffness. For such
a material, the magnitude of the force in a bond varies linearly with its bond-strain. Indeed,

f(g,n)=∇gw(g,n)=cs‖n‖∇gs=cs∇g‖n+g‖=c(‖n‖)se (6)

where e is the unit vector along the direction of the relative position vector in the current config-
uration, n+g:

�‖n+g‖
�g

= 1

‖n+g‖ (�1+�1,�2+�2,�3+�3)=e (7)

For a 1D bar the micropotential of the material is given by

w= c(|�|)s2|�|
2

(8)

and the corresponding pairwise force has the following magnitude:

f =c(|�|)s (9)

The elastic energy density for the 1D bar of constant cross-section area A, can be calculated as

W = 1

2

∫
H

w(�,�)dV� = A

2

∫ �

−�
w(�,�)d�= A

4

∫ �

−�
c(|�|)s2|�|d� (10)

where � is the horizon ‘radius’. Note that W is the strain elastic energy per unit volume at a point
within the body.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2009; 77:852–877
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The micromodulus function is required to satisfy certain conditions of regularity (see [38]). The
types of allowable functions, however, are quite large. We note that the smoothing regularization
of the micromodulus function given in [39] is not necessary. We give examples of continuous and
discontinuous micromodulus functions and describe the numerical sensitivity and behavior of the
solution to these functions.

For homogeneous deformations, the relation between a classical linear elastic material and the
parameters for a micromodulus constant over its horizon is given in [25]. Other forms for the
micromodulus are possible, and the specific shape should, in principle, affect only deformations at
the scale of the horizon. We shall see, however, that in adaptive grid refinement, the smoothness
of the micromodulus function plays a role in the rate of convergence obtained. We next provide
the derivations for relating the ‘constant’, ‘triangular’, and the ‘inverted triangular’ micromoduli
to a classical linear elastic material.

2.1. Examples of micromodulus functions

The constant micromodulus is used here to define a microelastic material given by

f (x, x̂,u, û)=c(|�|)s=
{
c0s if |�|��

0 if |�|>�
(11)

where c0 is the peridynamic bond stiffness that is independent of bond length (see Figure 1(a)).
Note that the constant micromodulus has jump discontinuities at �=±�. We assume a homoge-
neous deformation, thus the strain in any bond does not depend on location: s(x)=s=const. The
micropotential of the material is thus given by

w= 1
2c0s

2|�| (12)

and its elastic energy density can be calculated as,

W = A

4

∫ �

−�
c0s

2|�|d�= Ac0s2�
2

4
(13)

The elastic energy density of classical theory is W0=Es2/2, where E is the elastic modulus.
Setting the energy in Equation (13) equal to the elastic energy density of the classical theory and

c(ξ)

c

–δ δ

ξ

δ

ξ

–δ δ

ξ

–δ δ

ξ

(a) (c)(b)

0

c1

c(ξ)
c2

c(ξ)

Figure 1. Examples of micromodulus functions: discontinuous: constant in (a); and inverted triangular in
(c) and continuous piecewise linear: triangular in (b).
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solving for c0 gives

c0= 2E

�2A
(14)

Thus,

c(|�|)=
⎧⎨⎩

2E

�2A
, |�|��

0, |�|>�

(15)

A continuous micromodulus function with a triangular profile (see Figure 1(b)) is given by

c(|�|)=

⎧⎪⎨⎪⎩c1

(
1− |�|

�

)
if |�|��

0 if |�|>�

(16)

The elastic strain energy in this case is

W = A

4

∫ �

−�
c(|�|)s2|�|d�= Ac1s2�

2

12
(17)

which results in a value

c1= 6E

�2A
(18)

Smoother functions can be used but this will not be pursued further here.
A more ‘exotic’ micromodulus function is given by the inverted triangular function shown in

Figure 1(c) (this was used also in [38]; see comments below). In this case, the bonds connecting
nodes that are near the source node are ‘softer’ than bonds connecting the source node with nodes
that are farther away. At the edge of the horizon a sudden drop to zero takes place. This inverted
triangular micromodulus functions is defined as follows:

c(|�|)=
⎧⎨⎩c2

|�|
�

if |�|��

0 if |�|>�
(19)

The elastic strain energy in this case is

W = A

4

∫ �

−�
c(|�|)s2|�|d�= Ac2s2�

2

6
(20)

To compute the constant c2, we equate this elastic energy density with that computed classically,
resulting in

c2= 3E

A�2
(21)

Please note that in this case, the function C(|�|) in [38] becomes a constant. The meaning of
the function C(|�|) is the spring stiffness, whereas the function c(|�|) used in the present work has
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the meaning of elastic stiffness. Indeed

C(|�|)= c(|�|)
|�| = 3E

A�3
=C (22)

The influence of the specific form of the micromodulus on computations will be studied in the
following sections.

2.2. Analytical solution of 1D equilibrated peridynamic bar under two concentrated forces

Here we follow [38] and give the analytical solution for the problem of the self-equilibrated 1D
bar. We will use this solution to compare with our numerical results.

An 1D bar of infinite length and cross-section area A=1 is loaded by a pair of self-equilibrated
concentrated forces, of unit magnitude, acting at the points x=±a, where a is the location of right
applied load. In the classical setting, the displacement u(x) along the bar is given by

u(x)=

⎧⎪⎨⎪⎩
−a/E, x<−a

x/E, |x |�a

a/E, x>a

(23)

Following [38] and using b(x)=D(x−a)−D(x+a), with D being the Dirac-delta distribution,
the exact peridynamic solution for the displacement far away from a and −a can be written as

u∞ = 1

2E

∫ ∞

−∞
xb(x)dx= 1

2E

∫ ∞

−∞
x[D(x−a)−D(x+a)]dx= a

E
(24)

Note that the micromodulus C(�) in [38] is connected to the micromodulus defined here by
C(�)=c(|�|)/|�|. The micromodulus c(|�|)=c(|x̂−x |) used here has the meaning of the elastic
stiffness of the bond between x and x̂ .

In the limit of the horizon �→0, it can be shown [38] that the peridynamic solution converges
to the classical elasticity solution (23) almost everywhere. At the locations where the concentrated
loads are applied, the peridynamic displacement matches the smoothness of the load, that is it is
also singular.

2.3. Numerical solution of 1D peridynamic bar under two concentrated forces

Given a node distribution xi , i=1,2, . . . ,N over the length of a bar which is much longer than the
distance between a and −a, we discretize Equation (2) at particle xi using the composite midpoint
integration method, ∑

p
c(|xp−xi |) (u p−ui )

|xp−xi | Vip+bi =0 (25)

where c(|xp−xi |) is the micromodulus function depending on the different material models used
and Vip is the portion of node p ‘volume’ covered by the horizon of node i . Rewriting the above
equations in matrix-vector form,

Aū= b̄ (26)

one can solve for the nodal displacements in vector ū given the vector b̄ corresponding to the
applied concentrated load b(x)=D(x−a)−D(x+a).
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volume of 
node 4

volume of 
node 1

1 765432

horizon of 
node 4

horizon of 
node 1

F-F

Figure 2. The peridynamic discrete form of a finite length 1D bar under self-equilibrated loads.

For the particular case when we use seven nodes to discretize the bar, the horizon � equals 2�x
(so that the horizons for nodes away from the ends cover exactly five nodes—see Figure 2), E=1,
b3=−1, b5=1, and for case of constant micromodulus function c0=2E/�2A, the above system
reads:

−1.25u1+u2+0.25u3 = 0

0.5u1−1.75u2+u3+0.25u4 = 0

0.25u1+u2−2.5u3+u4+0.25u5 = 2

0.25u2+u3−2.5u4+u5+0.25u6 = 0

0.25u3+u4−2.5u5+u6+0.25u7 = −2

0.25u4+u5−1.75u6+0.5u7 = 0

0.25u5+u6−1.25u7 = 0

The condition number (in vector norm-2: ‖u‖2=
√∑

i u
2
i ) of the matrix A is 2.8×104. This

relatively large condition number decreases fast with increasing the number of discretization nodes
and decreasing horizon. For the corresponding triangular micromodulus, and the same discretization
as above, the condition decreases to 0.7×104, while for the ‘inverted triangular’ micromodulus the
condition number blows up in norm-2 (it is 1017 in norm-∞ and 1018 in norm-1: ‖u‖∞ =maxi |ui |,
‖u‖1=∑

i |ui |). Notice that the ‘exotic’ inverted triangular is an acceptable one from the point
of view of stability (see [38]). It may appear that the ill-conditioning issue that occurs with the
use of a concave micromodulus function prevents computing the numerical solution to the static
problem. With the dynamic relaxation method, for example, we avoid this problem since no matrix
is formed (see, e.g. [40]) and the correct static solution is obtained even with the inverted triangular
micromodulus after a sequence of ‘relaxed’ dynamic solutions (see, e.g. [41]).

3. CONVERGENCE IN PERIDYNAMICS AND COMPARISONS WITH THE CLASSICAL
ELASTICITY SOLUTIONS

Convergence of numerical approximations of the peridynamic equations differs from traditional
convergence in the FEM or the FVM. The peridynamic model is non-local and contains a
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length-scale determined by the horizon �. Since the classical equations of elasticity have no intrinsic
length-scale (or the length-scale is zero) it makes sense to consider here the type of convergence
in which the peridynamic horizon goes to zero.

In some problems, particularly at the nanoscale, the horizon is determined by the physics of
interactions between particles. Considering values below the atomic interaction for the horizon
would not make sense. Notice, however, that at the macroscale level, the horizon may be chosen
according to convenience, since for any value of �, the parameters in the peridynamic material
model, such as the micromodulus c, can be chosen to match the measured material parameters, such
as the material Young’s modulus. The match between measurable material parameters (e.g. elastic
modulus) and the peridynamic parameters is ‘imposed’ for the case of homogeneous deformations
(see Equations (14), (18), (21)). In the examples in this section and in Sections 5 and 6, the
deformation is not homogeneous. The convergence of the peridynamic solution to the classical
one, however, still holds.§

To allow large variations in grid spacing within a discretized region, which is useful in prac-
tical computations, it is helpful to allow � to vary with position. Such variability in � moti-
vates the following discussion on the convergence of the peridynamic equations while both �
and the grid spacing are varied. For further discussion on the horizon’s influence, please see
[41–43].

3.1. Numerical convergence of 1D peridynamic bar compared with classical local solutions

Here we discuss the numerical convergence for the 1D peridynamic bar problem introduced above.
We restrain our discussion to the convergence of the numerical integration for the spatial variable.
Time discretization for the dynamic equations will also introduce relative error into the numerical
approximation and we discuss this in Section 6.

Considering a set of discretization nodes equally spaced with a spacing �x so that the region
[x−�, x+�] covers 2m+1 nodes, and applying the composite midpoint rule for approximating
the domain integral in Equations (1) or (2), we can define three types of convergence in peridy-
namics:

• The (�m)-convergence: �↘0 and m increases with decreasing �, with m increasing faster than
� decreases. In this case we will see that the numerical peridynamic approximation converges
to the analytical peridynamic solution and converges uniformly to the local classical solution,
almost everywhere.¶

• The m-convergence: � is fixed and m→∞. The numerical peridynamic approximation
converges to the exact non-local peridynamic solution for the given �.

• The �-convergence: �→0 and m is fixed or increases with decreasing � but at a slower rate.
In this case the numerical peridynamic approximation converges to an approximation of the
classical solution, almost everywhere. The larger m is, the closer this approximation becomes.
The convergence is not guaranteed to be uniform.

Note that since the horizon � is required to cover more than its own node, the discretization
size has to decrease when � decreases. Thus, in the limiting process of � going to zero, m (the
ratio between the horizon and the ‘volume’ of a node) cannot decrease to one. Our discussion

§At points where the boundary conditions and the loadings are regular.
¶Except, eventually, over a set of measure zero.
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below and the numerical examples will demonstrate that, in fact, m needs to increase faster than �
decreases in order to achieve uniform convergence.

A detailed discussion on the performance of different quadrature schemes for the peridynamic
equations is given in [44].

3.2. Example of behavior of the numerical approximation for a singular solution

The numerical approximation for the 1D peridynamic bar under two concentrated forces is analyzed
here for the case of a discontinuous micromodulus (the inverted triangle, which corresponds to
the constant C in [38]). The analytical peridynamic solution tends to the classical solution, in
the limit of the horizon going to zero, everywhere except at the points of application of the
point-loads. At these points, the analytic peridynamic displacement has the same Dirac �-function
behavior as the loading (see [38]). We investigate the various types of convergence of the numerical
approximation of the peridynamic solution. We note that the jump discontinuities in the displace-
ment away from the loading points are eliminated with the use of a continuous micromodulus
function, such as the triangular one introduced before. We will see later that the continuity (smooth-
ness) of the micromodulus function has consequences on the rate of convergence in adaptive
refinement.

For the inverted triangle micromodulus, as we saw in Equation (22), for a bar with unit cross-
sectional area, C(|�|) is defined as:

C=
{
3E/�3, |�|��

0, |�|>�
(27)

The inverted triangle micromodulus function as well as the constant micromodulus function have
jump discontinuities at x=±� which lead to discontinuities in derivatives of the displacements
[38] away from the point of application of the load. These discontinuities are proportional to the
horizon size. In the numerical approximation the number of nodes inside the horizon will influence
the results as well. For the double concentrated forces applied bar, assuming that the N th derivative
of the displacement u has a discontinuity at exactly one point x∗, the following equation relating
jump discontinuities holds for any x (see [38]):

P[u(N+L+1)]x =[C (L)](x−x∗)[u(N )]x∗ +[b(N+L+1)]x (28)

where N and L are the ranks of derivatives, [·] represent jump discontinuities in the corresponding
function, and P=6E/�2.

Using Equation (28) for L=0, N =−2, and x= x∗ =a gives

[u(−1)]a = �2

6E
(29)

and then for L=0, N =−1, and x= x∗ =a gives

P[u(0)]a = [C (0)]0[u(−1)]a+[b(0)]a (30)

[u(0)]a = �2

6E
[b(0)]a (31)
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The jumps at other locations away from the loading points are, for example:

[u(0)]�−a = [C (0)]�[u(−1)]−a = �

12E
(32)

[u(0)]�+a = [C (0)]�[u(−1)]a = −�

12E
(33)

Here [u(−1)]−a =−[u(−1)]a . Thus, analytically, the displacement field u has the same smoothness
as the loading b in the peridynamic equations.

Numerically, for the point-load applied at a we have [b(0)]a =b0/�x , with �=m�x . Here b0
is the magnitude of the applied load at a, and �x is the grid spacing (or the ‘volume’ of the node
at a). Thus, in the numerical approximation ũ we have the jump

[ũ(0)]a ∼�m (34)

The following conclusions can be drawn about the behavior of the numerical solution for this
problem:

(i) If � is fixed and m→∞ (m-convergence), the singularity in the analytical peridynamic
solution at a is obtained numerically, as well as the finite jump discontinuities at �−a and
�+a.

(ii) If �↘0 and m↗∞, with m increasing faster than � decreasing (the �m-convergence),
the numerical approximation converges everywhere to the classical (local) solution and,
at the points of application of singular loads, it converges to the analytical peridynamic,
non-local, solution.

(iii) If �↘0 and m is constant or increases but with limm→∞,�→0 �m<∞ (the �-convergence)
the singularity at the loading point is approximated numerically by a finite jump disconti-
nuity. If m is kept constant, the discontinuity is erased in the limit of � going to zero (see
Equation (34)). The approximation converges to the classical solution elsewhere.

4. ADAPTIVITY FOR PERIDYNAMICS

In peridynamics, adaptivity involves changes in the grid density as well as changes in the nodal
horizons. These changes require, in turn, appropriate changes in the micromodulus function. In
peridynamics, the process of changing the micromodulus when horizons change is called scaling
[45].
4.1. Scaling and adaptivity in peridynamics

Assume a 1D bar like the one discussed above with two self-equilibrated concentrated loads but of
finite length. The exact classical solution has constant strain between the points and zero elsewhere.
For examples in 2D with stress/strain concentrations see [43].

There are two types of grid refinement: uniform and non-uniform refinement. In uniform refine-
ment we solve the problem using uniform but denser and denser grids, while for non-uniform,
selected regions are refined while other are not (see Figure 3). Note that in peridynamics, if
we increase the density of the nodes then we deal with the m-type convergence. Because here
we are trying to compare peridynamics with the classical, local, elasticity solutions, the goal is
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(a)

(b)

(c)

Figure 3. Schematic plot of refinement: uniform refinement between (a) and (b), and
non-uniform refinement in (c) based on scaling.

the (�m)-type convergence, where the horizon goes to zero. In adaptive refinement, the change
of horizon has to be done only in regions of interest, outside which the horizon (and thus the
discretization size) can stay large to save computational resources. Some examples of requirements
for the horizon size needed to resolve wave propagation in a 1D bar with an insignificant amount
of dispersion are given in [41].

Assume that using two different horizons, � and �, we want the material models corresponding
to these horizons to be equivalent in the sense that under a given homogeneous deformation, the
strain energy is the same in the two regions corresponding to the two horizons (see Figure 3).
In order to correctly perform this mixed description of a material using two different horizons,
scaling is necessary. Scaling in 3D is derived in [45] by requiring the following change in the
micropotential (thus micromodulus) function:

w�(�,�)=�3w�(��,��) (35)

where �=�/� is the geometrical scaling of the horizon size. The 1D version of this scaling is

w�(�,�)=�w�(��,��) (36)

It is easy to confirm that this scaling relation for the micropotential indeed results in the same
strain energy density at a point x in the bar

W̄�(x)= A

2

∫
H�

w�(��,��)d(��)= A

2

∫
H�

1

�
w�(�,�)�d�= W̄�(x) (37)

4.2. Implementing scaling and adaptivity in peridynamics

To perform grid adaptivity, we need to employ scaling as shown in Figure 3(c). Assume we have
a region U and a refined region R where the node horizon is smaller and the node discretization
is denser. If the horizon of a node in region U does not cover any node (or part of its volume)
from region R, and vice versa, then the micromodulus of the node is that computed from, for
example, (15) or (16) or (19). Determining the micromodulus for the rest of the nodes needs to
be addressed. We propose the following natural strategy: assume that node i in region U (with
a horizon �) ‘covers’ a node j in region R (with a horizon �). The micromodulus of the bond
connecting the ‘source’ node i to the ‘field’ node j is that corresponding to the horizon of the
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‘source’ node i . The same strategy is employed when the roles of regions U and R are exchanged.
Thus, our strategy for scaling obeys the rule that all bonds inside the horizon of the ‘source’ node
have the micromodulus corresponding to the ‘source’ node horizon.

We now show that this scheme satisfies Newton’s third law in the ‘overlap’ region between
two different horizons. Indeed, for a source point x in the region with small horizons, �, the
micropotential is given by

w(�,�, x)= c(�,�)s2|�|
2

(38)

Using the proposed method, the micropotential of the point at x+�, irrespective of whether this
point belongs to the U or R regions, will be

w(−�,−�, x+�)= c(−�,�)s2|�|
2

= c(�,�)s2|�|
2

(39)

with the last equality due to the requirement that the micromodulus function be even (see, e.g.
[38, 39]). The force density at x is then

f (�,�, x)= �w(�,�, x)

��
=c(�,�)s

|�|
|�| =c(�,�)s (40)

while the force at x+� is

f (−�,−�, x+�)= �w(−�,−�, x+�)

��
=−c(�,�)s=− f (�,�, x) (41)

The method proposed here is a first step toward developing multiscale methods in peridynamics.
In the following sections we implement and test this method for static and dynamic elasticity
problems in 1D.

5. ADAPTIVITY FOR STATIC ELASTICITY PROBLEMS

To demonstrate adaptivity in static problems, we consider the 1D bar with the two self-equilibrated
forces applied at some a and −a. We take E=1. From Section 2.2, we know that u∞ =a. We
choose an error estimator based on a point-wise value: the relative error for the displacement field
at some point between a and −a. This is similar to what is used in the so-called goal-oriented
adaptive refinement methods. Error estimators based on global measures (using the 2-norm) can
also be used, and have been used with identical results.

5.1. Influence of the placement of the refinement region with respect to the loaded region

We first analyze the sensitivity of the solution to the placement of the refinement region with
respect to the two concentrated loads. For this, we consider a=1 and the total length of the bar
to be 4 units, thus the ends of the bar are at −2 and 2. We define fours cases (see Figure 4):

Case (a): The refinement zone contains the interval [−a,a]; however, there still are nodes in
the unrefined region that cover, with their horizons, the locations where the concentrated loads are
applied.
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21-2 -1 0
(a)

(b)

(d)

(c)

= refined region

Figure 4. The four cases for the placement of the refinement region with respect
to the position of the loaded zone.

Case (b): Same as (a) but the refined region extends sufficiently outside [−a,a] so that the
points of application of the loads are not ‘seen’ by any of the nodes in the unrefined regions. The
points where the loads are applied are covered only by horizons of nodes in the refined region.

Case (c): A region completely inside [−a,a] is refined.
Case (d): The refined areas regions cover the loading points and the nodes in the unrefined

region do not cover a and −a with their horizons.
The refinement strategy we implement is one that increases the node density by the same factor

with which we decrease the horizon. Thus, in regions away from transition zones, where the node
density and the horizon size are constant, the number of nodes inside a horizon is constant. In
the transition zone between refined and unrefined grids, several choices can be made: a sudden
change from large node volume/horizon to the smaller volume/horizon, a gradual transition, or a
step-wise transition. The differences between these appear to be small. In what follows, we present
the results from the sudden change in grid density.

We first compare the above four cases and the effect of using the constant (discontinuous) and
the triangular (continuous) micromodulus function (see Figure 1). The comparisons are with the
classical analytical solution in (23) at point x=0.5. The results for the convergence rates measured
using norm-2 show exactly the same trends.

The rates of convergence for non-uniform grids, obtained via linear curve fit of the data in
Table I, are 1.175, 1.179, 1.165, and 1.355, respectively, for constant micromodulus. The rates
of convergence are 1.800, 2.040, 1.745, and 1.860, respectively, for triangle micromodulus. The
details for these results are given in Table I. We conclude that

1. The convergence rate in the non-uniform refinement solution is better when a continuous
micromodulus function is used compared with a discontinuous micromodulus (see Figure 5).

2. The maximum convergence rates and the smallest errors are obtained in cases when the loaded
zones are covered by refined nodes only (cases b and d) compared with all other cases. The
following ‘visibility criterion’ should, therefore, be used: if a refined solution is sought at a
point x , then the nodes in the coarse region should not cover (or ‘see’) with their horizons
the point x .

5.2. Comparison between uniform and non-uniform refinement

The example we analyze does not have a strain concentration region; except for the loading points,
the strain is constant in the limit of horizon going to zero. The same is true for the classical
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Table I. Influence of the placement of the refinement region with respect to the loaded
region for continuous and discontinuous micromodulus functions.

Number of nodes Total number Relative
inside horizon, m Horizon size of nodes error (%)

Case (a) 22.8–22.6 0.200–0.450 201 0.903
and constant 34.0–33.6 0.150–0.320 401 0.378
micromodulus 44.8–43.0 0.133–0.280 601 0.253

56.0–55.8 0.125–0.265 801 0.175

Case (a) 23.4–23.8 0.200–0.440 201 1.003
and triangular 33.0–33.2 0.150–0.310 401 0.309
micromodulus 43.8–43.0 0.133–0.275 601 0.158

55.0–54.7 0.125–0.260 801 0.079

Case (b) 23.8–24.2 0.200–0.440 201 0.428
and constant 33.0–33.5 0.150–0.310 401 0.159
micromodulus 43.2–42.9 0.133–0.275 601 0.123

55.2–54.8 0.125–0.260 801 0.079

Case (b) 23.4–23.8 0.200–0.440 201 0.380
and triangular 33.0–33.2 0.150–0.310 401 0.072
micromodulus 43.8–43.0 0.133–0.275 601 0.047

55.0–54.7 0.125–0.260 801 0.020

Case (c) 22.3–22.2 0.200–0.440 201 3.524
and constant 32.1–32.5 0.150–0.310 401 1.372
micromodulus 42.5–42.6 0.133–0.275 601 0.972

54.3–52.8 0.125–0.260 801 0.692

Case (c) 23.4–23.8 0.200–0.440 201 2.412
and triangular 33.0–33.2 0.150–0.310 401 0.631
micromodulus 43.8–43.0 0.133–0.275 601 0.398

55.0–54.7 0.125–0.260 801 0.199

Case (d)∗ 23.2–23.5 0.200–0.410 201 0.618
and constant 33.0–33.3 0.150–0.320 401 0.172
micromodulus 43.5–43.1 0.133–0.260 601 0.134

55.2–54.9 0.125–0.230 801 0.092

Case (d) 23.4–23.8 0.200–0.410 201 0.562
and triangular 33.0–33.2 0.150–0.310 401 0.126
micromodulus 43.8–43.0 0.133–0.275 601 0.079

55.0–54.7 0.125–0.260 801 0.040

∗For case d, we measure the displacement at point x=0.7 in order to fall inside the refined
region.

solution. Thus, when adaptive refinement is used in this case we expect convergence rates of the
non-uniformly refined solution to be the same as those obtained using uniform grid refinement
(see also, [18]).

We compare the uniform versus non-uniform refinement for the same bar as before but now
extended to a length of 20 units so that the refinement zone in the non-uniform refinement case is
a small fraction (below 15%) of the total bar length, a likely scenario in practice. Using the same
number of nodes and selecting case b (in which the loaded area is covered only by refined nodes)
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Figure 5. Convergence rates for the static problem for different placements of the refinement region, and
using continuous (triangular) and discontinuous (constant) micromodulus functions.

Table II. Comparison between uniform and non-uniform (or adaptive) double and quadruple refinement
for the static problem. Relative errors from the classical analytical solution.

Uniform refinement Double refinement Quadruple refinement

Total
number
of nodes

Number of
nodes in
horizon

Constant
micromod.

(%)

Triangular
micromod.

(%)

Constant
micromod.

(%)

Triangular
micromod.

(%)

Constant
micromod.

(%)

Triangular
micromod.

(%)

201 21(23–24)∗ 3.375 3.745 1.172 1.047 0.627 0.562
401 31(32–33) 1.025 1.259 0.625 0.331 0.285 0.178
601 41(42–45) 0.516 0.562 0.454 0.170 0.200 0.101
801 51(54–56) 0.259 0.288 0.314 0.109 0.139 0.055

∗The numbers in parenthesis are for the non-uniform refinement cases (the number of nodes inside horizon is
kept as constant as possible along the bar).

above, the non-uniform refinement solution reduces the relative error and saves computational time
compared with the uniform refinement solution. This is seen from Table II and Figure 6, where
we use uniform and non-uniform refinement for constant and triangular micromodulus functions.
For the non-uniform refinement we also compute the solution by changing the density of nodes
between the refined and non-refined regions by two times (and halving the horizons) and four
times (and reducing the horizon size four times).

The results in Table II and in Figure 6 show that the rate of convergence for uniform refinement
is 1.822 and 1.834 for constant micromodulus and triangle micromodulus, respectively. The rate
of convergence for non-uniform refinement with 2-times refinement and 4-times refinement is
0.9296 and 1.0722 for constant micromodulus and 1.643 and 1.642 for triangle micromodulus,
respectively. The rate reaches 2.058 for the quadruple refinement with triangular micromodulus
between the last two data points.

Non-uniform refinement improves the relative error in the solution greatly compared with the
uniform solution using the same number of nodes in the bar. Increasing the refinement level (from
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Figure 6. Comparison between uniform and non-uniform refinement. For non-uniform refinement, different
levels (double, quadruple) are tested.

2 to 4) also increases the solution accuracy, independent of the form of the micromodulus function.
As expected from the results in the previous section, the continuous micromodulus (triangular)
leads to higher convergence rates and considerably smaller relative errors than a discontinuous
(constant) micromodulus function.

We conclude that

1. The rate of convergence for uniform grids is not sensitive to the specific shape or smoothness
of the micromodulus function.

2. For the non-uniform grids used in adaptive refinement, the strong cut-off in micromodulus
at the boundary of its horizon (discontinuous micromodulus) lowers the rate of convergence
from quadratic to super-linear (see Figure 6). The reason for this behavior is a subject of
further study.

6. ADAPTIVITY FOR ELASTO-DYNAMIC PROBLEMS IN PERIDYNAMICS

Based on the scaling theory discussed in Section 4, a 1D example is examined for wave propagation
on uniform and non-uniform grids. Here, we analyze a Gaussian wave propagating along a 1D
bar with free ends. The propagation of discontinuous waves in peridynamics is studied in [41, 42].
The length of the bar is L=300, cross-section area A=1, and Young’s modulus E=1. The initial
displacement imposed on the elastic bar is a half Gaussian of the form u(x)=0.02e−0.01x2 , and is
shown in Figure 7. For the time integration we use the Runge–Kutta method while for the spatial
integration the midpoint rule is used.

6.1. Error estimators and grid refinement algorithm

For the dynamic problem we use error estimators based on the wave speed (related to the conser-
vation of kinetic energy) and compute the arrival time of the peak of the wave at some prescribed
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Figure 7. Initial displacement along the bar.

location along the bar, and the wave amplitude (related to the potential strain energy conservation)
at the same location and at the same time.

For a Gaussian displacement of the form u(x)=ae−�x2 , the strain energy equals
√

(	�/2)Ea2/2,
where a is the amplitude of the full Gauss wave. The kinetic energy is proportional to �v2/2,
where v is the wave’s velocity. We define the relative error between the exact and the numerical
wave amplitude, and the exact and numerical times-of-arrival at the midpoint as follows:

|Aex−Anum|
Aex

and
|Tex−Tnum|

Tex

The total energy (kinetic plus potential) is used as the adaptive triggering mechanism. At every
time step we compute the maximum and the minimum total energy among all nodes. Points where
the energy is less than a certain threshold value (close to the maximum value) are not refined (or
are coarsened, if they have been refined before). Nodes where the energy is larger than the same
threshold are refined. Through this process, the refined grid together with the scaled horizons and
micromoduli move together with the wave.

Note, again, that adaptive refinement in peridynamics involves not only the increase in node
density (the classical h-refinement), but also changing the horizon and micromodulus function. If
we only refine the spatial grid, that leads to m-convergence (see Section 3.1). The algorithm used
in the adaptive refinement for the dynamic case is given in Algorithm 1.

6.2. Examples and numerical results

6.2.1. Effect of non-uniform numerical integration. We first analyze the effect of changing the
density of nodes (the size of the integrating nodal volume �x) on the propagation of a smooth
wave while keeping the horizon constant along the bar. The node density is increased in the middle
third part of the bar with the horizons (and therefore the micromoduli) kept the same. In effect, we
use a more accurate numerical integration of the force integral in Equation (1) in the middle third
of the beam than outside it and monitor the effect on the reflection of the wave from this. Note
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Algorithm 1 Adaptive refinement for peridynamics: 1D dynamic wave propagation
1: input initial data
2: initialize node refinement level with 1.
3: select nodes above threshold energy density value; classify nodes into: to be refined, to be

coarsened, and unchanged.
4: for all nodes in to be refined region do
5: generate additional nodes between current node and its neighboring nodes.
6: interpolate displacement, velocity and acceleration, density, etc. to the new node.
7: update volume and horizon of the new node.
8: end for nodes in to be refined region
9: for all nodes in to be coarsened region do
10: if the refinement level of the node is equal to 1 then
11: continue
12: else
13: delete node;
14: end if
15: end for nodes in to be coarsened region

that this is not ‘refinement’ in the sense introduced before, where the horizon and micromodulus
are changed by scaling. In these simulations we use a horizon size that is sufficiently small so that
the dispersion due to the horizon size is not noticeable (see also, [41, 42]). We test two cases of
increasing node density at the middle third of the bar:

Case (a): Doubling of node density: there are 1000 nodes in the middle third part and a total
of 2000 along the entire bar.

Case (b): Quadrupling of node density: there are 2000 nodes in the middle section and a total
of 3000 along the entire bar; therefore, the node density in the central region is four times that
outside it.

From the results shown in Figure 8, the non-uniform grids introduce, as expected, reflection
waves from the interfaces of different grids. Two different micromodulus functions, constant (Figure
8(a)) and triangular (Figure 8(b)), are used and the reflected peak wave arrival time and amplitude
are measured at the midpoint of the bar. The analytical arrival time is 250.

From Table III we observe that using the triangular micromodulus (a particular type of continuous
micromodulus) significantly reduces the amplitude of the reflected wave (by more than 50%
compared with the discontinuous micromodulus). The arrival time at the midpoint is also improved
when using triangle micromodulus function when the jump in grid density is only double in the
region with finer integration (higher nodal density). As expected, the larger the difference between
the node density over different parts of the bar, the larger the amplitude of the reflection waves.
This is simply due to the change in numerical integration accuracy. How to completely eliminate
this numerical reflection is not clear at this point and is subject to further study.

Using a large number of nodes inside the horizon (m) and small horizons (relative to the
wavelength of the propagating wave) reduces the numerical dispersion due to numerical discretiza-
tion. This type of numerical dispersion is seen in classical methods approximating the classical
continuum mechanics equations, and in fact in any discretization method. A discussion of these
aspects related to classical methods is given in [7].
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Figure 8. Effect of non-uniform grids on wave propagation in 1D peridynamic materials for the case
of non-varying horizon and micromodulus: (a) effect of using non-uniform integration and constant

discontinuous and (b) continuous micromodulus with a constant horizon of 0.5.

Table III. Influence of micromodulus continuity and abrupt change in node-density or spatial inte-
gration (horizon is kept constant along the bar) on the propagating wave. Relative errors from the

classical analytical solution.

Type of
micromodulus

function
Arrival time
at midpoint

Amplitude at
midpoint
(×10−4)

Relative error
for arrival time

(%)

Reflected wave
amplitude as portion

of main wave
amplitude (%)

Case (a) Constant 252.15 1.169 0.86 1.169
Triangle 249.15 0.0844 0.34 0.084

Case (b) Constant 252.30 3.3557 0.92 3.356
Triangle 252.30 1.4945 0.92 1.495

Figure 8 shows that if the integration accuracy is abruptly changed in the domain, a small
portion of the wave energy is reflected when the wave passes through the boundary between the
denser integrating region. The reflection is smaller for a continuous micromodulus compared with
a discontinuous micromodulus. As expected, the larger the jump in integration accuracy the larger
the reflection. However, even when the integration nodal density changes by a factor of four, the
amount of the reflected energy is insignificant compared with the total energy of the wave.

6.2.2. Uniform and adaptive refinement for wave propagation in 1D. We now turn to using the
scaling theory discussed in Section 4 and Algorithm 1 to implement adaptive non-uniform refine-
ment and coarsening for wave propagation in a 1D bar. We compare two cases using the triangular
micromodulus function since, as we have seen in the static case, the continuous micromodulus
function maintains the rate of convergence even when non-uniform grids are used in refinement:

Case a: Uniform refinement.
Case b: Non-uniform refinement and coarsening. Adaptive refinement is triggered when the

energy at a node is at least 75% of the largest total energy among all nodes. In addition, all nodes
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Table IV. Convergence for uniform refinement (Case a) for the wave propagation example. Relative errors
from the classical analytical solution.

Nodes inside
horizon

Total nodes
number Horizon size

Arrival time of
wave peak at
coord. x=400

Amplitude of
peak wave at
coord. x=400

Relative error
for arrival time

(%)
Relative error
amplitude (%)

7 451 3.0 426.60 0.00970 6.65 2.93
11 901 2.5 409.95 0.00982 2.49 1.77
13 1351 2.0 406.80 0.00991 1.70 0.84
21 2701 1.5 403.20 0.00997 0.80 0.30
23 3001 1.4 402.15 0.00998 0.53 0.23

Table V. Convergence for adaptive refinement with refinement threshold at 75% of the maximum nodal
energy (Case b) for the wave propagation example. Relative errors from the classical analytical solution.

Nodes inside
horizon

Total nodes
number Horizon size

Arrival time of
wave peak at
coord. x=400

Amplitude of
peak wave at
coord. x=400

Relative error
for arrival time

(%)

Relative error
for amplitude

(%)

7 451 3.0 415.35 0.00987 3.83 1.24
(7–11)∗ (487–517) (1.5–3.0)
11 901 2.5 405.90 0.00991 1.47 0.84
(11–13) (966–1018) (1.25–2.5)
13 1351 2.0 403.95 0.00996 0.98 0.38
(13–16) (1438–1507) (1.0–2.0)
21 2701 1.5 401.85 0.00999 0.46 0.11
(21–24) (2857–2975) (0.75–1.5)
22 2801 1.5 401.40 0.01000 0.35 0.09
(22–25) (2959–3081) (0.71–1.4)

∗Numbers in parenthesis represent the range of values during refinement.

within a length equal to six-times the size of the largest horizon in the grid from the node to be
refined are also refined.

In order to have the refinement region represent a small part (less than 20%) of the total length,
we now choose L=450 and we measure the time of arrival of the peak of the wave at x=400. The
amplitude of the peak is measured at the same time. Using the same setup for the 1D bar as listed in
the beginning of Section 6, the wave propagation in the peridynamic bar is analyzed and the results
are summarized in Tables IV and V. These results lead to the following rates of convergence: the
uniform refinement reaches a rate of 1.245 for the arrival time of the peak wave and 1.371 for the
peak amplitude at that time; the rates of convergence of the adaptive refinement method is 1.234
for the arrival time and 1.492 for the peak amplitude. In Figure 9, for the adaptive refinement case,
we choose the average number of nodes used in the refinement process for the values along the
x-axis. We observe uniform convergence for both uniform and non-uniform (adaptive) refinement
in smooth wave propagation along a 1D bar with peridynamics. The relative error for the adaptive
refinement is below the one obtained with uniform refinement and, the smaller the adaptively
refined zone, relative to the total length traveled by the wave, the better the adaptive solution
becomes, relative to the uniformly refined solution. The convergence rate to the classical solution
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Figure 9. Uniform and adaptive refinement rates of convergence for smooth wave propagation in a 1D
bar: (a) convergence rates for the peak wave arrival time at x=400 along the bar and (b) wave peak

amplitude. Relative errors from the classical analytical solution.

increases as more nodes are used because the horizon size also decreases (due to scaling) and this
leads to a significant decrease in wave dispersion (see also [41, 42]).

We should mention that in contrast with the classical continuum formulation in one dimension,
the corresponding 1D peridynamic formulation does introduce horizon-related dispersion in addi-
tion to the numerical dispersion (see also [39]). In higher dimensions, the classical continuum
formulation also exhibits physical dispersion. A strict distinction between the dispersion due to
the numerical approximation and that due to the formulation is not always possible. In peri-
dynamics, using a continuous micromodulus instead of a discontinuous micromodulus function
reduces horizon-related dispersion significantly and improves the rate of convergence, as shown
above for both the static and dynamic cases. We also note that propagation of discontinuous waves
(such as shock waves) requires special treatment. This topic is analyzed in [41, 42].

With a discontinuous micromodulus we do not obtain uniform convergence to the classical
results for the dynamic case.

7. CONCLUDING REMARKS

The peridynamic model is non-local and contains a length-scale determined by the horizon �.
In some problems, particularly at the nanoscale, the horizon is determined by the physics of
interactions between particles. However, at the macroscale level, the horizon may be chosen
according to convenience, since for any value of �, the parameters in the peridynamic material
model can be chosen to match the measured Young’s modulus of the material. To allow large
variations in grid spacing within a discretized region, needed in grid refinement and multiscale
modeling, one has to allow the horizon to vary with position.

In this paper, we introduced, for the first time, adaptive refinement for the non-local peri-
dynamics method. Adaptive refinement in peridynamics requires scaling of the nodal horizons
and micromoduli. We clarified various types of convergence in peridynamics that allow compar-
isons with the classical, local elasticity solutions. We obtained uniform convergence toward the
classical solutions of static and dynamic elasticity problems in 1D. The match of the horizon and
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micromodulus function to the elastic modulus has been set for the case of homogeneous deforma-
tions. Our results showed, however, that even for non-homogenous deformations the approach is
valid and that it leads to convergence to the classical, local elasticity solutions.

The effect of different micromodulus functions has also been discussed. We found that using
discontinuous micromodulus functions (functions with jump discontinuity at the edge of the
horizon) reduces the quadratic rate of convergence to linear or super-linear, for non-uniform refine-
ment. Interestingly, the optimal rate of convergence is preserved for uniform refinement with a
discontinuous micromodulus function. Continuous micromoduli showed quadratic convergence
independent of the refinement type. Solutions obtained on uniform grids did not appear to be
sensitive to the micromodulus shape, in the limit of horizon going to zero. As a refinement strategy,
the ‘visibility criterion’ should be used: if a refined solution is sought at a point x , then the nodes
in the coarse regions should not cover (or ‘see’) the points x with their horizons.

Moreover, we showed that the use of ‘exotic’ micromoduli (inverted triangular), while valid
from the point of view of material stability, can lead to ill-conditioning of the stiffness matrix
for static problems. Even in these cases, however, a correct solution is possible using dynamic
relaxation instead of building the stiffness matrix. The examples we gave from elasto-static and
elasto-dynamic analyses in 1D, showed that the adaptive peridynamic solution achieves the same
(or very similar) rates of convergence as uniform refinement, which is expected for problems
where there are no strain concentrations. Notably, the relative error for the solutions obtained using
adaptive refinement are significantly lower than those obtained using uniform refinement with the
same number of nodes. The advantage of adaptive refinement becomes critical in problems where
small, localized regions feature strain and stress concentrations, like regions around crack tips. The
methods introduced in this paper are extended to 2D and used for problems with strain localization
and crack propagation in [43].
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