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The recent proposal to use highly charged ions as sources of electrons for laser acceleration [S. X. Hu and A. F. Starace, Phys. Rev. Lett. 88, 245003 (2002)] is investigated here in detail by means of three-dimensional, relativistic Monte Carlo simulations for a variety of system parameters, such as laser pulse duration, ionic charge state, and laser focusing spot size. Realistic laser focusing effects—e.g., the existence of longitudinal laser field components—are taken into account. Results of spatial averaging over the laser focus are also presented. These numerical simulations show that the proposed scheme for laser acceleration of electrons from highly charged ions is feasible with current or near-future experimental conditions and that electrons with GeV energies can be obtained in such experiments.
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I. INTRODUCTION

Technological advances over the past two decades (e.g., the invention of chirped pulse amplification [1]) have led to great increases in laser intensities. Recently, petawatt (10^15 W) lasers have become available [2], making possible laser intensities of ~10^22 W/cm^2 and higher [2–7]. The laser field strengths corresponding to these intensities may reach ~10^12 V/cm, which is nearly three orders of magnitude greater than the Coulomb field that binds the ground-state electrons. For example, highly charged ions have been observed from clusters irradiated by intense laser pulses [12,13]. Furthermore, these ions have been found to be quite energetic [14,15]. Also, intense laser interactions with solid targets have resulted in the production of fast protons with energies in the range of 1–18 MeV [16,17]. Investigations of electron acceleration by such huge laser fields was explored intensively both theoretically and experimentally beginning in the 1960s and 1970s (see, e.g., [18]), simultaneously with the technological strides that were leading to great increases in laser intensities [4].

Plasma-based electron acceleration schemes were among the first to be studied. In 1979 Tajima and Dawson [19] proposed using laser beams to excite plasma wakefields for electron acceleration. They indicated that the wakefields would be particularly large if the laser pulse duration is of the order of the plasma period (the so-called “laser wakefield accelerator”); they also proposed a scheme involving two laser beams having a frequency difference equal to the plasma frequency (the so-called “plasma beat wave accelerator”). Recently these and other proposals for plasma-based particle accelerators have been reviewed [20]. Numerous experiments have confirmed such plasma-based accelerator concepts [21–28]. Very recently, great advances have been reported in obtaining nearly monochromatic beams of electrons with energies in the range from 50 MeV to 170 MeV with excellent collimation [29–31]. Whether or not electrons can be accelerated to GeV energies by one of the plasma-based schemes, however, remains an open question. Theoretical analyses by Sprangle et al. [32] of the laser wakefield acceleration of electrons in plasma channels have predicted electron energies of the order of GeV; however, this can only be achieved provided the intense laser pulse can propagate a long enough distance in the plasma without disruption. Note that for laser acceleration schemes based on plasma waves there are very exacting conditions for injecting electrons into extremely short and narrow acceleration buck-ets [33–35]. Also, the field strength within a laser-induced wakefield is generally smaller than the laser field strength itself.

Alternatively, electrons in vacuum may be accelerated by the laser field directly. This acceleration mechanism has also been investigated both theoretically [36–39] and experimentally [40,41]. The major difficulty in accelerating free electrons is that they are expelled from the laser focal region before seeing the maximum amplitude of a laser pulse (see, e.g., [42]). This difficulty may be addressed by accelerating electrons sequentially and cumulatively by more than one laser accelerator, as demonstrated successfully recently by Kimura et al. [43] for the case of two serial laser accelerators acting on an electron beam in vacuum. Alternatively, an already fast electron beam can be injected into the highest-intensity region of the laser focus in order to accelerate the electrons to even higher energies, as proposed recently by Salamin and Keitel [44,45]. As their calculations for the case of tightly focused petawatt lasers show, the electrons need an initial kinetic energy of the order of a few MeV in order to overcome the ponderomotive potential and penetrate inside the laser focal region, whereupon they may be accelerated by the laser to GeV energies. However, since high laser intensities in the focal region require not only a tight focus but also a short pulse duration, timing the coincidence of the electron beam with the laser pulse is important. Also, the final electron energies are very sensitive both to the angle of injection of the electrons with respect to the laser propagation axis and
also to the point of injection of the electrons with respect to the laser focus [44,45].

An alternative to accelerating free electrons is to accelerate initially bound electrons, as these will experience a higher laser intensity once they are free (i.e., ionized) than would initially free electrons. Theoretically, hot electrons with MeV energies have been predicted for neutral targets [46]. Experimentally, electrons with energies of a few keV have been observed for cluster targets [47]. Both of these results for the final electron energies are well below the expected GeV energies that are in principle possible with currently available peak laser intensities, thereby indicating that electrons ionized from neutral targets are “born” in the laser field prematurely, before the laser pulse has reached its maximum intensity.

To overcome the difficulties inherent to laser acceleration of either free electrons or electrons bound in neutral targets, we recently proposed using highly charged ions as targets for laser acceleration of electrons to GeV energies [42]. Owing to the practical impossibility of solving the three-dimensional Dirac equation for the electron motion (because of the extremely large-scale, laser-driven electron trajectories), we employed instead a three-dimensional classical, relativistic Monte Carlo approach. (For a brief review of Monte Carlo methods in intense laser physics, see Sec. 5.4 of Ref. [9].) Our simulations showed that since an electron in a highly charged ion is very tightly bound, it remains bound (with high probability) during the rise time of an intense laser pulse. For an appropriately chosen highly charged ion, the bound electron only becomes ionized when the laser pulse intensity reaches its maximum, whereupon it is accelerated to GeV energies by the peak laser electric field amplitude. These predictions were confirmed in a similar theoretical study by Maltsev and Ditmire [48] using a different, semiclassical Monte Carlo method. Their simulations [48] employed a much more tightly focused laser field than in the simulations of Ref. [42] in order to demonstrate the effects on the ionized electron spectrum of a breakdown of the paraxial approximation—i.e., the effects of longitudinal electric fields in the focal region [37,49–52]. Their results showed that the longitudinal electric fields reduce the maximum kinetic energies of the accelerated electrons and lead to a much wider spread of emission angles at any given kinetic energy. One may thus conclude that the laser beam waist in the focal region is another parameter upon which the energy and angular distributions of accelerated electrons must be optimized; the tighter the focus, the greater the transverse laser fields that can ionize electrons, but also the greater the longitudinal fields that may work against such acceleration.

In this paper, we analyze in detail the scheme for accelerating electrons to GeV energies that we proposed in Ref. [42], which involves highly charged ions as targets. We also study the dependence of this laser acceleration scheme on both laser and target ion parameters. In particular, we take into account higher-order corrections to the paraxial approximation in the laser focal region [37,48–52]. Our three-dimensional, classical relativistic Monte Carlo simulations show that electrons bound in highly charged ions can be accelerated to GeV energies for a wide range of laser, target ion, and focal parameters.

This paper is organized as follows: In Sec. II A, we briefly review the three-dimensional, classical relativistic Monte Carlo simulation employed in our calculations. In Sec. II B we describe the relativistic microcanonical ensemble employed to represent the initial state of our highly charged ion target system. In Sec. II C, we review the corrections to the paraxial approximation required to describe the laser fields in the case of tight focusing—i.e., when the beam waist is comparable to the carrier wavelength. In Sec. III, we present results of our three-dimensional, classical relativistic Monte Carlo simulations for different sets of laser, target, and focal parameters. We begin this section with the illustrative case of free electrons as targets, which indicates the necessity of using highly charged ion targets. We then analyze the dependence of the ionized electron energy and angular distributions on the laser beam waist, laser pulse duration, laser intensity, and ion charge state. Finally, we examine the spatial distribution of the ionized electrons relative to the laser propagation axis. In Sec. IV we summarize our results and present our conclusions.

II. SIMULATION METHOD AND TREATMENT OF LASER FOCUSING EFFECTS

Relativistic interactions of superstrong laser fields with ions have recently been the subject of numerous theoretical studies [53–59]. For a tightly bound system, it is possible to solve quantum mechanically either the weakly relativistic Schrödinger equation [54,55,59] or the Dirac [57,58] equation for the inner atomic dynamics because the electron wave packet is well confined by the strong ionic core. However, it is extremely difficult and time consuming to investigate quantum mechanically the relativistic motion of an ionized electron wave packet because the excursions of a free electron in a superstrong laser field are enormous (on an atomic scale), attaining even macroscopic magnitudes. Thus, classical Monte Carlo [42] or semiclassical methods [48,60] are usually employed for such studies. These classical methods involve a microcanonical ensemble that mimics the quantum-mechanical ground state of interest. This so-called “phase-space-averaging” method [61] was originally developed to study microwave ionization of Rydberg atoms. It was first applied to laser-atom multiphoton ionization processes in 1987 [62,63]. Since then, it has been employed in studies of a variety of intense laser-atom processes (see, e.g., the review by Protopapas et al. [9]). The justification of the method for intense laser processes has been discussed in detail by Gajda et al. [64]. Also, for the highest laser intensities, relativistic versions of the method have been developed [46,65]. Our simulations presented here are carried out using the three-dimensional, relativistic, classical Monte Carlo method. In this section, we describe first the interaction scheme and review the relativistic Monte Carlo method. We then outline the procedure for preparing a relativistic microcanonical ensemble of initial states. Finally, in the last subsection we describe our treatment of tight focusing effects on the laser fields.

A. Interaction scheme and the relativistic Monte Carlo method

We consider the interaction of an ultraintense laser pulse with a hydrogenlike, highly charged ion. Figure 1 shows the
interaction scheme. The laser pulse is assumed to be linearly polarized along the x axis and propagate along the z axis; it is focused to a small spot having a radius \( w_0 \) on the order of 10 \( \mu \)m. While the laser field components in the focal region are analyzed in the last subsection (see below), we note here that for the case of tight focusing the laser field has components along all three axes in the focal region, even though it is mainly polarized along the x axis (as indicated in Fig. 1). The relativistic classical dynamics of an electron in both an electromagnetic field and a Coulomb field is described by

\[
\frac{d\mathbf{r}}{dt} = \frac{\mathbf{p}}{\gamma},
\]

\[
\frac{d\mathbf{p}}{dt} = -\left( \mathbf{E}_L + \mathbf{E}_C + \mathbf{p} \times \mathbf{B}_L / \gamma c^2 \right),
\]

where \( \gamma = \sqrt{1 + \frac{\mathbf{p} \cdot \mathbf{p}}{m^2 c^2}} \) is the usual relativistic factor; \( c = 137.036 \) a.u. is the speed of light in vacuum; \( \mathbf{r} \) and \( \mathbf{p} \) are the coordinate and mechanical momentum vectors of the electron, respectively; \( \mathbf{E}_L \) is the laser electric field; and the Coulomb electric field of the nucleus is denoted by \( \mathbf{E}_C = -\nabla V(r) \), where \( V(r) \) is the three-dimensional nuclear Coulomb potential. [Note that atomic units (a.u.)—i.e., \( e = m = \hbar = 1 \)—are used throughout this paper, although we give most laser and ion parameters also in SI units; in particular, 1 a.u. of electric field amplitude equals 5.142 208 \( \times 10^9 \) V/cm.] The physics embodied within the above vector equations may be more easily discerned by writing them in terms of their three components,

\[
\frac{dx}{dt} = \frac{p_x}{\gamma},
\]

\[
\frac{dp_x}{dt} = -\left[ E_{Lx} + E_{Cx} + (p_y B_{Lz} - p_z B_{Ly}) / \gamma c \right],
\]

\[
\frac{dy}{dt} = \frac{p_y}{\gamma},
\]

\[
\frac{dp_y}{dt} = -\left[ E_{Ly} + E_{Cy} + (p_x B_{Lz} - p_z B_{Lx}) / \gamma c \right],
\]

\[
\frac{dz}{dt} = \frac{p_z}{\gamma},
\]

\[
\frac{dp_z}{dt} = -\left[ E_{Lz} + E_{Cz} + (p_y B_{Lx} - p_x B_{Ly}) / \gamma c \right],
\]

where, e.g., \((x, y, z)\) are the three components of the coordinate vector \( \mathbf{r} \) and similarly for the other vectors. The main electromagnetic field components of the linearly polarized laser are \( E_{Lx} \) and \( B_{Ly} \). From these equations, we see that along the x direction the major component of the Lorentz force, \( p_y B_{Lz} / \gamma c \), is directed opposite to the electric force \( -E_{Lx} \), while along the z direction the major component of the Lorentz force, \( -p_x B_{Ly} / \gamma c \), accelerates the electron along the laser propagation direction.

Using the Runge-Kutta method with variable step size, we integrate Eqs. (2) numerically for each classical electron trajectory. The electron trajectories are chosen randomly from our preprepared relativistic microcanonical ensemble, which mimics the electronic ground state of the hydrogenlike, highly charged ion target. We trace a sufficient number of trajectories until statistically unchanged results are obtained.

We define \( \theta = \cos^{-1}(p_x / |p|) \) as the electron emission angle between the electron ejection direction and the laser propagation direction (i.e., the z axis), as shown in Fig. 1. Our results are presented in the next section as plots of the accelerated electron’s final-state energy as a function of this emission angle \( \theta \).

B. Preparation of a relativistic microcanonical ensemble

In order to integrate the above equations (2), we require for each trajectory an initial set of parameters. In fact, we must prepare a microcanonical ensemble of such parameters that collectively mimic the ground state of the quantum system under consideration, which in this paper is a hydrogenlike, highly charged ion. The standard procedure for preparing such a relativistic microcanonical ensemble involves two main steps [61,65,66].

1. First step: Planar ensemble

Since \( \mathbf{r} \times \mathbf{p} \) is a constant vector, the electron motion for any particular electron trajectory in the Coulomb potential of the highly charged ion must be planar (in the absence of the laser field). It is most convenient to use polar coordinates \((r, \phi)\) in that plane, chosen here to be the x-y plane, with the origin at the position of the nucleus. We solve the following relativistic Kepler problem [67] for an angular momentum \( L = r \times p \) and a total energy \( E_0 = \varepsilon + c^2 \) (where \( \varepsilon \) represents the quantum ground-state energy of the system, whose value is negative, and where \( c^2 \) is the rest energy of the electron):

\[
1 + \frac{L^2}{c^2} \left[ \frac{\left( \frac{dr}{d\phi} \right)^2 + 1}{r^2} \right] = \left( \frac{E_0 + Zr}{c^2} \right)^2.
\]

With the substitution \( s = \frac{1}{r} \), the relativistic Kepler equation becomes

\[
dz = \frac{p}{\gamma},
\]

\[
dp_x = -\left[ E_{Lx} + E_{Cx} + (p_y B_{Lz} - p_z B_{Ly}) / \gamma c \right],
\]

\[
dp_y = -\left[ E_{Ly} + E_{Cy} + (p_x B_{Lz} - p_z B_{Lx}) / \gamma c \right],
\]

\[
dp_z = -\left[ E_{Lz} + E_{Cz} + (p_y B_{Lx} - p_x B_{Ly}) / \gamma c \right],
\]
\[ \frac{d^2 s}{dt^2} + \lambda^2 s = D, \]

with \( \lambda^2 = 1 - Z^2 / c^2 L^2 \) and \( D = Z E_0 (c^2 c^2 L^2) \). (Note that \( \lambda \) approaches unity in the nonrelativistic limit—i.e., \( c \rightarrow \infty \).) The solution of Eq. (4) can be expressed as

\[ s = \frac{1}{r} = A \cos(\lambda \phi) + B \sin(\lambda \phi) + D / \lambda^2, \]

where \( A \) and \( B \) are constants of integration, which are to be determined. We choose the line from which \( \phi = 0 \) is measured so that \( \phi = 0 \) at a perihelion. This requires that \( B = 0 \) (because \( \frac{ds}{d\phi}|_{\phi=0} = 0 \) at a perihelion). Thus, we may rewrite the solution as

\[ s = \frac{1}{r} = A \cos(\lambda \phi) + D / \lambda^2. \]

In the nonrelativistic case \( A / D \) is just the eccentricity of the Kepler ellipse, which can be randomly chosen within the interval \([0,1]\). However, in the relativistic case we must substitute the solution in Eq. (6) into the constant-energy equation in order to determine \( A \). Namely, we insert Eq. (6) into the equation

\[ E_0 = c^2 \sqrt{1 + \frac{p_r^2 / c^2 + L^2 / r^2 c^2}{Z (r / c)}}, \]

and note that at a perihelion \( \phi = 0 \) and \( p_r = 0 \). One obtains thereby the following result for the constant \( A \):

\[ A = \frac{\sqrt{c^2 L^2 E_0^2 - c^4 (c^2 L^2 - Z^2)}}{c^2 L^2 - Z^2}. \]

In this way, we obtain the corresponding result for the relativistic Kepler orbit solution:

\[ s = \frac{1}{r} = \frac{\sqrt{c^2 L^2 E_0^2 - c^4 (c^2 L^2 - Z^2)}}{c^2 L^2 - Z^2} \cos(\sqrt{1 - Z^2 / c^2 L^2} \phi)
+ \frac{Z E_0}{c^2 L^2 - Z^2} \cdot \frac{1}{r}. \]

In order that the orbit is stable, we must enforce the following conditions: (1) \( 1 - Z^2 / c^2 L^2 > 0 \) and (2) \( c^2 L^2 E_0^2 - c^4 (c^2 L^2 - Z^2) / c^2 L^2 - Z^2 \) > 0. These conditions serve to confine the possible values of the magnitude of the angular momentum—i.e., \( Z / c < |L| < Z / \sqrt{c^2 - E_0^2 / c^2} \). Within this range, we may randomly choose (positive and negative) values for the angular momentum \( L \) and then use the orbit equation (9) to sample points \((x_0, y_0) = ((r \cos(\phi), r \sin(\phi)) \) along the corresponding relativistic Kepler ellipse as functions of the polar angle \( \phi \). Note that the precession of the relativistic Kepler ellipse is essentially included in the orbit equation (9) in which the perihelion shift per period equals \( \delta \phi = \left( \sqrt{\frac{c^2 L^2 - Z^2}{c^2 L^2 - Z^2}} - 1 \right) / 2 \pi \). After obtaining the set of trajectory locations \((x_0, y_0)\), we can determine the corresponding momenta \((p_{x_0}, p_{y_0})\) by solving the equations for the total energy \( E_0 \) and the angular momentum \( L \):

\[ E_0 = \gamma_0 c^2 - Z \sqrt{x_0^2 + y_0^2}, \]

\[ L = x_0 p_{y_0} - y_0 p_{x_0}, \]

where \( \gamma_0 = \sqrt{1 + \left(p_{x_0}^2 + p_{y_0}^2\right) / c^2} \). Repeating the above procedure, one obtains a set of points \((x_0, p_{x_0}, y_0, p_{y_0})\) that are randomly distributed along the relativistic Kepler ellipses corresponding to our randomly chosen (positive and negative) values of angular momenta, \( L \).

2. Second step: Rotation of the planar ensemble

Choosing arbitrary sets of Euler angles \((\theta, \varphi, \eta)\), we next rotate a given relativistic Kepler orbit into three dimensions, as follows [68]:

\[ \begin{pmatrix} x' \\ y' \\ z' \end{pmatrix} = R \begin{pmatrix} x_0 \\ y_0 \\ z_0 \end{pmatrix}, \]

where the rotation matrix is expressed as

\[ R = \begin{pmatrix} - \sin \varphi \sin \eta + \cos \varphi \cos \theta \cos \eta & - \sin \varphi \cos \eta - \cos \varphi \cos \theta \sin \eta & \cos \varphi \sin \theta \\ \cos \varphi \sin \eta + \sin \varphi \cos \theta \cos \eta & \cos \varphi \cos \eta - \sin \varphi \cos \theta \sin \eta & \sin \varphi \sin \theta \\ - \sin \theta \cos \eta & \cos \theta \sin \eta & \cos \theta \end{pmatrix}. \]

C. Tests for validity of the microcanonical ensemble and of the Monte Carlo method

The radial and momentum distributions of the classical microcanonical ensemble constructed as described above can be tested by comparison with the known quantum-mechanical ground-state radial and momentum probability distributions for a hydrogenic ion. We have verified that the ensemble described above truly mimics the quantum-mechanical ground state of interest. Such a “phase-space-averaging” method [61] has been used extensively to investigate atomic collisions [69,70], Rydberg atom ionization by
TABLE I. Comparison of ADK tunneling ionization and classical trajectory Monte Carlo (CTMC) ionization probabilities for different HCl species and peak laser intensities. The laser wavelength is \( \lambda = 1054 \) nm, and the 15-cycle trapezoidal laser pulse is assumed to have a 5-cycle linear turn-on ("ramp") and turn-off and a 5-cycle flat top.

<table>
<thead>
<tr>
<th>HCl species</th>
<th>Intensity (W/cm(^2))</th>
<th>ADK (ramp)</th>
<th>CTMC (ramp)</th>
<th>ADK (flat top)</th>
<th>CTMC (flat top)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe(^{25+}) (Z = 26)</td>
<td>2.000 ( \times 10^{22} )</td>
<td>0.259%</td>
<td>0.187%</td>
<td>26.206%</td>
<td>53.243%</td>
</tr>
<tr>
<td>Co(^{26+}) (Z = 27)</td>
<td>2.489 ( \times 10^{22} )</td>
<td>0.261%</td>
<td>0.228%</td>
<td>26.665%</td>
<td>57.670%</td>
</tr>
</tbody>
</table>

microwaves [61], and numerous intense laser-atom processes [9].

For the problem considered here, the major reason for using the classical relativistic Monte Carlo method is that a quantum-mechanical calculation is intractable, even in two dimensions, owing to the large laser-induced excursions made by the ionized electron. The major quantum-mechanical effect that is neglected is quantum-mechanical tunneling ionization of the bound electron. We have verified, however, that for the highly charged ions considered here quantum-mechanical tunneling ionization is negligible over the five-cycle rise time of the laser pulses considered. Indeed, the tunneling probability decreases exponentially with an argument proportional to \(-Z^3\), where \( Z \) is the ionic charge [71]. (Note that tunneling rates are small because the laser electric fields, despite their large absolute values, are nevertheless small compared to the Coulomb fields experienced by the hydrogenic electrons in the highly charged ions considered here.) As an example, using Ammosov-Delone-Krainov (ADK) tunneling ionization rates [71] we estimate that during the five-cycle linear rise time of a laser pulse having a peak intensity of \( I = 2 \times 10^{22} \) W/cm\(^2\) the ionization probability for a hydrogenic ion having \( Z = 26 \) is less than 0.3%. Furthermore, any tunneling that occurs during the subsequent five cycles that the laser pulse is at its peak amplitude would only enhance our predicted results.

We emphasize that in using a classical, relativistic approach we expect our predictions for the probability of electron ionization to be only approximately correct. However, accurate predictions for electron ionization probabilities are unnecessary for our purposes in this paper, which are to analyze the energy and angular distributions of these electrons that are ionized by a short laser pulse. These distributions are independent of the absolute magnitude of the ionization probability, which requires in principle a quantum-mechanical calculation. In fact, however, our classical estimates of the probability of ionization (defined as the fraction of classical electron trajectories that result in ionization) are remarkably close to our quantum estimates of the ionization probabilities. As discussed in Sec. III C below (cf. Table I), the classical estimates for ionization during the five-cycle ramp of the leading edge of the laser pulse agree to within 30% (or better) with the quantum estimates and on the five-cycle flat top of the laser pulse differ from the quantum estimates by only a factor of 2. The key point is that our model provides the correct order of magnitude of the electron ionization probability during each phase of the laser pulse. For those electron trajectories that result in ionization, our classical relativistic description of the post-ionization acceleration of the electrons in the field of the laser pulse is expected to provide an accurate account of the energy and angular distributions. This is expected because these distributions are insensitive to the mechanism by which electrons are ionized, provided only that the electrons are ionized primarily at the peak amplitude of the laser pulse.

Typically we employ a microcanonical ensemble comprising a total of 500,000 points in phase space. We then randomly choose a starting point \((x_0, y_0, z_0, \theta_0, \phi_0)\) from this ensemble as the initial condition for a particular trajectory and then integrate the above classical equations (2) in the presence of both the Coulomb field and the laser field. We continue the integration until such time that the laser pulse bypasses the electron (i.e., the laser field experienced by the electron becomes zero). In this way, we obtain results for one individual trajectory. We then repeat the same process until we obtain statistically unchanged results—i.e., until the normalized energy and angular distributions remain essentially unchanged.

D. Tight-focusing effects

It is well known that the field components of a propagating laser beam must satisfy Maxwell’s equations. When focused by a lens or by a reflecting mirror, a laser beam in the region of the focus is generally well described by a Gaussian profile function provided the beam waist \( w_0 \) is much greater than the laser wavelength \( \lambda \). However, if a laser beam is so tightly focused that the beam waist is of the order of the laser wavelength, then a Gaussian beam description becomes inaccurate. Specifically, tight focusing of a laser beam results in non-Gaussian field components in all three dimensions, even for a laser beam that is linearly polarized outside the focal region. This effect has been analyzed in a number of references [37,49–52]. Thus, we give in what follows only a brief overview of the theory underlying our calculations of these effects.

A monochromatic laser beam propagating in vacuum may be described by means of a vector potential \( \mathbf{A} \) that satisfies the Helmholtz equation \( \nabla^2 \mathbf{A} + k^2 \mathbf{A} = 0 \), where \( k = \omega / c \) is the wave number, \( \omega \) is the laser frequency, and \( c \) is the speed of light. In the Lorentz gauge \( \nabla \cdot \mathbf{A} + \frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} = 0 \), the scalar potential \( \Phi \) can be written in terms of the vector potential—i.e., \( \Phi = (ik) \nabla \cdot \mathbf{A} \)—as can the electric and magnetic field vectors:

\[
\mathbf{E} = -(ik) \nabla (\nabla \cdot \mathbf{A}) - ik\mathbf{A}, \quad \mathbf{B} = \nabla \times \mathbf{A}.
\]  

(13)

For a laser beam assumed to be propagating along the +z axis and linearly polarized along the x axis, the time-independent part of the vector potential is given by \( \mathbf{A} = f(x,y,z)e^{-ikz}\mathbf{e}_x \), where \( \mathbf{e}_x \) is the unit vector along the x axis.
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Making a change of spatial variables—e.g., $\alpha = x/w_0$, $\beta = y/w_0$, and $\eta = z/(k w_0^2)$—we obtain from the Helmholtz equation satisfied by the vector potential $\mathbf{A}$ the following equation for the function $f(x,y,z)$:

$$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} - 2i \frac{\partial}{\partial \eta} \right) f(x,y,z) = -s^2 \frac{\partial^2 f(x,y,z)}{\partial \eta^2} ,$$

(14)

where the parameter $s = 1/k w_0 = \frac{1}{2\pi w_0}$ is a small number for $\lambda \ll w_0$. We now formally expand the solution in powers of the parameter $s$:

$$f(\alpha, \beta, \eta) = f_0(\alpha, \beta, \eta) + s^2 f_2(\alpha, \beta, \eta) + s^4 f_4(\alpha, \beta, \eta) + \cdots .$$

(15)

Substituting this expansion into Eq. (14) and equating terms of the same order in the parameter $s$, we obtain three equations for the functions $f_0$, $f_2$, and $f_4$ in Eq. (15). The zeroth-order solution is $f_0 = i Q \exp(-i p Q)$, where $Q = 1/(i + 2 y)$ and $\rho^2 = p^2 + \beta^2$; it is the familiar Gaussian beam profile. The higher-order solutions are given by $f_2 = (2 i Q + i p Q^3) f_0$ and $f_4 = (-6 Q^2 - 3 p Q^2 - 2 i p Q^4 - 0.5 p^4 Q^4) f_0$. Finally, we obtain the vector potential, $\mathbf{A}(x,y,z) = f_0(x,y,z) + s^2 f_2(x,y,z) + s^4 f_4(x,y,z) e_\eta$, which satisfies the Helmholtz equation up to fifth-order terms in the parameter $s$. The resulting electric and magnetic field components are derived from Eq. (13):

$$E_x = E_0 [1 + s^2 (-\rho^2 Q^2 + i p Q^3 - 2 Q^2 (x/w_0)^2) + s^4 (2 \rho^2 Q^4 + 3 i p Q^5 - 0.5 p^3 Q^6 + (x/w_0)^2) \times (8 \rho^2 Q^4 - 2 i p^4 Q^5)] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(16)

$$E_y = E_0 [s^2 (-2 Q x y/w_0^2) + s^4 (8 \rho^2 Q^4 - 2 i p^4 Q^5) \times x y/w_0^2] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(17)

$$E_z = E_0 [s^2 (-2 Q y w_0^2) + s^4 (8 \rho^2 Q^4 - 2 i p^4 Q^5) \times y w_0^2] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(18)

$$B_x = E_0 [s^2 (-2 Q x y/w_0^2) + s^4 (8 \rho^2 Q^4 - 2 i p^4 Q^5) \times x y/w_0^2] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(19)

$$B_y = E_0 [s^2 (-2 Q y w_0^2) + s^4 (8 \rho^2 Q^4 - 2 i p^4 Q^5) \times y w_0^2] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(20)

$$B_z = E_0 [s^2 (-2 Q y w_0^2) + s^4 (8 \rho^2 Q^4 - 2 i p^4 Q^5) \times y w_0^2] e^{-i Q e^{-i p Q} e^{-i \eta + i \kappa z}},$$

(21)

where $E_0$ is the peak field amplitude at the center of the laser focus (i.e., $x = y = z = 0$), and where the parameters $\rho^2$ and $Q$ may be rewritten as $\rho^2 = [(x^2 + y^2)/w_0^2]$ and $Q = b/(i b + 2 z)$, where $b$ is the focal length, $b = 2 \pi w_0^2/\lambda$. From the above equations, we see that for a linearly polarized laser pulse the largest electric and magnetic field components are $E_x$ and $B_y$, both of which have leading terms of order $s^4$. The other field components arise because of the tight focusing and have magnitudes proportional to low powers of the parameter $s = \frac{\lambda}{2\pi w_0}$. Thus, if the beam waist $w_0$ is much larger than the laser wavelength, these field components can be ignored. However, if the beam waist approaches the order of magnitude of the laser wavelength (as in the case of tight focusing), these focusing-induced fields become significant. In Fig. 2 we show how the longitudinal field component $E_z$ (lower panel) compares to the main electric field component $E_x$ (upper panel). In the case that $w_0 = 10 \mu m$, the longitudinal field $E_z$ is much smaller than $E_x$ (by approximately two orders of magnitude).
magnitude), Figure 2 also indicates that the leading longitudinal field component $E_z$ is asymmetric with respect to the center of the focus. Although this component is very small, it has significant effects on the ionized electron angular and energy distributions, as shown in the next section.

III. RESULTS AND DISCUSSION

Using the three-dimensional (3D) Monte Carlo simulation method described above, we have investigated the acceleration of electrons by an ultrashort, superstrong laser pulse. We treat the electron acceleration in vacuum, in which the electrons are either free electrons or those stripped from highly charged ions by the laser pulse. Typically, we have calculated from 4000 to 12,000 electron trajectories for each case in order to achieve statistically unchanged results.

A. Free electrons as targets

In our 3D Monte Carlo simulations, the laser wavelength is equal to $\lambda=1054$ nm (as for the hybrid Ti:sapphire-Nd:glass laser system [2]) and the laser peak intensity is assumed to be $2\times10^{22}$ W/cm$^2$ when focused to a spot having a beam waist $w_0=10$ $\mu$m. These laser parameters are within current or near-future experimental capabilities [2,6].

The laser pulse is assumed to be linearly polarized along the $x$ axis and to propagate along the $z$ axis. It comprises 15 laser cycles (with a linear turn-on and -off of five-cycles and a five-cycle flat top). At first glance it may seem that with such an ultraintense laser pulse, the production of ultrarelativistic GeV electrons is not surprising. However, it is easy to show that achieving GeV energies solely with such an intense laser pulse is not possible. To elucidate this, we have carried out Monte Carlo simulations using free electrons as targets—i.e., in which free electrons are assumed to be initially at rest and randomly distributed within a cylindrical volume oriented along the $z$ axis, centered about the origin, and having a radius of 5 $\mu$m and a length of 1 mm. In Fig. 3(a) we plot the final electron energies as a function of their ejection angles $\theta$. We find that electrons located initially before the focus (i.e., located in the half of the cylindrical region defined by $z<0$) have a different final-state angular and energy distribution than those electrons located initially after the focus (i.e., in the cylindrical region defined by $z>0$). Specifically, the electrons located initially in the $z<0$ region are accelerated to lower final-state energies and larger ejection angles [indicated by the dashed circle in Fig. 3(a)]. Figure 3(b) shows the normalized energy distribution for the 12,000 electron trajectories that were calculated. It indicates that most electrons acquire energies of less than 200 MeV, even though they interact with such a superstrong laser pulse.

To illustrate the difficulties of using free electrons as targets for laser acceleration of electrons to GeV energies, we present results for a single trajectory in order to exhibit how a free electron responds to the superintense laser field inside the region of the laser focus. Figure 4 presents the laser electric field components experienced by the electron in its rest frame, $E_x(p,z,t)$, $E_y(p,z,t)$, and $E_z(p,z,t)$, which are plotted versus the interaction time in the laboratory frame. One observes an enormous relativistic Doppler effect; i.e., during the course of about 1000 laser periods in the laboratory frame, the electron experiences only about two laser cycles in its rest frame before it is expelled from the region of the laser focus and no longer experiences any electric fields in its rest frame. The laser cycles that the electron therefore “sees” are only those few oscillations occurring during the laser turn-on stage, which have electric field amplitudes that are significantly smaller than the peak laser electric field amplitude of $\sim800$ a.u. (i.e., $\sim4\times10^{12}$ V/cm) Furthermore, as the electron moves out of the region of the laser focus, it experiences also the longitudinal field component $E_z(p,z,t)$, which either accelerates or decelerates the electron, depending on its phase. The electron’s main momentum components and en-
only two laser cycles considered is expelled from the region of the laser focus after ionization of laser polarization much larger than its momentum component along the direction of laser polarization and its rest frame is only approximately 250 MeV. Achieving efficient energy in the laboratory frame are plotted in Fig. 5 for the same trajectory considered in Fig. 4. One sees that for such a superintense laser field, the electron momentum component along the laser propagation direction quickly becomes much larger than its momentum component along the direction of laser polarization owing to the Lorentz force. Nevertheless, because the electron on the trajectory considered is expelled from the region of the laser focus after only two laser cycles (in its rest frame), its final kinetic energy is only approximately 250 MeV. Achieving efficient electron acceleration with free electrons thus appears to require their injection into the region of the laser focus [44,45]. However, in order to overcome the ponderomotive potential, the injected electrons must have initial kinetic energies of \( \sim 10 \text{ MeV} \), which thus requires a separate acceleration step. Moreover, the angle at which the electrons are injected into the focal region is important. An alternative way to accelerate electrons to GeV energies using superintense laser electric fields is to employ highly charged ions as targets [42], which we discuss next.

B. Highly charged ions as targets

The key idea for using highly charged ions (HCIs) as electron sources for laser acceleration is that the deep atomic potential that binds the electron in a highly charged ion can prevent its ionization until the laser pulse reaches its maximum intensity, so that the ionized electron will experience—and be accelerated by—the maximum value of the laser electric field before its eventual expulsion from the region of the laser focus. This scenario implies that one matches the ion target to the intensity of the laser field so that little ionization occurs during the rise time of the laser pulse, but significant ionization occurs in the vicinity of its maximum intensity. Since nowadays essentially any charge state of any atom can be produced [72], there is great flexibility in matching a particular laser peak intensity (which can be varied by adjusting the beam waist in the focal region) to a particular highly charged ion. In the calculations we present here we have therefore chosen highly charged, hydrogenic ions that match well with the parameters of the laser pulse we consider without regard to any other considerations.

To illustrate the difference between using a highly charged ion as a target and using free electrons as targets, consider a particular trajectory for an electron ionized from a hydrogenlike \( \text{Fe}^{25+} \) ion by an ultraintense laser pulse having the same parameters as for the free electron case considered above. Figure 6 presents the laser electric field components experienced by the electron in its rest frame, \( E_x \) and \( E_z \), which are plotted versus the interaction time in the laboratory frame. The \( \text{Fe}^{25+} \) ion in this example is placed initially at the center of the laser focus. From Fig. 6 one sees that owing to the tight binding provided by the nuclear Coulomb field, the electron remains bound during the turn-on (i.e., the first five cycles) of the laser pulse. It remains bound during an additional three (peak-amplitude) cycles of the laser pulse before it becomes ionized. Before ionization, Fig. 6 shows that the number of laser cycles experienced by the electron coincides with the number of laser periods in the laboratory frame. Following ionization, however, the electron on this particular trajectory is quickly accelerated to velocities close to the speed of light. It experiences somewhat more than one laser cycle in its rest frame during a time in the laboratory of about 1000 laser periods, which is a consequence of the relativistic Doppler shift of the laser field in the rest frame of the electron. The electron therefore experiences the peak value of the laser electric field (in the direction of laser polarization) over an extended time in the laboratory frame; i.e., it "rides" or "surfs" on one of the peak (laser amplitude) waves within the laser pulse. Eventually, however, as shown in Fig. 6, the laser electric field along the polarization direction changes sign in the electron rest frame (because the electron velocity \( v_z \) remains slightly less than the speed of light, \( c \), resulting in phase slippage). As shown in Fig. 6(b), this
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Momentum along the laser propagation axis

Interestingly, we see that the phase slippage is furthered by the longitudinal electric field $E_z$ in the laser focal region, which for this particular electron trajectory provides a slight deceleration of electron motion along the $z$ axis. In fact, the laser field changes sign twice along this particular trajectory. Interestingly, we see that the peak positive value of $E_z$ at around the time 190 T has a significantly smaller magnitude than at the peak negative value of $E_z$ at close to 600 T, indicating that during these times the electron on this trajectory gets closer to the laser propagation axis as it is accelerated along positive $z$ and therefore experiences a larger (negative) field at the later time owing to the spatial distribution of our laser pulse field [cf. Eq. (2) of Ref. [42]].

The ionized electron’s energy is plotted versus the interaction time in the laboratory frame in Fig. 7. The ionized electron’s momentum components along the laser propagation axis ($z$ axis) and along the laser polarization direction ($x$ axis) are shown in Fig. 8. One sees that the electron quickly gains and loses energy as the laser electric field in its rest frame changes sign. During the third half laser cycle following its ionization, however, the electron gains a large amount of energy and consequently leaves the laser focus with a final energy of nearly 1.4 GeV. Note that (as shown in Fig. 8) the electron propagates continuously along the $z$ axis despite the change in sign of $E_z$ between about 80 T and 300 T. Even though the electron is decelerated during this time, its velocity along the $z$ axis remains close to that of the speed of light, $c$, with its minimum energies at around 190 T and 600 T still in the range of 3–4 MeV. In part, this uninterrupted motion along the positive $z$ axis is aided by the change in sign of $E_z$ between around 190 T and 400 T. The net result is that along this trajectory the electron keeps moving with the laser pulse until it is eventually out of the region of the laser focus.

The total energy of the electron prior to and just after its ionization by the laser pulse is shown in Fig. 9 for the same trajectory as in Figs. 6 and 7. The dashed line in the upper part of the figure (as well as in the inset) shows the energy value of the effective potential barrier—i.e., the sum of the interaction energies of the electron with the laser electric field and with the Coulomb field of the nucleus. One sees that, as expected, this effective potential barrier takes a minimum value twice per laser cycle after the laser pulse has reached its maximum amplitude—i.e., at $t=5T, 5.5T, 6T, ...$, where $T$ is the laser period. One sees from Fig. 9 that the electron gains energy gradually from the laser pulse. During the five cycles of the laser pulse turn-on, the electron’s total energy remains negative (i.e., it remains bound), indicating that the electron truly does survive the rising front edge of the laser pulse. The inset figure in Fig. 9 indicates on an expanded time scale the instant at which the electron is ionized—i.e., gains sufficient energy from the laser pulse to leap above its effective potential barrier and escape so that it can be accelerated by the peak field of the laser pulse, as shown in Figs. 6 and 7.

Finally, we note that for the electron trajectory considered in Figs. 6–9, which we regard as a typical ionized electron trajectory, the radiative losses during electron acceleration are estimated to be very small. Our estimate employed the well-known relativistic generalization of Lamor’s formula for the instantaneous radiated power [73].
where \( c = 137.036 \) is the speed of light in atomic units, \( \beta = v/c \) is the electron’s relativistic velocity divided by \( c \), and \( \gamma \) is the usual relativistic factor. For the ionized electron trajectory considered in Figs. 6–9 we calculated the instantaneous radiated power and integrated it over time in order to obtain an estimate for the total radiative energy loss. For this trajectory, we obtained a total energy loss of only \( \approx 1.4 \) keV, which is a factor of \( \approx 10^{-5} \) times smaller than the total energy gain of 1.4 GeV along this trajectory. For this reason, we did not consider radiative damping in our calculations.

Using highly charged Fe\(^{25+} \) ions as targets, we have carried out simulations of ultraintense laser acceleration of electrons. Monte Carlo results for the case in which the ions are placed at the center of the laser focus are shown in Fig. 10, in which the ionized electron energies are plotted versus their ejection angles \( \theta \) [defined as \( \theta = \cos^{-1}(p_z/\sqrt{p_x^2 + p_y^2 + p_z^2}) \)]. The laser parameters are the same as those considered in Fig. 3; in particular, the laser beam waist is \( w_0 = 10 \) \( \mu \)m. One sees that, in general, ionized electrons having small ejection angles have higher energies. However, the relation between electron ejection angle and final electron kinetic energy is not monotonic, owing to the longitudinal laser field component \( E_z \). In fact, for electrons having ejection angles \( \theta < 2^\circ \), for each electron ejection angle there is typically a widespread distribution of electron kinetic energies. Nevertheless, one sees that there are many trajectories for electrons ionized from the highly charged Fe\(^{25+} \) ion that have final electron energies above 1 GeV, which contrasts significantly with the case considered earlier of using the same ultraintense laser pulse to accelerate free electrons [cf. Fig. 3(a)].

Figure 11 presents Monte Carlo results for the case that the laser beam waist in the focal region is increased to \( w_0 = 20 \) \( \mu \)m so as to decrease the laser’s longitudinal field component \( E_z \). The laser peak intensity \( (2 \times 10^{22}) \) W/cm\(^2 \), wavelength \( (\lambda = 1054 \) nm\), and pulse duration (15 laser cycles) are the same as those employed in Figs. 3 and 10. Compared to the results shown in Fig. 10 for a laser beam waist of \( w_0 = 10 \) \( \mu \)m, the number of trajectories shown in Fig. 11 for small ejection angles that have final electron energies greater than 1 GeV is far greater. In fact, nearly half the electron trajectories have a final energy above 1 GeV and electrons on a few trajectories reach maximum kinetic energies above 3 GeV. Also, the spread in energies for any particular angle of ejection is reduced.

While the Monte Carlo results presented in Figs. 10 and 11 assume that the target Fe\(^{25+} \) ions are placed at the center of the laser focus, in Fig. 12 we present results for the perhaps more realistic situation that the target ions are distributed within a small spatial volume. Specifically, we assume the ions are randomly distributed within a cylinder having a radius of 10 \( \mu \)m and a longitudinal length of 1 mm along the \( z \) axis, centered at the laser focus. The laser parameters are the same as those in Fig. 11; in particular, \( w_0 = 20 \) \( \mu \)m. The results shown in Fig. 12 for this spatial averaging case indicate that there is no longer even an approximately monochromatic variation of final electron energy versus electron ejection angle, as has been shown also in Ref. [48]. Nevertheless, a significantly large number of electron trajectories still result in final electron kinetic energies above 1 GeV.

FIG. 10. Monte Carlo results for highly charged Fe\(^{25+} \) ions interacting with an intense laser pulse having the same parameters as described in Fig. 3, including a beam waist equal to \( w_0 = 10 \) \( \mu \)m. Ionized electron energies are plotted vs their ejection angle \( \theta \) with respect to the laser propagation axis. The ions are assumed to be placed at the center of the laser focus.

FIG. 11. Monte Carlo results for highly charged Fe\(^{25+} \) ions interacting with an intense laser pulse having the same parameters as described in Fig. 3 except that the beam waist here is equal to \( w_0 = 20 \) \( \mu \)m. Ionized electron energies are plotted vs their ejection angle \( \theta \) with respect to the laser propagation axis. The ions are assumed to be placed at the center of the laser focus.

FIG. 12. Spatially averaged Monte Carlo results for the same laser parameters as for the results in Fig. 11. Spatial averaging was carried out by randomly placing target Fe\(^{25+} \) ions inside a cylinder centered at the laser focus and having a radius of 10 \( \mu \)m and a longitudinal length of 1 mm.
FIG. 13. Monte Carlo results for highly charged Fe\textsuperscript{25+} ions (located at the laser focus) interacting with an intense laser pulse having the same parameters as for the results in Fig. 11 except for a duration that is 5 times longer—i.e., having 75 cycles, including a 25-cycle rise time, 25-cycle flat top, and a 25-cycle turn-off. Ionized electron energies are plotted vs their ejection angle $\theta$ with respect to the laser propagation axis.

C. Dependence of ionized electron energies on laser pulse duration and on the charge of the HCI

To investigate the effect of laser duration on the energy spectrum of the ionized electrons, we have carried out Monte Carlo calculations using different pulse durations. As an example, Fig. 13 shows results for the case of a 75-cycle laser pulse having a linear turn-on and turn-off of 25 laser cycles each and a 25-cycle flat top. The laser intensity is $2 \times 10^{22}$ W/cm$^2$, the beam waist is $w_0 = 20 \mu$m, and the wavelength is 1054 nm. These laser parameters are the same as for the short-pulse (15-laser-cycle) case whose results are shown in Fig. 11. Comparing the long-pulse results in Fig. 13 to the short-pulse results in Fig. 11, we see that there is little difference in the spectrum of ionized electron energies despite the factor of 5 difference in laser pulse lengths. Note that to ensure that quantum-mechanical tunneling ionization is insignificant in our classical calculations, we have verified (using the ADK tunneling formula for ions [71]) that the tunneling ionization probability over the rise time of our short pulse is much less than 1% (it is actually about 0.26%); thus, even for the case of a 5-times-longer pulse, the probability of tunneling ionization during the rise time of the pulse is quite small. Hence the present classical prediction of an unchanged ionized electron energy spectrum with increasing pulse duration is expected to be valid. Thus, experiments using HCI’s for laser acceleration of electrons appear to be feasible for ultraintense, long laser pulses having durations of the order of $\sim 200$ fs, which is appropriate for current petawatt laser systems [2].

The other issue of using HCI’s for laser acceleration of electrons is the dependence on the charge state of the highly charged ion. To investigate this effect, we carried out a Monte Carlo simulation employing (hydrogenlike) Co\textsuperscript{26+} ($Z = 27$) ions as targets instead of Fe\textsuperscript{25+} ($Z = 26$). Owing to its stronger binding potential, for Co\textsuperscript{26+} we must apply a more intense laser pulse to ionize the electron initially bound by the ionic core, Co\textsuperscript{27+}. Specifically, we use an ultraintense laser pulse with an intensity of $2.49 \times 10^{22}$ W/cm$^2$, a wavelength of 1054 nm, and a pulse duration of 15 laser cycles.

The simulation results are shown in Fig. 14 for the case of a beam waist of $w_0 = 20 \mu$m. Similar to the situation considered in Fig. 11, the ions were placed at the center of the laser focus. Figure 14 indicates that the electron energy distribution is quite similar to that shown in Fig. 11 for the Fe\textsuperscript{25+} ($Z = 26$) ion target, with the majority of electron trajectories having final-state electron energies above 1 GeV despite the focusing-induced longitudinal field component $E_z$.

There appears, therefore, to be substantial flexibility in the choice of the particular HCI used as a target. However, for any particular choice of ion, one must also choose an appropriate laser intensity. In our calculations we have chosen the laser intensity for a given hydrogenic ion (having nuclear charge $Z$) in such a way that the ionization probability during the rise time of the pulse is less than 1%. A rough scaling law can be estimated as follows: the ADK tunneling ionization rate (averaged over a laser period) is

$$ R(Z,I) = \sqrt{\frac{12}{\pi}} \frac{Z^7}{F} \exp \left( -\frac{2Z^3}{3F} \right) $$

where the laser electric field amplitude $F$ is in atomic units (a.u.) and is related to the laser intensity $I$ by

$$ F \text{(a.u.)} = 5.338 \times 10^{-9} \sqrt{I} \text{(W/cm}^2). $$

One sees that in the argument of the exponential, the laser amplitude scales as $Z^3$. Thus, when increasing the nuclear charge from $Z = 26$ to $Z = 27$, the laser intensity must be increased by about 25% in order to ionize the bound electron when the laser pulse reaches its peak intensity. More accurately, and especially for larger fractional changes in $Z$, the preexponential factor in Eq. (23) must be taken into account in choosing the optimal laser intensity for a given nuclear charge. This approximate scaling of laser intensity with $Z$ is demonstrated in Table I. One sees clearly that by increasing the laser intensity by about 25% when the nuclear charge is changed from $Z = 26$ to $Z = 27$, the ADK ionization rates remain approximately the same, both during the five-cycle “ramp” and during the five-cycle flat top of the laser pulse. One sees also that the CTMC ionization probabilities, defined as the percentage of classical trajectories that result in
ionization, also remain approximately the same. Remarkably, one sees that the CTMC ionization probabilities are in reasonable (i.e., within a factor of 2) agreement with the quantum ADK estimates. We emphasize that the analysis presented in this paper concerns the energy and angular distributions of ionized electrons and that the absolute amount of ionization is not essential for these analyses.

Owing to the great sensitivity of the ionization rate on $Z$, we expect that if there are HCI targets of mixed charge states, the laser will selectively ionize only electrons from one of the charge states. For example, if in the laser focal region there are ion charge states $Z=25\rightarrow 27$, we expect that a laser having an intensity of $I=2\times10^{22}$ W/cm$^2$ will ionize $Z=25$ ions during its turn-on stage (thereby not accelerating them to GeV energies), will ionize $Z=26$ ions at its peak laser intensity (thereby resulting in efficient acceleration of electrons to GeV energies), and will not ionize significantly those ions with higher charge states (e.g., $Z=27$).

D. Spatial distribution of ionized electrons

To estimate the spatial distribution of electrons accelerated by an ultraintense laser pulse, we consider a detecting plane placed perpendicularly to the laser propagation along the $z$ axis and located a distance of 10 cm from the center of the laser focus. We calculate the expected position on this plane placed perpendicularly to the laser propagation along an axis and located a distance of 10 cm from the center of the laser focus. Parameters are the same as for Fig. 15(b), but for the case that the Fe$^{25+}$ ions are initially distributed within a cylinder centered at the laser focus and having a radius of $r=10$ $\mu$m and a longitudinal length of 1 mm.

FIG. 15. Spatial distribution of ionized electrons in a detection plane perpendicular to the laser propagation direction (along the $z$ axis) and located 10 cm from the center of the laser focus. (a) Results for the ionized electron distribution shown in Fig. 10, having $w_0=10$ $\mu$m. (b) Results for the ionized electron distribution shown in Fig. 11, having $w_0=20$ $\mu$m.

FIG. 16. Effect of spatial averaging of the initial ion distribution (within the laser focal region) on the ionized electron spatial distribution in a detection plane perpendicular to the laser propagation direction (along the $z$ axis) and located 10 cm from the center of the laser focus. Parameters are the same as for Fig. 15(b), but for the case that the Fe$^{25+}$ ions are initially distributed within a cylinder centered at the laser focus and having a radius of $r=10$ $\mu$m and a longitudinal length of 1 mm.

groups originate from ionization events taking place at the positive or negative laser field maxima (which correspond to the distributions for negative or positive $x$, respectively). Comparing Figs. 15(a) and 15(b), we find that for the larger beam waist ($w_0=20$ $\mu$m) the electron distribution is relatively more compact than for the smaller one ($w_0=10$ $\mu$m). This fact is a result of the dependence of the longitudinal field $E_z$ on the laser beam waist [cf. Eq. (18)]. The larger $w_0$, the smaller $E_z$, and hence the less distortion of the electron spatial distribution.

Note that the results shown in Figs. 15(a) and 15(b) are for the case in which the ions are assumed to be placed initially at the center of the laser focus. More realistically, the target ions would be distributed within a spatial volume centered about the laser focus. Taking into account this spatial averaging, whose effect on the ionized electron energy distribution is shown in Fig. 12 for a beam waist of $w_0=20$ $\mu$m, we obtain the spatial distribution of ionized electrons shown in Fig. 16. Our results correspond to those shown in Fig. 15(b), except that here the ions are assumed to be randomly distributed within a cylinder having a radius of $r=10$ $\mu$m and a longitudinal length of 1 mm. One sees that the electron distribution is very extended (with distances measured in cm) along both the $x$ and $y$ axes, although the peak electron density is along the laser propagation direction (i.e., $x=y=0$).

IV. SUMMARY AND CONCLUSIONS

We have used a three-dimensional classical trajectory Monte Carlo method to investigate electron acceleration by...
means of ultraintense laser pulse interactions with highly charged, hydrogenic ions. We have analyzed the dynamics of laser acceleration of the electrons in detail. We find that highly charged ions are good candidates as electron sources for ultraintense laser acceleration owing to the fact that their bound electrons are so tightly bound within the highly charged ionic cores that they are able to remain bound during the turn-on duration of the laser pulse. When such electrons are ionized at the peak laser intensity, they are quickly accelerated along the laser propagation axis by the huge laser Lorentz force, \( v \times B \). Therefore, these electrons can “surf” on the propagating laser wave and continue being accelerated to energies of the order of GeV. Furthermore, tight laser focusing effects have been analyzed in detail. Our CTMC simulations demonstrate that the tight-focusing-induced longitudinal field \( E_z \) serves to destroy the monochromatic relation between ionized electron energy and electron ejection angle. Nevertheless, large numbers of GeV electrons are still produced for the case of tight focusing, and for some trajectories, the ionized electron energies are higher than for the case of loose focusing. Experimentally, highly charged ions may be produced either by employing a laser prepulse [12,13] or by various electronic, atomic, or ionic collision processes [74]. The highest ion densities produced by collision processes can either at present or in the near future reach \( 10^9 \text{cm}^{-3} \) [72,74]; in the more distant future, ion densities of \( 10^{14} \text{cm}^{-3} \) may become possible [75]. A double-pulse scheme might also be feasible in which a laser pulse is split into two subpulses, one of which is first used to irradiate a cluster or a solid target, thereby producing highly charged ions, and the other of which may be delayed so that it interacts directly with the highly charged ions that are produced. However, one needs to make sure that the subsequent accelerating laser pulse can penetrate into the ion plasma that is produced. Otherwise, an ion beam source may be required.
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