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Abstract—This paper addresses the two-layer dynamic traffic grooming problem in wavelength-division-multiplexed (WDM) mesh optical networks subject to resource constraints and the generalized wavelength continuity (GWC) constraint. The GWC constraint is a relaxed wavelength continuity constraint which incorporates various kinds of wavelength conversion capabilities that exist in optical networks. As an improvement over the existing layered auxiliary graph (layered-AG) approach which represents each wavelength separately in the auxiliary graph, we introduce a largely simplified link bundled auxiliary graph (LBAG) model and propose the SAG-LB method to find paths and assign wavelengths for new lightpaths subject to the GWC constraint. We propose the constrained integrated grooming algorithm (CIGA) based on the LBAG model. A grooming policy influences the resource utilization by determining the weight function of the auxiliary graph. We propose the least resource path first (LR) grooming policy, which is an improvement over the existing grooming policies in the literature, by integrating the wavelength and transceiver metrics together. Simulation results show that the LBAG model achieves a comparable blocking performance with the layered-AG approach while using a significantly less amount of running time. We also present the worst case time complexity analysis of the CIGA grooming algorithm and evaluate the performance of the LR grooming policy by simulation.

Index Terms—Auxiliary graph, constrained path selection, link bundling, traffic grooming, wavelength continuity constraint, wavelength-division multiplexing (WDM).

I. INTRODUCTION

The explosively growing Internet demands a large volume of network bandwidth. Wavelength-division-multiplexing (WDM) technology is a cost-effective approach to meet this need. WDM technology provides huge bandwidth in a fiber by allowing simultaneous transmission of traffic on multiple wavelengths in the fiber. While the transmission capacity of a single wavelength reaches 10 Gb/s (OC-192) or even higher, the capacity requirement of a connection (or circuit) request may be far less than that, possibly as low as 155 Mb/s (OC-3) or 622 Mb/s (OC-12). Thus, an essential functionality of a WDM network, referred to as traffic grooming [1]–[5], is to aggregate low speed traffic connections onto high-speed wavelength channels in a resource-efficient way, that is, to minimize the resources consumed when the connection requests to be satisfied are given or to maximize the network throughput when the resources are given.

In a wavelength-routed network, optical cross-connects (OXC s) are connected by fiber links. All the fiber links form the physical topology of the optical network. A wavelength path is referred to as a lightpath, which may span several physical links and uses one wavelength on each link along its path. At the source node of a lightpath, a transmitter is used to generate an optical signal from an electronic signal. At the destination node of a lightpath, a receiver is used to convert the optical signal into an electronic signal. All the lightpaths established over the physical topology form the virtual topology. The traffic connections are routed over the virtual topology. Therefore, the traffic grooming problem in wavelength-routed networks is generally a two-layer routing problem with connections routed over the physical topology layer and lightpaths routed over physical links in the physical topology layer, as illustrated in Fig. 1.

For the dynamic traffic grooming problem at the network operation stage, connection requests arrive and depart dynamically. As resources have already been deployed in the network and will remain unchanged for some time, the objective of a dynamic traffic grooming algorithm is to maximize network throughput, or minimize the blocking probability of connection requests. To achieve this objective, the grooming algorithm must provision resource-efficient routes for both lightpaths and connections.
Depending on the wavelength conversion [6] capability of the OXCs, a lightpath may or may not be required to use the same wavelength along its path. For example, in an all-optical wavelength-routed network without wavelength conversion capability, the wavelength continuity constraint must be enforced. Alternatively, in a wavelength-routed network deployed with O/E/O OXCs, where full wavelength conversion capability is available, a lightpath may use any wavelength available on the links along its path. Because wavelength conversion capability relays the wavelength continuity constraint, more lightpaths may be established in a network with wavelength conversion capability than in a network without wavelength conversion capability. However, in practice, limited-range wavelength conversion [7] may be utilized instead of full wavelength conversion, because the latter is technically more difficult to achieve in the optical domain than the former one. Because wavelength converters are still relatively expensive devices, it might be more practical to deploy wavelength conversion capability in a small fraction of the network nodes, which is referred to as sparse wavelength conversion [8]. Thus, for a real wavelength-routed network, various wavelength conversion schemes may be deployed at different nodes. Correspondingly, the wavelength continuity constraint must be generalized to accommodate all these scenarios.

The static traffic grooming problem has been studied in [1] and [19]. Integer linear programming (ILP) formulations were presented to optimize resource cost or maximize network throughput when a fixed traffic pattern is given. Since Internet traffic is inherently dynamic, both [12] and [13] proposed grooming heuristic algorithms for the dynamic traffic grooming problem without considering the generalized wavelength continuity (GWC) constraint. The layered auxiliary graph (layered-AG) model proposed in [14] and [15] can be used to address the GWC constraint. Similar to the approach in [16], the layered-AG model has one layer for each wavelength. As a result, it has \( W + 2 \) layers including the lightpath and access layers and each layer has \( 2 \times N \) nodes, where \( N \) is the number of nodes in the network and \( W \) is the number of wavelengths supported on each fiber link. The total number of nodes in the auxiliary graph is \( 2 \times N \times (W + 2) \). This approach expresses the GWC constraint in the structure of the auxiliary graph. Therefore, an ordinary shortest path algorithm such as Dijkstra’s algorithm can be used as the grooming algorithm. The worst case time complexity of the Dijkstra’s algorithm is \( O([V]^2) \), where \([V]\) is the number of nodes in the graph. Thus, for a Dijkstra based grooming algorithm without considering additional constraints, the worst case time complexity would be \( O(N^2[W]^2) \). In a dense WDM (DWDM) optical network, a pair of nodes may be connected by tens of fibers and each fiber may contain hundreds of wavelengths. As the size of the auxiliary graph increases linearly with the number of wavelengths, this approach may cause scalability problem for the grooming algorithm.

In this paper, we introduce a simplified auxiliary graph using the link bundling concept. All \( W \) wavelengths are packed into a single physical layer in the auxiliary graph. In addition, the GWC constraint is not represented directly in the structure of the auxiliary graph. Instead, it is expressed as a constraint on the path. The grooming algorithm then becomes a constraint based routing problem. Its goal is to find the shortest path in the auxiliary graph subject to the constraint. The weights of the edges in the auxiliary graph are determined by grooming policies. To solve the constrained dynamic traffic grooming (CDTG) problem, we propose the SAG-LB method in Section IV-C to find a feasible path and assign wavelengths for a new lightpath. With this method, we propose the constrained integrated grooming algorithm (CIGA). We further propose the least resource path first (LR) grooming policy, which integrates the wavelength and transceiver metrics together. We compare the LR grooming policy with two existing grooming policies from the literature.

The rest of the paper is organized as follows. Section II introduces an integrated grooming architecture. Section III states a formal description of the CDTG problem. Section IV introduces the link bundled auxiliary graph (LBAG) model and describes the SAG-LB method to solve GWC constraint problem. Section V presents the CIGA grooming algorithm based on the LBAG model. Section VI presents the grooming policies, including two existing grooming policies from the literature and the LR grooming policy we proposed. Section VII describes the numerical results of our simulation. Section VIII concludes the paper. The Appendix provides the proofs of the theorems presented in Section IV-B.

II. GROOMING ARCHITECTURE

In this section, we first introduce two grooming approaches based on an overlay model and a peer model [9], respectively. Then, we describe the integrated grooming architecture used in this paper. Finally, we describe the support of grooming functionality from generalized multiprotocol label switching (GMPLS) [10] technologies.

A. Grooming Approaches

Operationally, the two layers involved in the traffic grooming can be managed separately or jointly, corresponding to an overlay or a peer deployment model, respectively. For the overlay model, the routing of lightpaths over the physical topology and the routing of connections over the virtual topology are managed by two control planes. Therefore, the client layer (the virtual topology layer) can only see lightpaths provided by the server layer (the physical topology layer). The internal structure of the physical topology is invisible to the client layer control plane. For the peer model, the two layers are managed by a single control plane. Therefore, the control plane has all the information about the two layers and the routing decisions of lightpath and connections can be considered jointly.

Depending on the deployment models, there are generally two approaches to address the traffic grooming problem. For the overlay model, the routing decisions in the two layers are considered independently. Each layer has its own routing algorithms. Specifically, the lightpath provisioning problem in the physical topology is studied as routing and wavelength assignment (RWA) problem in the literature. For the peer model, an integrated grooming algorithm is needed in the control plane to provision both lightpaths and connections.
Fig. 2. Integrated grooming architecture.

B. Integrated Grooming Architecture

In this paper, we assume the integrated grooming approach (the peer model). Fig. 2 shows the essential components involved in the integrated grooming architecture. The client component refers to the entity generating connection requests to the grooming algorithm. The grooming algorithm tries to select a path for each request based on the current state of the network and grooming policy. If the grooming algorithm successfully finds a path, it will invoke the signaling protocol component to set up the connection for this request. If necessary, new lightpaths may be established before the setup of the connection. The routing protocol collects link state information from other nodes and broadcasts the local state information to the network. The OXC component must support wavelength and sub-wavelength switching. Depending on the implementation, the two-level switching OXC can be physically separate or integrated. Whatever the hardware implementation, the integrated grooming architecture assumes the two-level switching is managed by a uniform control plane.

C. Grooming With GMPLS

GMPLS [10] technologies are expected to serve as the common control plane of the next-generation optical networks. GMPLS extends multiprotocol label switching (MPLS) [11] to support time-division (e.g., SONET/SDH), wavelength, waveband, and spatial (e.g., fiber) switching. In GMPLS, the channels at different granularities such as SONET circuits, lightpaths, etc., are uniformly named as label switched paths (LSPs). To maintain a flexible LSP hierarchy, GMPLS supports nested LSP (LSP within LSP), which allows lower rate LSPs to be nested in a higher rate LSP. With the nested LSP concept, GMPLS supports the traffic grooming function by nesting subwavelength LSPs such as SONET circuits onto lightpath LSPs.

As with MPLS, GMPLS extends traditional interior gateway routing protocols (IGPs) such as OSPF and IS-IS to support constraint-based routing (CBR). The constraints for CBR calculation can be resource-related, performance-related, or administrative in nature. Specifically, the GWC constraint can be classified as a resource-related constraint for GMPLS routing calculation. Once the path of an LSP is found, the LSP can be established using one of the signaling protocols extended from CR-LDP and RSVP-TE.

III. PROBLEM DEFINITION

In this section, the CDTG problem considered in this paper is formulated in terms of inputs, constraints, and objective function.

A. Inputs

1) Physical topology represented as a unidirectional graph $G_p = (V_p, E_p)$, where $V_p$ is a set of network nodes and $E_p \subseteq V_p \times V_p$ is the set of fiber links connecting the nodes. The number of nodes is $N = |V_p|$. The set of wavelengths supported by each fiber is $W$ and the capacity of each wavelength is $C$. We assume that the same set of wavelengths is deployed on every link. The capacity of a wavelength is normalized to an integer $C$ based on the smallest grooming granularity in the network. For example, if one wavelength supports an OC-48 channel, and the smallest grooming granularity is OC-3, then $C$ equals $48/3 = 16$.

2) The number of transmitter and receiver pairs at each node is $\Delta_i$ ($1 \leq i \leq N$). In this study, we assume the transceivers are tunable to any wavelength operating on the fiber.

3) The wavelength conversion capability in the network is represented as a function $f_{wc}: W \times W \times V \rightarrow \{0, 1\}$, where $f_{wc}(\lambda_1, \lambda_2, u) = 1$ if and only if wavelength $\lambda_1$ can be converted to wavelength $\lambda_2$ at node $u$. Specifically, for a node $u$ without wavelength conversion capability, $f_{wc}(\lambda_1, \lambda_2, u) = 1$ if and only if $\lambda_1 = \lambda_2$; for a node $u$ with full wavelength conversion capability, $f_{wc}(\lambda_1, \lambda_2, u) = 1 \forall \lambda_1, \lambda_2 \in W$.

4) Virtual topology represented as a unidirectional graph $G_v = (V_v, E_v)$, where $V_v \subseteq V_p$, and $E_v \subseteq V_v \times V_v$ is the set of lightpaths connecting the nodes. Initially, $E_v = \emptyset$. An important assumption about the wavelength-routed network is that the network is reconfigurable, that is, the virtual topology can be dynamically changed to best serve the current set of connection requests. In this paper, we adapt an automatically gradual evolution strategy for the virtual topology. New lightpaths are established only when a new connection request is coming and needs these new lightpaths in its path. On the other hand, when a connection departs, some lightpaths may left not be used by any connections. These unused lightpaths are to be torn down.

5) The set of connection rates (granularities) supported in the network is $X$. Dynamic traffic demand ($\Psi$) is represented as a sequence of connection requests $\varphi(s, d, t, \Delta t, x)$, where $s$ is source node, $d$ is destination node, $t$ is the arrival time of the connection request, $\Delta t$ is the required service time for this request, and $x \in X$ is the connection rate in normalized traffic unit.

B. Constraints

1) Wavelength Constraint: Let $\omega(u, v)$ be the set of available wavelengths on the edge $(u, v)$. To establish a lightpath on a path $p$, $\omega(u, v) \neq \emptyset$ must be true for any edge $(u, v)$ in the path $p$. 

... (Remaining sections of the text are not highlighted. The text continues with detailed explanations of constraints and problem definitions.)
2) **Transceiver Constraint:** To establish a lightpath from node \( u \) to \( v \), node \( u \) must have an available transmitter and node \( v \) must have an available receiver.

3) **Generalized Wavelength Continuity Constraint:** Define \( W_C(A, u) \) as the set of wavelengths that can be converted from a wavelength set \( A \) at the node \( u \) and \( W_r(A, u) \) as the set of wavelengths that can be converted to one of wavelengths in set \( A \) at the node \( u \). \( W_C(A, u) \) and \( W_r(A, u) \) can be calculated using (1) and (2), respectively.

\[
W_C(A, u) = \bigcup_{\lambda_1 \in A} \{ \lambda_2 | \lambda_2 \in W \text{ and } f_{wc}(\lambda_1, \lambda_2, u) = 1 \} \quad (1)
\]

\[
W_r(A, u) = \bigcup_{\lambda_2 \in A} \{ \lambda_1 | \lambda_1 \in W \text{ and } f_{wc}(\lambda_1, \lambda_2, u) = 1 \} \quad (2)
\]

For a path \( p(v_1, v_2, \ldots, v_k) \), define \( \lambda_i \) as the assigned wavelength for edge \((v_{i-1}, v_i)\) (\(1 \leq i \leq k\)). The GWC constraint is said to be satisfied if and only if the following conditions are met for the wavelength \( \lambda_i \) (\(1 \leq i \leq k\)):

\[
\lambda_i \in W_r(v_{i-1}, v_i), \quad \text{for } 1 \leq i \leq k \quad (3)
\]

\[
\lambda_i \in W_c(\lambda_{i-1}, v_{i}), \quad \text{for } 2 \leq i \leq k \quad (4)
\]

4) **Lightpath Capacity Constraint:** The total bandwidth of all the connections carried over a lightpath must not be larger than the bandwidth of a lightpath.

### C. Objective

The objective of the CDTG problem is to maintain a dynamically changing virtual topology and find a path subject to all the constraints in the virtual topology for each connection request. The path may include both existing and new lightpaths. If it has new lightpaths, then new lightpaths must be established before the connection can be set up. If no path can be found for this request, it is blocked. The solution can be defined as a function \( s: \Psi \rightarrow \{0, 1\} \), where, for each request \( \varphi \in \Psi \), \( s(\varphi) = 1 \) if and only if \( \varphi \) is satisfied. If \( s(\varphi) \) is the associated value of the request \( \varphi \), the optimal solution to the problem is to define the function \( s(\varphi) \) so that the weighted sum of all the successfully routed traffic \( wst(\Psi) \) as defined in (5) is maximized:

\[
\text{wst}(\Psi) = \sum_{\varphi \in \Psi} v(\varphi) \times s(\varphi) \quad (5)
\]

where \( v(\varphi) \) is the associated value of the request \( \varphi \). Depending on the scenario, \( v(\varphi) \) can be defined as the bandwidth of the request \( \varphi \), the product of its bandwidth, and holding time, etc.

This global optimal objective can possibly be achieved only if all the connection requests are known in advance. In that case, some earlier requests may need to be blocked to satisfy more valuable later requests, even though the earlier requests can be satisfied at the time they arrive. However, in a dynamic environment, the earlier requests cannot have any knowledge of the later requests. Therefore, the grooming algorithm has to try its best to satisfy each arriving request. In this case, the grooming algorithm can only count on the grooming policy to influence the path selection of each request. It is expected that a good grooming policy would use the network resource efficiently and generate an overall near-optimal solution.

### IV. LINK BUNDLED AUXILIARY GRAPH (LBAG) MODEL

In this section, we first present our LBAG model, and then describe the method used to solve the GWC constraint in the LBAG model.

#### A. Link Bundled Auxiliary Graph (LBAG)

Link bundling is a concept introduced in GMPLS to assist the management of a network with an excessive number of links between two adjacent nodes. For link-state routing protocols, if link bundling is not used, the information about each wavelength has to be advertised separately in the network. This is a huge traffic overhead and burdens routing protocols. With link bundling, links with the same properties can be advertised as a single bundled link in the routing protocols. Link bundling techniques reduce the amount of link state information that has to be advertised by the routing protocols and, therefore, improves the scalability of routing protocols.

Using the link bundling concept, the layered-AG in earlier work [14]–[16] (described in Section I) can be largely simplified. For a network with physical topology \( G_p = (V_p, E_p) \), the LBAG \( G_{lb} = (V_a, E_a) \) is constructed as a two-layered graph with \( |V_p| \) nodes in each layer. The two layers are called the physical layer and the lightpath layer, respectively. For each node in the network, there are two nodes, one in each layer, in the auxiliary graph. The two nodes are called the physical node and the virtual node, respectively.

The edges in the physical layer represent the links in the physical topology and the edges in the lightpath layer represent the lightpaths in the virtual topology. In addition, the edges between the lightpath layer and physical layers represent transceiver resource. Fig. 3(b) shows an example of the LBAG model for a four-node sample network, as shown in Fig. 3(a). For comparison reasons, Fig. 3(c) shows how the layered-AG [14] would look like for the same sample network.

The three categories of edges in the LBAG are constructed as follows.

1) **Wavelength Edges** \( E_{aw} \): For a link from node \( u \) to \( v \) in the physical topology, there is a wavelength edge from physical
node \( u \) to \( v \) in the auxiliary graph. No matter how many fibers and wavelengths in a single link, a single wavelength edge is used in the auxiliary graph. At operation time, if no wavelength is available on a link, the corresponding wavelength edge is removed from the auxiliary graph or alternatively its metric is set to \( \infty \).

2) Lightpath Edges \((E_L)\): For each lightpath from node \( u \) to \( v \) in the virtual topology, there is a lightpath edge from virtual node \( u \) to \( v \) in the auxiliary graph. For a specific connection request, if the available bandwidth on a lightpath is smaller than the bandwidth requirement of the request, the lightpath edge may be temporarily removed or alternatively its metric is set to \( \infty \).

3) Transceiver Edges: Transceiver edges are connecting the lightpath layer and physical layer in the auxiliary graph. They represent the transceiver resource in the network. Transceiver edges can be further divided into transmitter edges \((E_T)\) and receiver edges \((E_R)\). For a node \( u \), if there are transmitters available, then there is a transmitter edge from virtual node \( u \) to physical node \( u \) in the auxiliary graph. On the other hand, if there are receivers available on this node, then there is a receiver edge from physical node \( u \) to virtual node \( u \) in the auxiliary graph.

A valid path in the LBAG should always begin and end in the lightpath layer. Once the path enters the physical layer through a transmitter edge, it implies a new lightpath will be established. The source node of the new lightpath is the node whose transmitter the transmitter edge represents. Finally, the path will enter the lightpath layer again through a receiver edge. The node whose receiver the receiver edge represents is the destination node of the new lightpath. A path may have multiple subpaths alternating in the physical layer and lightpath layer. Therefore, multiple new lightpaths may need to be established. Fig. 4 shows a path from node 4 to node 1 in the auxiliary graph. If a connection is to be routed on this path, a new lightpath from node 3 to node 2 must be established first. Then, the connection is routed on the three-hop path in the virtual topology.

B. Generalized Wavelength Continuity Constraint

To find a path in the LBAG for a connection, we must ensure that the subpaths in the physical layer satisfy the GWC constraint. This section proves several theorems which can be used to solve this problem. Specifically, a path in this section refers to a subpath in the physical layer of a LBAG.

Definition 1: For a path \( p(v_0, v_1, \ldots, v_k) \), define path forward compatible wavelength set (PFC-WS) \( W_f(p, v_i) \) \((0 \leq i \leq k)\) as (6), which calculates the set of available wavelengths at the last link \((v_{i-1}, v_i)\) of the subpath \( p_i(v_{i-1}, v_i) \) that can be used to establish a lightpath on \( p_i \) when the calculation proceeds in the forward direction from the source node \( v_0 \). For simplicity, \( W_f(p) \) is used to represent \( W_f(p, v_k) \).

\[
W_f(p, v_i) = \begin{cases} W_i & \text{if } i = 0 \\ W_c(W_f(p, v_{i-1}), v_{i-1}) \cap W_a(v_{i-1}, v_i) & \text{if } 1 \leq i \leq k \end{cases}
\] (6)

Definition 2: For a path \( p(v_0, v_1, \ldots, v_k) \), define path backward compatible wavelength set (PBC-WS) \( W_b(p, v_i) \) \((0 \leq i \leq k)\) as (7), which calculates the set of available wavelengths at the first link \((v_i, v_{i+1})\) of the subpath \( p_i(v_i, v_{i+1}) \) that can be used to establish a lightpath on \( p_i \) when the calculation proceeds in the backward direction from the destination node \( v_k \). For simplicity, \( W_b(p) \) is used to represent \( W_b(p, v_0) \).

\[
W_b(p, v_i) = \begin{cases} W_i & \text{if } i = k \\ W_r(W_b(p, v_{i+1}), v_i) \cap W_a(v_i, v_{i+1}) & \text{if } 0 \leq i \leq k-1 \end{cases}
\] (7)

Theorem 1: For a path \( p(v_0, v_1, \ldots, v_k) \), if \( W_f(p, v_k) \notin \emptyset \), then (8) gives a feasible wavelength assignment satisfying the GWC constraint.

\[
\lambda = \begin{cases} \forall \lambda \in W_f(p, v_k) & \text{if } i = k \\ \forall \lambda \in \{W_r(W_f(p, v_{i+1}), v_i) \cap W_a(v_i, v_{i+1}) & \text{if } 1 \leq i \leq k-1 \end{cases}
\] (8)

Theorem 2: For a path \( p(v_0, v_1, \ldots, v_k) \), the GWC constraint is satisfied if and only if \( W_f(p, v_k) \notin \emptyset \).

Theorem 3: For a path \( p(v_0, v_1, \ldots, v_k) \), the GWC constraint is satisfied if and only if \( W_b(p, v_0) \notin \emptyset \).

This theorem complements Theorem 2 by considering the GWC constraint from the destination node of a path.

Theorem 4: For a path \( p(v_0, v_1, \ldots, v_k) \), the GWC constraint is satisfied if and only if \( W_c(W_f(p, v_k), v_i) \cap W_b(p, v_i) \notin \emptyset \) for any \( 0 \leq i \leq k \).

Theorem 4 is a generalized theorem of Theorems 2 and 3.

Please see the Appendix for the proofs of the Theorems 1 and 2. The proofs for Theorems 3 and 4 are similar and, hence, omitted.

C. Simplified Auxiliary Graph With Link Bundling (SAG-LB) Method

With the above theorems, we propose a simplified auxiliary graph with link bundling (SAG-LB) method to solve the GWC constraint problem for subpaths in the physical layer. The SAG-LB method has two steps.

Step 1) Find a feasible path satisfying all the constraints. For the GWC constraint, we can calculate the PFC-WS (see Definition 1) once the path search enters the physical layer. If PFC-WS is not empty for the last wavelength edge, then by Theorem 2, we know that a feasible wavelength assignment is available for the current subpath in the physical layer. If PFC-WS is empty for the last wavelength edge, then this path can be safely removed from the search space since it is not possible to find a feasible wavelength assignment on this subpath.
Dijkstra. Note that the intermediate nodes need to be calculated.

Suppose nodes $i, j$ are on edge $e$ in the physical layer, then to $i$ in $e$. On the other hand, if the algorithm explores nodes does not have wavelength. Specially, the calculation in Fig. 5 shows there is a shortest path from $i$ to a $j$. To $i$ to $j$, has limited-range wavelength on edge $e$ from $i$ to $j$. Note that only physical (or wavelength) layers are shown in this figure for simplicity.

Step 2) Once a feasible path is selected, we can find a feasible wavelength assignment for each physical layer subpath contained in this path using (8) in Theorem 1. If there is more than one wavelength which can be assigned for an edge by (8), then any wavelength assignment heuristic such as first-fit, random, most-used heuristics [20] can be used to select a wavelength.

Fig. 5 illustrates the SAG-LB method for a subpath in the physical layer, where each fiber supports four wavelengths. Fig. 5(a) shows the conventional approach to represent each wavelength separately and express wavelength conversion capability using $2 \times W$ ($W = 4$) nodes for each network node. Fig. 5(b) shows the process of applying the SAG-LB method. First, we calculate $W_f$ for each edge. By Theorem 1, $W_f(p, t_i) \neq \emptyset$ implies that the GWC constraint is satisfied. If all the other constraints are satisfied, we can assign wavelength for each edge using (8) in Theorem 1. The wavelength assignment starts from the last edge $(t_3, v_1)$ and ends with the first edge $(v_0, t_1)$. Specially, the calculation in Fig. 5 shows there is exactly one wavelength that can be used on each edge, which is $\lambda_3$ on edge $(v_3, v_1)$, $\lambda_3$ on edge $(v_2, v_3)$, $\lambda_4$ on edge $(v_1, v_2)$, and $\lambda_4$ on edge $(v_0, v_1)$.

V. GROOMING ALGORITHM

In this section, we propose the constrained integrated grooming algorithm (CIGA) based on the LBAG model. We also propose a constrained grooming shortest-path (CGSP) algorithm which is used as a procedure in CIGA. The CGSP algorithm calculates the shortest path available in the LBAG for a connection request.

A. Constrained Integrated Grooming Algorithm (CIGA)

While the CIGA grooming algorithm shown in Fig. 6 only describes grooming procedure for arriving connection requests, the grooming procedure for leaving connections is simpler. It disconnects the connection and releases the bandwidth on lightpaths it used. If a lightpath is not used by any other connections, it disconnects the lightpath as well and releases the wavelength and transceiver resources allocated for this lightpath. It updates the metrics of the relevant edges in the LBAG accordingly.

B. Constrained Grooming Shortest-Path (CGSP) Algorithm

The proposed CGSP algorithm is used in the above CIGA grooming algorithm to calculate the shortest available path in the auxiliary graph. CGSP is a constraint-based shortest-path algorithm which extends Dijkstra’s algorithm [21] to address the GWC constraint in the physical topology. The techniques of $k$-shortest paths [17] and dominated path pruning (DPP) [18] are used in CGSP along with the SAG-LB method when the path searching process enters the physical layer. As only the physical layer is subject to the GWC constraints, for all the nodes in the virtual layer, the regular relaxation procedure [21] of Dijkstra’s algorithm suffices.

1) Constrained $k$-Shortest Paths: As we know, as an outcome of calculating the shortest path from a source node $s$ to a destination node $d$, Dijkstra’s algorithm also obtains the shortest paths from source node $s$ to all the intermediate nodes. In CGSP, in order to calculate the shortest path from a source node $s$ to a destination node $d$ in the physical layer, $k$-shortest paths from the source node $s$ to the intermediate nodes need to be calculated. This is because the subpaths within a shortest path subject to the GWC constraint are not necessarily the shortest subpaths, as illustrated in Fig. 7. There are three subpaths from $u$ to $v$ in the physical layer and suppose node $v$ does not have wavelength conversion capability. If only the shortest path, which is $p_1$, is explored, then the algorithm cannot find a feasible path from $u$ to $w$ because of no common available wavelength between $p_1$ and $p_4$. On the other hand, if the algorithm explores $k$ ($k > 1$) shortest paths, then another path $p_3$ from $u$ to $v$ can be used with...
path \( p_k \) to form a feasible shortest path from \( u \) to \( w \) on wavelength \( \lambda_3 \).

Note that CGSP does not check the GWC constraint on a path by path basis after the \( k \)-shortest paths from the source to destination are found. Instead, it embeds the GWC constraint checking into the \( k \)-shortest path relaxation process, as shown in Fig. 8. At the intermediate physical nodes between the source and destination nodes, the \( k \)-shortest subpaths from the source node satisfying the GWC constraints are calculated. Eventually, only the shortest path from the source node to the destination node satisfying all the constraints will be returned by the CGSP algorithm.

2) Dominated-Path Pruning (DPP): A path \( p \) is said to be dominated by another path \( q \) if the length (or cost) of \( p \) is larger or equal to that of \( q \) and \( W_f(p) \subseteq W_f(q) \), with at least one inequality for the two conditions. For example, in Fig. 7, path \( p_2 \) is dominated by \( p_1 \), because the length of \( p_2 (6) \) is larger than that of \( p_1 (5) \) and \( W_f(p_2) = \{\lambda_3\} \subseteq \{\lambda_1, \lambda_3\} = W_f(p_1) \). The concept of dominated-path is used to reduce search space without compromising the search result. While the dominated-paths are pruned, only nondominated-paths are stored at each node and possibly used as subpaths for longer paths.

3) CGSP Algorithm Description: The CGSP algorithm is shown in Fig. 8. Initially, all the nodes in the auxiliary graph are in white color. The counter \( \text{spc}[u] \) records the number of \( k \)-shortest paths that have been determined at node \( u \). For virtual nodes, \( k = 1 \); for physical nodes, \( k \geq 1 \). Once all \( k \)-shortest paths from the source have been determined for a node \( u \), it is colored black. Otherwise, it is colored gray if at least the shortest path from the source has been determined. The counter \( \text{pc}[u] \) records the number of paths stored at node \( u \), though these stored paths are not necessarily the \( k \)-shortest paths. Initially, the stored paths are in gray color. The set \( Q \) contains all the stored gray paths in the graph which have not been identified as one of \( k \)-shortest paths for any node. The function Extract-Min\((Q)\) finds the shortest-path \((u, i)\) in set \( Q \). This path is identified as one of the \( k \)-shortest paths for node \( u \) and is colored black. For each adjacent node \( v \) of node \( u \), if it is not in the path \((u, i)\) and its color is not in black, the edge \((u, v)\) is relaxed.

In the RELAX procedure, if \( v \) is a virtual node and if a shorter path from the source to node \( v \) is found by going through \( u \) to \( v \), then the stored path at node \( v \) is updated. For a physical node \( v \), on the other hand, the PFC-WS for edge \((u, v)\) is computed first to make sure it is not empty. If the PFC-WS is not empty, then check whether this path is a dominated path by the current stored paths at node \( v \). If it is not dominated by any paths stored at node \( v \), then remove those stored paths which are dominated by this newly found path, if those paths exist. Because only the \( k \)-shortest paths needs to be identified, if there are less than \( k \) paths found for node \( v \), then add the newly found path; otherwise, replace the longest path stored at node \( v \) if that path is longer than the newly found path. The lines 12 and 13 can be omitted if we do not apply DPP to this algorithm.

C. Worst Case Time Complexity Analysis

In the RELAX procedure, the Insert-Path operation takes \( O(1) \) time and the replace-path operation takes \( O(k) \) time. Both Nondominated-Path and Del-Dominate-Path operations takes \( O(kW^2) \) time. The lines 6–7 of RELAX take \( O(W^2) \) time. Therefore, the worst case time complexity of RELAX operation with DPP is \( O(kW^2) \), otherwise, it is \( O(W^2) \).

Let \( N \) be the number of nodes in the optical network. Then, there are \( N \) virtual nodes and \( N \) physical nodes in the LBAG. In
the CGSP algorithm, the Initialize operation of line 1 executes 2N times, one for each node. As there are at most kN + N paths in the Q, while the loop of lines 3–15 execute at most kN + N times. The running time of Extract-Min operation depends on the implementation of Q. For a normal array or linked list implementation, the Extract-Min operation takes O(kN) time as it has to go through Q to find the shortest path. In the worst case, the for loop of lines 13–15 executes k[E_w] + |E_d| + |E_t| + |E_r| times, because each wavelength edge in the physical layer may be relaxed at most k times and the other edges can be relaxed only once. While |E_a| = |E_r| = N, |E_w| and |E_d| are usually larger than N. Therefore, the for loop takes O(k|E_w| + |E_d|) time. The worst case time complexity of the CGSP algorithm is

\[ O(kN) \times O(kN) + O(k|E_w| + |E_d|) \times O(kW^2) = O(k^2N^2 + k^2|E_w|W^2 + k|E_d|W^2) . \]

For the CGSP algorithm without using DPP, the time complexity is O(k^2N^2 + k|E_w|W^2 + k|E_d|W^2).

For a DWDM network where O(W) ≤ O(N), the time complexity can be simplified as O(k^2|E_w|W^2 + k|E_d|W^2). In practice, we can assume k is a small constant number, then the time complexity can be written as O(k|E_w|W^2 + |E_d|W^2). This assumption is reasonable because the simulation in Section VII shows that a moderate k can achieve almost the same blocking performance as a larger k. In some cases, a smaller k can even yield better blocking performance than a larger k.

A. Shortest Physical (SP) Path First

The SP grooming policy can be implemented with our grooming algorithm using the weight function defined in (9)

\[ w(e) = \begin{cases} l(e), & \text{if } e \in E_w, \\ \sum_{e_w \in E_w(e)} l(e_w), & \text{if } e \in E_d, \\ 0, & \text{if } e \in E_t \cup E_r \end{cases} \]  

where \( l(e) \) is the physical fiber length of a wavelength edge \( e \) and \( E_w(e) \) is the set of wavelength edges on which the lightpath \( e \) is established.

Specially, if we let \( l(e) = 1 \) for every wavelength edge, SP becomes least physical hop (LPH) first grooming policy, where the path with LPHs is preferred.

B. Least Virtual Hop (LVH) Path First

The LVH grooming policy can be implemented with our grooming algorithm using the weight function defined in (10)

\[ w(e) = \begin{cases} 0, & \text{if } e \in E_w \cup E_r, \\ 1, & \text{if } e \in E_d \cup E_t \end{cases} . \]

C. Least Resource (LR) Path First

While SP grooming policy only considers the wavelength resource in the weight function and LVH grooming policy considers transceiver resource only, LR grooming policy combines the wavelength and transceiver metrics together. For LR grooming policy, the path with the least wavelength and transceiver resources is selected. The LR grooming policy can be implemented with our grooming algorithm using the weight function defined in (11)

\[ w(e) = \begin{cases} 1, & \text{if } e \in E_w, \\ \alpha, & \text{if } e \in E_d, \\ 0, & \text{if } e \in E_r, \\ \alpha + hc(e), & \text{if } e \in E_t \end{cases} \]

where \( hc(e) \) is the number of physical links within the lightpath \( e \) and \( \alpha \) is a predetermined number representing the ratio of transceiver and wavelength weight. For a network, if transceiver is the relatively scarce resource, we would expect \( \alpha \) to be a relatively large number so that a path with less number of lightpaths is favored. On the other hand, if wavelength is the relatively scarce resource, \( \alpha \) should be small so that a path with less number of physical hops is favored.

VI. GROOMING POLICIES

As there are usually multiple feasible paths available in the network to carry a connection, the problem is how to select a path from these paths. This path preference is defined by the grooming policy. In the two-layer grooming literature, two existing grooming policies are shortest physical (SP) path first and least virtual hop (LVH) path first grooming policies. As indicated by their names, the SP grooming policy prefers the path with the shortest physical fiber length and the LVH grooming policy favors the path with the least number of virtual hops. The objectives of the two grooming policies are to achieve high utilization of wavelengths and transceivers, respectively.

In the grooming algorithm, the CGSP algorithm always selects the shortest path satisfying all the constraints to carry a connection. However, the grooming policy can be implemented by defining appropriate edge weight functions for the auxiliary graph. In this section, we first explain how to implement SP and LVH grooming policies with our grooming algorithm. Then we present a new grooming policy, namely, the least resource (LR) path first grooming policy.

VII. NUMERICAL RESULTS

To evaluate the performance of the grooming algorithm and the grooming policies, we simulate them on the NSF network and the EUPAN network, as shown in Fig. 9. The NSF network has 14 nodes and 42 unidirectional links. The EUPAN network has 22 nodes and 90 unidirectional links. We also compare the proposed CIGA grooming algorithm based on the LBAG model with a grooming algorithm in [14] and [15] based on the layered auxiliary graph in terms of blocking probability and running time.
The connection requests arriving at a node are uniformly destined to all the other nodes. The service time of the connection requests is exponentially distributed with unit mean. The grooming factor $C$ is 16 and the set of supported connection rates is $X = \{1, 4, 16\}$ after normalization. Connections at each rate request the same amount of total bandwidth, that is, the probability that an arriving connection request is at rate $x$ is $(1/x)/\sum_{x \in X} (1/x)$. For the NSF network, each node has 24 transmitter and receiver pairs and each fiber link supports 16 wavelengths. For the EUPAN network, each node has 36 transmitter and receiver pairs and each fiber link supports 24 wavelengths. We simulate 300,000 connection requests for each scenario in this section. In addition, without explicit specification, no wavelength conversion capability is assumed.

As the connection rate varies, we calculate the traffic blocking probability (TBP) as follows:

$$\text{TBP}(\Psi) = \frac{\sum_{\varphi \in \Psi_b} x(\varphi)}{\sum_{\varphi \in \Psi} x(\varphi)} \quad (12)$$

where $\Psi$ is the set of the connection requests, $\Psi_b \subseteq \Psi$ is the set of blocked connection requests, and $x(\varphi)$ is the bandwidth rate of connection request $\varphi$.

### A. Grooming Policy Comparison

In this section, we compare the performance of the grooming policies in terms of TBP. The CIGA grooming algorithm with the DPP technique is used. Fig. 10 compares the performance of the LPH, LVH, and LR grooming policies. Note that $k$ is the number of shortest paths discovered for the physical nodes in the CGSP algorithm (as illustrated in Fig. 7). For LR grooming policy, the $a$ parameter in (11) is fixed at 1. As can be seen from Fig. 10, LPH performs better in a relatively sparse NSF network, where it is more difficult to find an alternate path and, thus, the wavelength resource constraint becomes more stringent. LVH, on the other hand, performs better in a relatively dense EUPAN network, where plenty of alternate paths exist and the transceiver resource constraint becomes more of a concern than the wavelength resource constraint. The LR grooming policy, which considers both the transceiver and wavelength constraints, has a good performance which is slightly below LPH in the NSF network and has the best performance among the three in the EUPAN network.

### B. Performance of the CIGA Grooming Algorithm

In this section, we evaluate the performance of CIGA grooming algorithm in terms of TBP and running time when different $k$ values are applied. In addition, we investigate the effects of the DPP technique on the grooming algorithm. The LR grooming policy is used for all the scenarios in this section.

Fig. 11 shows the blocking performance of CIGA without DPP when different values of $k$ from 1 to 5 are applied. As can be seen, in both networks, the blocking probability generally decreases as $k$ increases. However, the blocking probability improvement margin drops as $k$ increases. While there is obvious improvement in blocking probability when $k$ increases from 1 to 2 and from 2 to 3, there is hardly any improvement when $k$ increases from 4 to 5. The weighted blocking probability does not always drop as the value of $k$ increases. In fact, in some cases, a larger $k$ may lead to a higher blocking probability. This is because a larger $k$ increases the chance of satisfying a single connection request at the expense of possibly using a more costly path in terms of resource usage. Therefore, if many connections are carried over such costly paths, the network resources are not utilized efficiently, which results in a higher blocking probability.

The DPP technique reduces the path search space by eliminating dominated-paths at intermediate nodes. It also increases the chances of satisfying connection requests because all the paths stored at intermediate nodes are not dominated by each other. This effect is illustrated in Fig. 12, which compares the blocking probabilities of CIGA using DPP (CIGA-DPP) and CIGA without using DPP (CIGA_NO_DPP). As can be seen in Fig. 12(a), CIGA-DPP using a smaller $k$ can achieve a lower blocking probability than CIGA_NO_DPP using a larger $k$. For example, CIGA_DPP with $k = 2$ outperforms CIGA_NO_DPP with $k = 3$. Also, CIGA_DPP with $k = 3$ outperforms CIGA_NO_DPP with $k = 5$. Similar results can be found in Fig. 12(b) for the EUPAN network.

DPP proves to be an effective technique to improve the blocking probability, as well as the running time, as illustrated in Fig. 13, which shows the normalized running time of CIGA with different $k$ values and under different loads. Under any given load, the actual running time of CIGA_NO_DPP with $k = 1$ is assumed as 1 unit time. The normalized running times at other parameters ($k$ and DPP) are calculated according
Fig. 10. Performance of the grooming policies. (a) NSF network, $k = 3$. (b) EUPAN network, $k = 3$.

Fig. 11. Blocking performance of CIGA (without DPP) versus $k$. (a) NSF network. (b) EUPAN network.

Fig. 12. Blocking performance of CIGA: DPP versus without DPP. (a) NSF network. (b) EUPAN network.
to this assumption. As shown, the running time increases as $k$ increases, regardless of whether DPP is used or not. In addition, even though CIGA_DPP with $k = 2$ outperforms CIGA_NO_DPP with $k = 3$ in blocking probability in Fig. 12(a), the former still has a shorter running time than the latter in Fig. 13(a). The same results can be found for CIGA_DPP with $k = 3$ and CIGA_NO_DPP with $k = 5$ in Fig. 13(a). This can be attributed to the ability of DPP to be able to eliminate unnecessary paths at intermediate nodes. The EUPAN network has shown similar results in Fig. 13(b).

C. Grooming Algorithm Comparison

In this section, we compare the performance of the proposed LBAG model with the conventional layered auxiliary graph (layered-AG) model [15] in terms of blocking probability and running time. To compare the two models, we compare the performance of the grooming algorithms which are based on the two models, respectively. For the LBAG model, the CIGA algorithm with DPP is used. For the layered-AG model, a Dijkstra-based grooming algorithm is used. As stated in the previous sections, the LBAG model generates a largely simplified auxiliary graph than the Layered-AG model. LBAG is expected to have comparable performance with layered-AG in terms of blocking probability. Meanwhile, time complexity analysis shows LBAG has a lower time complexity than layered-AG.

Fig. 14 shows the performance of LBAG and layered-AG in terms of blocking probability. As can be seen, LBAG quickly approaches layered-AG in blocking performance as $k$ increases. In the NSF network, when $k = 3$, LBAG almost generate the same blocking probability as layered-AG. In the EUPAN network, which is a relatively denser network than the NSF network, LBAG achieves comparable blocking probability with layered-AG when $k = 5$.

While both models can achieve comparable performance in terms of blocking probability, the LBAG model excels the layered-AG model in grooming algorithm running time. As shown in Fig. 15, the running time of layered-AG is several times larger...
than that of LBAG, for both the NSF network and the EUPAN network. For LBAG, as $k$ increases, the running time also increases. However, the running time increases very slowly with $k$. The running time of LBAG with $k = 3$ is just slightly larger than that of LBAG with $k = 2$ in the NSF network. The running time of LBAG with $k = 5$ is almost equal to that of LBAG with $k = 3$ in the EUPAN network. This indicates that the running time of LBAG would not increase unboundedly as $k$ continues to increase. In fact, the running time tends to stop increasing much when $k$ is only a small number such as 3 (for both the NSF network and the EUPAN network).

Fig. 16 illustrates the effect of the number of wavelengths ($W$) on the running times of the grooming algorithms (grooming auxiliary graph models). As can be seen, both the running times of LBAG and layered-AG increase as $W$ increases. However, the running time of LBAG increases at a slower pace with $W$ than that of layered-AG. The gap between their running times becomes larger as $W$ increases. As the future WDM optical networks may use tens of wavelengths, the advantage of LBAG over layered-AG in terms of running time will become more promising.

VIII. CONCLUSION

In this paper, we introduced the LBAG model for dynamic traffic grooming problem subject to the GWC constraint. This auxiliary graph has a much smaller number of nodes compared with the conventional auxiliary graph used in the literature. The current advancement of networking technology tends to support traffic engineering (TE) and quality-of-service (QoS) in the network with constrained routing. However, the time complexity of most constrained routing algorithms depends heavily on the size of the network graph. From this perspective, the LBAG model is a promising model to be used in optical networks to support constrained routing. Based on the LBAG model, we proposed the SAG-LB method to address the GWC constraints. With the LBAG model and the SAG-LB method, we proposed the constrained integrated grooming algorithm (CIGA). While
the CIGA grooming algorithm is constraint-oriented as to solve the GWC constraint, it can be extended to address other constraints specified in TE or QoS.

The proposed CIGA algorithm includes the CGSP algorithm which is used to calculate the shortest available path in LBAG. It incorporates the \( k \)-shortest path and DPP concepts into the path relaxation process. The worst case time complexity analysis shows that our algorithm has a comparable and in some cases less time complexity compared with the algorithm based on the conventional layered-AG. Our simulation results show that the CIGA algorithm based on the LBAG model can achieve a comparable blocking performance with the grooming algorithm based on the layered-AG model but uses significantly less amount of running time. Although the worst case time complexity analysis shows both LBAG and layered-AG have time complexities on the order of \( W^2 \), our simulation results show the average running time of LBAG increases slower with \( W \) than that of layered-AG. This makes the LBAG model more attractive than layered-AG because a future WDM optical network may support tens of wavelengths. In addition, our simulation results also show that the DPP technique helps in reducing the path search space of the CIGA grooming algorithm. Generally, CIGA with DPP yields a better blocking performance than CIGA without DPP when the parameter \( k \) (the number of shortest paths discovered in the relaxation process of CGSP) is the same. Moreover, CIGA with DPP usually has a smaller running time than CIGA without DPP because of the reduced path search space.

We also proposed the least resource path first (LR) grooming policy which integrates the wavelength and transceiver metrics in the edge weight function. The relative weight of wavelength and transceiver is represented using the parameter \( \alpha \). Our simulation results show that LR performs consistently well in different scenarios. On the other hand, LPH and LVH, the two existing grooming policies from the literature, can only perform well in wavelength-stringent and transceiver-stringent cases, respectively.

**APPENDIX**

Next, we provide the proofs of the theorems presented in Section IV-B. We also prove several lemmas to be used in the proofs of the theorems.

**Lemma 1:** For a node \( v \), \( \mathcal{X} \in W_c(\{\lambda\}, v) \) if and only if \( \lambda \in W_c(\{\mathcal{X}\}, v) \).

Proof: By the definition of \( W_c \) in (1), \( \mathcal{X} \in W_c(\{\lambda\}, v) \) if and only if \( f_{\mathcal{X}}(\lambda, \mathcal{X}, v) = 1 \). By the definition of \( W_c \) in (2), \( f_{\mathcal{X}}(\lambda, \mathcal{X}, v) = 1 \) if and only if \( \lambda \in W_c(\{\mathcal{X}\}, v) \). Hence, the lemma is proved.

**Lemma 2:** For a path \( p(v_0, v_1, \ldots, v_k) \), if \( W_f(p, v_k) \neq \emptyset \), then \( W_f(p, v_i) \neq \emptyset \) for \( 0 \leq i \leq k \).

Proof: Assume \( \exists i, 0 \leq i \leq k - 1 \), \( W_f(p, v_i) = \emptyset \). By the definition of \( W_c \), \( W_c(\emptyset, u) = \emptyset \) for any node \( u \). Therefore, \( W_f(p, v_i) = \emptyset \). This is a contradiction to the given condition that \( W_f(p, v_k) \neq \emptyset \).

Thus, \( W_f(p, v_i) \neq \emptyset \) for all \( 0 \leq i \leq k \).

**Lemma 3:** For a path \( p(v_0, v_1, \ldots, v_k) \), if \( W_f(p, v_k) \neq \emptyset \), then \( \forall \lambda' \in W_f(p, v_{k+1}), \lambda' \subseteq W_f(p, v_i) \) such that \( \lambda \in W_c(\{\lambda'\}, v_i) \), where \( 1 \leq i \leq k - 1 \).

Proof: Assume \( \forall \lambda \in W_f(p, v_i), \lambda \not\in W_f(\{\lambda'\}, v_i) \). By Lemma 1, \( \lambda \not\in W_c(\{\lambda'\}, v_i) \) implies \( \lambda' \not\in W_c(\{\lambda\}, v_i) \). Thus, from the assumption, we can have \( \lambda' \not\in W_c(W_f(p, v_i), \lambda' \cap W_a(v_i, v_{i+1}) \) by definition in (6). \( W_f(p, v_{i+1}) \subseteq W_c(W_f(p, v_i), v_i) \). Thus, \( \lambda' \not\in W_c(W_f(p, v_i), v_i) \) implies \( \lambda' \not\in W_f(p, v_{i+1}) \). This is a contradiction to the given condition that \( \lambda' \in W_f(p, v_{i+1}) \). Therefore, \( \exists \lambda \in W_f(p, v_i), \lambda \in W_c(\{\lambda'\}, v_i) \). By Lemma 2, the condition \( W_f(p, v_k) \neq \emptyset \) ensures that there are available wavelengths on all the edges, instead of being a null wavelength for some \( \lambda \) and \( \lambda' \).

**Theorem 1:** For a path \( p(v_0, v_1, \ldots, v_k) \), if \( W_f(p, v_k) \neq \emptyset \), then (13) gives a feasible wavelength assignment satisfying the GWC constraint

\[
\lambda_i = \begin{cases} 
\forall \lambda \in W_f(p, v_k), & \text{if } i = k \\
\forall \lambda \in (W_c(\{\lambda_{i+1}\}, v_i) \cap W_f(p, v_i)), & \text{if } 1 \leq i \leq k - 1 
\end{cases} \tag{13}
\]

Proof: To prove that the wavelength assignment scheme satisfies the GWC constraint, we must show the two conditions specified in (3) and (4) are met. When \( i = k \), \( W_f(p, v_k) \neq \emptyset \) is a given condition. Thus, \( \exists \lambda \in W_f(p, v_k) \). When \( 1 \leq i \leq k - 1 \), by Lemma 3, we know that \( W_c(\{\lambda_{i+1}\}, v_i) \cap W_f(p, v_i) \neq \emptyset \). This implies that \( \exists \lambda \in W_f(\{\lambda_{i+1}\}, v_i) \cap W_f(p, v_i) \subseteq W_f(p, v_i) \).

Thus, for \( 1 \leq i \leq k \)

\[\exists \lambda \in W_f(p, v_i) = (W_c(W_f(p, v_{i-1}), v_i) \cap W_a(v_{i-1}, v_i)) \subseteq W_a(v_{i-1}, v_i)\]

The first condition in (3) is met. To prove that the second condition in (4) is met, it is enough to show that \( \lambda_{i-1} \in W_c(\{\lambda_i\}, v_{i-1}) \) for \( 2 \leq i \leq k \) by Lemma 1. By definition in (13), we have \( \lambda_{i-1} \in W_f(\{\lambda_i\}, v_{i-1}) \cap W_f(p, v_{i-1}) \subseteq W_f(p, v_{i-1}) \) for \( 2 \leq i \leq k \). Thus, the theorem is proved.

**Theorem 2:** For a path \( p(v_0, v_1, \ldots, v_k) \), the GWC constraint is satisfied if and only if \( W_f(p, v_k) \neq \emptyset \).

Proof: First, we prove that \( W_f(p, v_k) \neq \emptyset \) if the GWC constraint is satisfied by mathematical induction. \( W_f(p, v_1) = W \neq \emptyset \) and \( W_c(W_f(p, v_1), v_1) = W_c(W, v_1) = W \). Thus, \( W_f(p, v_1) = W \cap W_a(v_0, v_1) = W_a(v_0, v_1) \) and \( \lambda_1 \in W_a(v_0, v_1) \). Assume that \( W_f(p, v_i) \neq \emptyset \) and \( \lambda_{i-1} \in W_f(p, v_{i-1}) \) for some \( 1 \leq i \leq k \), we must show that \( W_f(p, v_i) \neq \emptyset \) and \( \lambda_i \in W_f(p, v_i) \).

According to (3) and (4), \( \exists \lambda_{i-1} \in W_a(v_{i-2}, v_i) \) and \( \exists \lambda_i \in W_a(v_{i-2}, v_{i-1}) \) such that \( \lambda_i \in W_c(\{\lambda_{i-1}\}, v_{i-1}) \). Thus, \( W_a(v_{i-2}, v_i) \subseteq W_a(v_{i-2}, v_{i-1}) \subseteq W_c(W_f(p, v_{i-1}), v_{i-1}) \) by the definition of \( W_c \).

Thus, \( W_f(p, v_i) = W_c(W_f(p, v_{i-1}), v_{i-1}) \cap W_a(v_{i-1}, v_i) \subseteq W_a(v_{i-1}, v_i) \). In addition

\[\lambda_i \in (W_c(\{\lambda_{i-1}\}, v_{i-1}) \cap W_a(v_{i-1}, v_i)) \subseteq (W_c(W_f(p, v_{i-1}), v_{i-1}) \cap W_a(v_{i-1}, v_i)) = W_f(p, v_i) \]

This completes the proof that \( W_f(p, v_i) \neq \emptyset \) for \( 0 \leq i \leq k \).
From Theorem 1, we know that if $W_f(p, q) \neq \emptyset$, a feasible wavelength assignment satisfying the GWC constraint exists. Thus, the theorem is proved.
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