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We present a study of events wiilibosons and hadronic jets producecﬁm collisions at a center of mass
energy of 1.8 TeV. The data consist of 514080~ ev decay candidates from 108 phof integrated luminosity
collected using the CDF detector at the Fermilab Tevatron collider. Cross sections and jet production properties
have been measured féf+ =1 to =4 jet events. The data compare well to predictions of leading-order QCD
matrix element calculations with added gluon radiation and simulated parton fragmentation.

DOI: 10.1103/PhysRevD.63.072003 PACS nuniber 13.85.Qk, 12.38.Qk, 13.87.Ce

[. INTRODUCTION of the CDF detector is shown in Fig. 2. The CDF detector is
described in more detail ifl2] and references therein. The
The production oM bosons inEp collisions at the Fer- fpcus here WI|! be those elem.ents useful in identifying the
milab Tevatron collider provides the opportunity to test per-f'n"i‘l_lhstate pg_r tlcies o‘ﬂ\{—>evt+CJ:eDtFe\_/eréts];_ 4 with ‘ot
turbative QCD predictions at large momentum transfers. A[he ?o?c?r?rb:en;me 5’);20?%1”& The Ic?s't'?ztlar&erecvtv'lon r:st)heé: 0
sample of 51400V candidates collected from 108 pbof eprot(E)n beam directilon allnql; is thepaz:rlnuthlal alngleI and is
accumulateq data is useq to study the klne.mz_atlc properti easured around the beam axis. The polar amgle the
and production rates of high energy hadronic jets produce

in association withW bosons. The jets are produced from ;negliézodrgr??dﬁmtﬁ%ﬁ ?Sa rgéfﬁré(? Igernfthlﬁ)vggs?gl%t;s
high-energy partongquarks and gluonswhen they had- P pIdityw yn— 9 '

ronize after the collision. Figure 1 shows some of theThe transverse component of enerdyy) and momentum

leading-order(LO) processes which producevéboson and (P1) of a part_|cle is the projection into the plane transverse
; to the beam line.

ajet, The well understood electroweak deciys ev of the The principle detectors used in analyzing these events are

W boson provide efficient identification &¥ candidates with P P yzing

low background contamination. These electrowicdecays the vertex detecto(VTX), the _central tracking cha_mber
provide sufficient statistics to study the QCD production(CTC) and the full set of hadronic and electromagnetic calo-

. . rimeters. The VTX is a time projection drift chamber which
characteristics foktW+=0 to =4 jet event samples. " .
: ' . . . allows us to reconstruct the position along the beam line
In this paper we first describe the data analysis teChanuev§/here aw boson is produced. Reliable vertex reconstruction
used to measure the production cross section and kinematic ~ - P - . o
. . . pérmits us to reconstruct multiple vertices from additional
properties of W+=n jets events. We then describe a ="

leading-order perturbative QCD calculation which is en-PP interactions that occur simultaneous with the primppy
hanced with a coherent shower evolution of both initial- andcollision. Knowledge of additiongbp interactions allows us
final-state partons, hadronization, and inclusion of a datato correct for energy contamination due to additional inelas-
based soft underlying event model. We refer to this tree levelic pp collisions. The CTC is a open cell drift chamber
calculation interfaced with parton evolution as enhancedvhich precisely measures a particle’s trajectory over a 1.4
leading order(ELO). Similar ELO QCD calculations are meter radius from the beam line. The curvature of the trajec-
commonly used for generating predictions of a variety oftory and the known solenoidal magnetic field gives a mea-
important physics processes including top production, dibo-

son production, Higgs production and supersymmetry u g u W

(SUSY) processes. We use the high statistics sivgleoson ——000Q >

data sample to assess the performance of these calculations Y 1

over a large jet energy domain and over a range of jet mul- 0000 |

tiplicities. W g d
Published analyses that use similar data to stfgro-

duction and decay properties are found in Réfis-4] for W 3 -

single boson production5—7] for diboson WW,WZ,Wy)
production, and8-10] for the pair production of top quarks.
Additional information about this analysis can be found in
[11]. Our goal in the current analysis is a comprehensive
study of W boson production and a test of the reliability of
perturbative QCD in predicting the data over a range of jet
energies and jet multiplicity at the highest center of mass
energies studied to date.

Il. THE COLLIDER DETECTOR AT FERMILAB

This analysis uses data collected at the Collider Detector 5 Feynman diagrams for some of the leading-order pro-

at F_er_milab(CDF), a multi-purpose de_t_eCtOr designed for .osses that produce \& boson with an associated jet. Additional
precision energy, momentum, and position measurements @fagrams can be obtained by exchanging the u and the d quarks, or
particles produced iNs=1.8 TeVpp collisions. A diagram by replacing them with other pairs of quarks.
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CDF

[ CENTRAL MUON UPGRADE

SOLENOID RETURN YOKE

&
(EAST)
(OUT OF THE PAGE) CENTRAL MUON
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CENTRAL MUON CHAMBERS

FORWARD

TOROIDS WALL HADRONIC CENTRAL HADRONIC CALORIMETER
CALORIMETER
FORWARD
ELECTROMAGNETIC
CALORIMETER

/ CENTRAL ELECTROMAGNETIC
CALORIMETER
/ SUPERCONDUCTING SOLENOID
| ___CI B

ENTHAL DRIET TUBES
PLUG HADRONIC
CALORIMETER

FORWARD
HADRONIC
CALORIMETER

BEAM-BEAM COUNTERS

PLUG ELECTROMAGNETIC CALORIMETER VERTEX TPC
=

BEAMLINE SILICON VERTEX DETECTOR

CENTRAL TRACKING CHAMBER

FIG. 2. One quarter of the Collider Detector at Fermilab. The major detector elements are indicated. The center of the detector is along
the beam line to the far right.

surement of the charged particle’s momentum. describe both the kinematic selection of the electrons and the
The most accurate measurement dValectron’s energy discrimination variables that are employed to distinguish
is derived from the central electromagnetic calorimeterelectrons from other types of energy. The inclusive electron
(CEM). The CEM is a lead-scintillator calorimeter with72 sample will contain those electrons which were produced
azimuthal coverage and pseudorapidity coverage|.gf from a W decaying to electron plus neutrino. W sample
=<1.0. The finest segmentation of the electromagnetic caloean be extracted from the electron sample by the identifica-
rimeter is referred to as a tower with each tower coveringion of the neutrino. The result of high energy electron and
15° in phi and 0.1 units of; yielding a total of 480 towers. neutrino selection is a 94% pure sampleWfbosons. The
Each tower energy measurement is read independently bysize of the data sample is summarized in Table I; the details
pair of phototubes. The electron energy resolution for theof the selection are described below.
CEM is 0.1374/E - sin 620.02 whereE is in GeV. TheW sample is divided into subsamples according to the
The CEM and CTC together provide several discrimina-number of jets produced with the boson. In contrast to the
tion tests that are used to separate electrons from other phyglectron, the definition of a jet is more of an analysis deci-
ics objects such as photons and jets. These are describedsion. Jets produced with\& can have essentially any energy
the next section. and the jet's pattern of energy deposition varies from jet to
Jets are measured primarily in the calorimeters. The cerjet. However, if the jet energy is corrected to represent the
tral hadronic calorimeteiCHA) is behind the CEM and con-
sists of alternating iron and scintillator sheets with segmen- TABLE I. Estimate of thew—er sample size. Each entry in-
tation that matches the CEM. The energy resolution of theludes all the conditions on earlier lines, except for the background
CHA is 0.5NE-sin#90.03. The large size of typical jets (last entry which adds events not coming from above.
combined with the fine segmentation of the calorimeter
means that the jet energy is generally spread over many tow- Sample Number of Events
ers. This analysis included jets out tg|<2.4, so the jet

energy can also be in the plug and forward calorimeters. PP Interactions 5.5x10'
These calorimeters are similar to the CEM and CHA with the W Produced 2.810
exceptions that the scintillators are replaced with wire pro- W decays teev 2.7x10°
portional chambers, andl is segmented in 5° sections rather € is central 1.X10°
than in 15° sections. e is fiducial 1.1x10°
electronE;=20 GeV 9.4< 10*

Ill. W BOSON IDENTIFICATION electron ID 8.%10"

E:=30 GeV 5.4<10%

CDF excels at electron identification and precision elec- Jet overlap, etc. 4:810°
tron energy measurement, and we use this ability to select a with background 5% 10"

clean sample of events containing high energy electrons. We

072003-4
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energy of the parent parton, a precise definition is a matter of
the capabilities of the detector and the validity of the theo-
retical predictions at the minimum allowed jet energy. The
analysis requirements used in defining a jet are presented in
Sec. IV.

A. Electron selection
1. Trigger path

During data collection in the period from 1992 to 1995 at
the Collider Detector at Fermilata period known as run)1

there were about 5.5 triIIioHp interactions in the detector’s
collision region, and in only about 3 million of these events
were W bosons produced. Nine percent of thé¥ebosons
decayed to the desired final stat/f. In order to reduce the
events recorded for analysis and enhance the fraction of re-
corded events with interesting physics, we employ a series of

online triggers. Th&V+ jet analysis uses a trigger path that ) B 300
is designed to identify events with a high transverse energy

central (5|<1.2) electron. This sample contaiV§—ev FIG. 3. Distributions of some of the quality variables which are
decays along with a variety of other inclusive electron pro-Used to isolate higfgr central electrons that result fro decay.
cesses. The electron trigger data sample is used as the stakfe solid histograms show the variables before the requirements are
ing point for the offline analysis applied. The dashed histograms show the variables after full elec-

For most of run 1, the level-one triggers were the first oftron selection, normalized to the sarfebitrary area. The vari-

. e . — ables plotted are the following: electron isolatiéiso), hadronic
a series for filtering the hard scattering events fpmcol- over electromagnetic energiiad/EM), CTC and CES matching in

lisions. One level-one calorimeter trigger required that angcal x (Ax) and alongz(Az), electron energy divided by electron
event deposit a minimum transverse energy of 8 GeV in @omentum E/p) and the vertex distributionz(,).

central-electromagnetic calorimeter tower. TWeboson se-
lection relies only on this level-one trigger. need to employ a series of analysis requirements designed to
Events which pass the level-one triggers are evaluated &nhance the component of electrons which come fkom
level two. In our analysis, we require that an event pass the-ev decays.
level-two combined central electron trigger. This trigger con- o ) ) )
sists of 16 individual central-electron triggers; however, our 2 Electron geometric, kinematic and quality requirements
data sample depends predominantly on the Iiigtelectron The electron trigger sample is reprocessed with offline
trigger which requires a minimum electromagnetic transseconstruction code. After reconstruction we apply the tight
verse energyEr(EM)] of 16 GeV and a track of minimum central electron selection requiremefit8]. The list that fol-
momentum 12 Ge\. The fraction of hadronic energy in the lows details this selection.
associated hadronic towers is required to be small  The first five requirements described below represent geo-
[<0.12%(EM)] in order to reduce the contamination metric and kinematic requirements on the electron energy.
caused by jets which pass the trigger. The allowethnge  The additional requirements are predominantly quality vari-
for the energy deposition is 1.19. ables designed to discriminate between electron and non-
The third trigger level uses reconstructed data so that spelectron energy depositions. The towlselection efficiency
cific physics decisions can be made. We use an inclusivef the additional requirements is about 85% yet they reduce
electron level-three trigger which allows us to later sel&ct the number of events in the sample by about 90%.
and Z bosons from a common trigger sample so that the Central The alloweds range of the EM energy is 1.1
systematic errors in efficiencies are common. The most imwhich is determined by the central electromagnetic calorim-
portant inclusive trigger we use has higher track momentuneter coverage. Limiting the pseudorapidity range of the elec-
(13.0 GeVt) and higher electromagnetic enerd$8.0  tron allows precise electron energy measurements and low
GeV) requirements than the level-two trigger. This trigger background contamination. This requirement selects about
also requires that the 3D track point to the calorimeter en55% of theW—ev eventsz=0 is taken at the center of the
ergy thus identifying electrons and rejecting photon eventsletector for fiducial requirements and at the interaction ver-
with incidental tracks in the event. tex for event variables.
With our level-two and level-three trigger requirements, Fiducial. We restrict electrons to be in well-instrumented
the efficiency of identifying &/—ev decay where the elec- regions of the central electromagnetic calorimet&@gM).
tron has arE;=20 GeV in the central detector and will pass About 75% of the area of the CEM is suitable for precision
our electron quality requirementdescribed in the next sec- EM energy measurements.
tion) is greater than 99%. However, th& purity of the Interaction Vertex(z,,). A W boson can be produced
sample is still too low to be useful for our analysis, so weanywhere the proton and antiproton bunches overlap. Figure

Lt
2.5 (cm)5

Z

vix

L
50 (cm)100
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3 shows the distribution iz,;, of the primary vertex. The High P;. Since electrons and photons have similar calo-
zero of the plot is the center of the detector. To keep theimetry signatures, we require a track pointing to the EM
interaction inside the fiducial volume of the detector and toenergy deposit with @+ of at least 13.0 GeV to remove
maintain the calorimeter’s projective tower geometry we re-igh-E; photons.

quire theW boson interaction vertex to be within 60 cm of  “strip Chamber Variablegy?, ,Ax,Az). The central strip
the center of the detector. Several vertices can be recorhamberCES embedded in the EM calorimeter provides a
structed for an event. To identify thé/ boson vertex we transverse profile of the electron shower at the expected
choose the vertex closest to the track of the electron from thgnower maximum. The profile is compared to an expected

W decay. In the rare event that no vertex is within 5 cm ofgjectron profile shape which is determined from test beam
the elg_ctron track_ we use the electron’s track to determine thgaia. They? of this shape comparison is used as a discrimi-
z position of the interaction. o _ nation variable. The strip profile is also used to determine the
Electron-Jet SeparatioAR,;: Electron activity and high position of the electron inside the calorimeter tower. The
Er jet activity are kept clearly separated in the analysis withhosition resolution is 0.17 cm for a 50 GeV electron in the
an electron-jet separation requirement. We reject all event§gs. CES position measurements are compared to those ob-
which have a jet which passes our selection critéde-  tained from the track in the central tracking chamber. These
scribed in Sec. [Yand is centered in ap—¢ cone of radius  gre required to match within 1.5 cm in thRe ¢ (Ax) direc-
R=0.52 around the electron. tion and 3.0 cm in the direction (Az). Distributions forAx
High electron & . The E; of the electron is corrected at gnd Az are shown in Fig. 3.
the offline analysis level for all known detector effects. We Energy Momentum Rati(E/p). The ratio of energy and
require the corrected electrdfy to be greater than 20 GeV momentum of a relativistic electron is usually close to one.
thus avoiding trigger threshold effects. About 85% of centralye require the ratio of measured energy to measured mo-
electrons fromW decay haveE; greater than 20 GeV. mentum to be between 0.5 and 2.0. Figure 3 shows this ratio
Isolation (Iso) An effective electron quality requirement for our inclusive electron sample. The long tail on the high
we use is the requirement that the electromagnetic energy bgde is from low electron momentum measurements due to
physically separated from other energy in the detector. Th@remsstrahlung radiation of the electron where the radiated
isolation is defined as the ratio of all non-electron energy inenergy is collinear with the electron and is deposited in the
a cone of 0.4 around the electron to the electron energy: same calorimeter tower as the electron.
Conversion RejectiorHigh energy photons converting to
E;(0.4)— E+(electron electron-positron pairs can fake an electron frolWaecay.
Iso= E(electron . Photon conversions can be identified and removed directly
by reconstructing the conversion vertex of a pair of oppo-

; . itely charged tracks. In addition, if the photon converts out-
A cone is defined by the center of the electron energys! ) . -
deposition and a maximum radii®= (A 7%+ A $2)¥2] in side the radius of the vertex chamber there will be a deficit of

which we look for non-electron energy. Non-electron energy}(’v'rekh'\ﬁ n the_VTt)é atl?r:lg tge dlregnon pt? 'm'rf]%,t%gﬁ CbT c t
includes both hadronic and electromagnetic calorimetry enl_rac '205 refqlélre a edo sert:/e ?l;]m erho | |s8e a
ergy that is not contained in the electron togggrThe non- east o of the expected number of hits when at least 8 wire
electron energy is required to be no more than 10% of thé"ts are expe_cted. . .
electron energy (Ise0.1). The Isolation requirement re- Run Quality I.E"’.‘Ch run of_the acqglerator Is required to
duces the background from electron-like jets. The isolation. eet a set of minimum quahty conditions. T_he b.eam gond|-
distribution is shown in Fig. 3. ions must be stable and the integrated luminosity delivered

Hadronic Energy Fraction (Had/EM)To further suppress must be greater than 1.0nh All detectors must be opera-

mis-identification of jets as electrons, we check the hadroni(EIonal and the solenmq ramped to the correct. current. Tem'
calorimeter towers that are behind the electromagnetic towperatures, voltages, trigger rates and electronics are required

ers that contain the electron’s energy. Leakage of the eled? Pe within operational limits. Additionally, the validation
tron’s energy into the hadronic towers is a function of the3"0UP at CDF checks physics distributions for any anoma-

electron’s energy. We limit the ratio of hadronic over elec-ltﬁgzé)erﬂﬁ\sl'(x;g?]t erzgltdtwglrcuar:e Fl)Jrzaolﬁle?:aS.u\iAr/(aen?gr?tlngirotnr:)é
tromagnetic energy by the formula q y req

detectors used here. We do not exclude runs with problems
in the muon subsystems since we only use muons to correct
Had/EM<0.055+ 0.0004% ¢ e the missing transverse ener@yery few events are affected
by this correctioh, and muons can be identified with the
where the units foE, . are in GeV. The Had/EM distribu- tracking chamber.
tion is shown in Fig. 3. We use a subset of the selection requireméhisose
Lateral Energy SharingThe electron’s energy is gener- requirements) to select the electrons from the trigger
ally spread over more than one tower. The lateral energgample and then the full selectigftight requirements’) to
sharing variable I(sh4;0 COmpares the expected and mea-obtain our final electron sample. The main difference be-
sured lateral leakage from the electron seed tower to thawveen the loose and the tight requirements is the isolation
adjacent towers. This is required to be consistent with theequirement in the tight selection, which strongly rejects
sharing expected for an electron. electron-like jets from multijet events. The loosely selected
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TABLE II. List of quality requirements foWW—ev selection.

Requirement Loose Tight
Detector Region Central

fiducial volume yes

ARgj =0.52

E+ (corrected =20 GeV

1s0(0.4) <0.1
Had/EM <0.055+0.0004%, . (GeV)

Lshare <0.2

Pr= 13 GeVk

|AX| <3.0 cm <1.5 cm
|Az| <5.0 cm <3.0 cm
Xéu <10.0

E/p 3.0 =0.5 and<2.0
|Z, el <60.0 cm
remove conversions no yes
require good run no yes

sample is used to measure residual multijet contaminatiorgresence must be inferred by considering energy-momentum
described in Sec. VB 3. The loose and tight selection reeonstraints on the event. The momentum components of the
quirements are both listed in Table Il and e distribution  final state particles transverse to the beam line should sum to
at both stages of selection are shown in Fig. 4, which showgero because the initial state particles have essentially zero

the enhancement of tH&' electronE; peak as additionalv
selection requirements are applied.

B. Neutrino selection

So far we have used the final state electron\bf>ev

events to tag th&V boson. Of the processes that contribute to
the inclusive highE; electron sample, th&/—ev decay is
unique for its single final state high; neutrino. The neu-
trino does not interact with the detector components, so it

Leading electron
104 —— loose electron cuts
------ all electrons cuts
........... missing transverse
energy = 30 GeV
) (Z removed)
10°F
= E
84] [
% [
2 F

105—

E L L I I S
0 20 40 60 80 100 120 40
E} of Leading Electron

FIG. 4. TheE- distribution for events stripped with a subset of

net transverse momentum. Since the neutrino deposits no
energy in the detector the vector sum of the measured trans-
verse energies will not sum to zero. We refer to this imbal-
ance of transverse energy as missing transverse enéxgy (

The missing transverse energy is calculated using the cor-
rected energies from electrons, muons, photons and jets. In
addition, low-energy depositions are often scattered through-
out the detector and must also be used in the missing trans-
verse energy calculation. We refer to the low-energy compo-
Pent as unclustered energy, and its sources include
underlying event energy from the spectator quarks invihe
interaction, energy from partons which escape the jet clus-
tering algorithm(out-of-cong, and energy from extra inter-
actions. Extra interaction energy is of course not useful in
constraining the neutrino energy since it arises from an inde-
pendent interaction; however, we must accept it since we
cannot separate it from th&/ event.

The jets are not corrected for radiation of energy out of
the 0.4 cone. This is so we avoid double counting this energy
which will appear in our unclustered-energy component. No
attempt was made to subtract the underlying event energy
from the jet cluster and add it to the unclustered energy.

After identification of jets in the event we remove the
associated raw jet energy from the calorimeter towers. The
electron energy is also removed, and the remaining energy
defines the unclustered-energy component. We vectorially
sum the individual calorimeter towers to obtain the
unclustered-energy vector. A calorimeter tower contributes
to this sum if it has at least 0.1 GeV of transverse energy, a
threshold designed to match the jet clustering algorithm.

The above procedure results in the identification of the

the electron selection requirements, full electron selection, and odhree componentgelectron, jet, and unclustered; in general

final W sample which includes a missing transverse eneitp) (

requirement of at least 30 GeV.

these events do not contain muprs missing transverse
energy. Each component is individually corrected and the
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Run 58759 Event65850

L nclusive electrons
4000 }tlg t requirements)

0 1 1 1 1

| |
0 10 20 30 40E1~5(()GC\?§) 70 80 90 Brar 0.78
(@)
FIG. 5. The plot shows th& distribution for the inclusive o 50750 TOeREe5EEh
electron sample. Noticeable is thé peak due to the escaped Et (METS)= 67.0 GeV
Phi = 235.6 Deg Emax = 60.8 GeV
Sum Et = 124.9 GeV

vector sum is calculated yielding tHe;
ET: _(Eele+ Ejet+ K- Eunc)-

We have determined the value léfin this equation to be
2.0 by analyzing a sample &—e*e” +jets events where
the truek is expected to be zero.

C. W selection

W events are selected by requiring both a high-quality
electron (using the tight electron requirementwith E;
=20GeV and a high transverse energy neutrino véth
=30GeV. Figure 5 shows the imbalance of transverse en
ergy for our tight central electron sample and Fig. 4 shows
the change in the electroB; distribution after the; re-
quirement is applied. Although thE; requirement selects
only 65% of theW boson candidates, the purity of the final 291,
sample is 94%. ETA:  0.78

Z bosons which decay to electron-positron pairs will pass (b)
the same electron selection criteria as electr@usitrons
from W boson decay. Whil& boson events are not expected FIG. 6. The upper plot shows the energy deposited into the
to produce mucHE;, measurement error can push the miss-calorimeter from aW+1 jet event. The electron is located @t
|ng ET above our threshold' espec|a”y for the h|gher Jet mu|_=291° and 7]2078 The other tower cluster contains the jet’s
tiplicity events. Therefore we must reject tie—e*e” energy depositgd in the eleptromagnetic caloriméaderk shaded
events by searching for them directly. Some care must b@"d the hadronic calorimetéight shadedl The lower plot shows a
taken because we intend to identify jets in iNeevents and view of the central tracking chamber. The_ beam I_|ne is perper_1d|cu-
our Z identification should not strongly reject electron-jet lar to the bage. The track cluster as.soc'ated with the. calonmet_er
combinations as being@ bosons thus biasing the sample cluster is evident. The’ electron track is the nearly strfalght track in

. T - . . e the box at about 5 o'clock. A superimposed arrow indicates the
against high jet multiplicity. The following identification directi .

. . irection of the missing transverse energy.
requirements are applied to a second electron:

Had/EM<0.125

[s0(0.4)<0.1

Central Detector:E; (corrected}>20 GeV

Plug DetectorE; (correctedE15 GeV

Forward DetectorE; (corrected}>10 GeV

76 GeVE?<M,<106 GeVk? The requirements described in the previous section select

M. is the electron-positron invariant mass. a W—ev sample of 51431 events. We divide this sample

Applying all of the above selection criteria, we have
51431 candidat®V boson events for oW+ jet analysis.

IV. JET SELECTION AND CORRECTIONS
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into subsamples according to the number of jets producededures which are fully described elsewhgtd]. We also
along with theW boson. The process &W+jet production  give brief descriptions of these corrections here.

can be factored into two step&k) The production oW+n The calorimeter energy response correction is designed to
partons where a parton is a gluon or quark; &dthe frag-  obtain an estimate of the true energy inside the clustering
mentation and hadronization of the partons (quark/gluonadius. This is achieved in two steps. First, the energy of jets
—hadrons). The manifestation of high momentum partonin the plug and forward calorimeters are scaled to give the
production is therefore multiple hadrons in the detectorenergy as it would be measured in the central calorimeter.
whigh are generally clustered in a direction clc_Jse to the di-The correction is derived from a sample of jet events con-
rection of the parent-parton. The lego plot of Fig. 6 shows g4jning one well-measured central jet opposite a second jet
hadrqnlc cluster of energy in the calorimeter. The cyllnd.rlcalwhich can be anywhere in the detector. The relative jet func-
calorimeter has been sliced =0 and unfolded for this o, that is derived from this sample corrects the imbalance

plot. The vertical axis represents the transverse energy pek ihe two jets as a function of theneasurellE and 7 of
tower. The electron energy is shaded darker. The jet clust e second jet. After the jet energy is scaled to the central

is evident and we see that its calorimetry signature is distinc etector it is corrected for the response of the central detec-
from that of the electron cluster. Since jet shapes and eneﬁ)r The result of these two ste s?s our best estimate of the
gies vary dramatically from jet to jet we use a jet finding, ° o P

true energy inside the 0.4 cone.

procedure that is capable of identifying potential jet candi- = ) .
dates with a large range of shapes. All energy inside the cone does not necgssayﬂy originate
from the parent-parton. There are two contributions of cone
energy contamination. First, underlying event energy from
the spectator partons of the hard interaction is subtracted.
We use a cone clustering algorithm for finding jet€ll.  The average contamination is 1.01 GeV. The second source

In this procedure we look for a seed tower around which toof contamination is energy deposited into the cone from in-
cluster. Seed towers are all calorimeter towers containingsractions other than thé&/ boson interaction.

more thgn 1.0 265;/ of transverse energy. We search in a cone 1¢ gptain the contamination from interactions that occur
R= (A ¢+ A 5°)~<around the seed tower and add any tow-, — . .
in the sameop crossing as th&/ boson event we would like

ers with anE; more than 0.1 GeV. If the individual seed ta h | lected f letel biased tri
towers are closer than the cone radius they are merged. Thyg Nave a sampie selected from a compietely unbiased tng-
r, alternatively known as a crossing trigger sample. A

several iterations are necessary before a stable set of clustél§ -
is found. On each iteration the centroids of the clusters ar€rossing trigger accepts alip crossings as physics events
recalculated and used as the center of the cone for the ne&nd is representative of the extra interactionsiinevents
iteration. since there is no significant selection bias for or aga¥st
We use a cone radius of 0.4 for the clustering algorithmevents with extra interactions. The actual sample used to
This choice is small enough for counting jets and is lesdetermine the contamination from extra interactions is a
susceptible to energy contamination from outside the jet akiminosity-weighted minimum-bias sample which is ap-
we discuss later. We also make three modifications to th@roximately a crossing trigger sample without the zero inter-
standard clustering procedure. First, we remove the elegction events. We use a subset of the minimum-bias sample
tron’s energy from the towers before clustering, since the jethat is selected so that the distribution of instantaneous lumi-
clustering procedure will identify electrons as jets. This elecnosity for all the events is well-matched to the distribution of
tron suppression allows energy near the electron to be cofystantaneous luminosity for oW events.
tained 'in the appropriate jet cluster. Secondly, we Qefir)e the The energy in minimum-bias events is examined to see
clustering vertex as th& boson vertex(see definition in " ch energy from these events would accidentally

Sec. Il A2 so that all transverse energy in the event 'Soverlap with a jet cluster in a hard physics event. We em-

Egl\f:? te;jbfcr)?/;n ;gyé\e/s,(rg(e.rl:tlﬁglgé:::c?oirge(jgggrfgfdtgi ployed a random cone method which checked calorimeter
T towers of minimum-bias events to determine the energy con-

low) and are separated by less than 0.5%i@ space. This . .
factor represents a jet separation resolution criterion; it istamed in a random cone of 0.4. The amount of energy was

quite rare for the standard jet clustering to produce two jetgarametrlzed by the number of reconstructed vertices in the

with less than this separation and our modification insure%vegté@eva;/eragerﬁ:ont?mmitrl]qn of 0.4 ;:or;es was f_oundbto
that it never happens. e 0.3 GeV for each vertex. This amount of energy is sub-

tracted from each jet in the event for every vertex recon-

structed in aV event except thiV vertex(i.e. for every extra

verteX. The uncertainty that we assign to the extra interac-
The above procedure defines a jet as the energy in a cluton energy and the underlying event energy is 50% as de-

ter of towers within a particular radius. To obtain the parenttermined by a detailed examination of the random cone

parton energy we must correct this energy for several effectgnethod.

the energy response of the calorimeter, the energy deposited The final correction to the jet increases the jet cone energy

inside the 0.4 cone from sources other than the parent partofgr energy that falls outside the 0.4 cofb]. This out-of-

and the parent-parton energy which radiates out of the 0.4one correction accounts for energy that radiates from the

cone. These corrections are standard CDF jet correction prgarent parton at a large angle. The correction is parametrized

A. Jet clustering

B. Jet corrections
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TABLE lIl. Event breakdown by jet multiplicities associated well known. We find a total of 14472 jets in th% sample.
with W production. The number listed is the number of events withThe breakdown according to the number of jets in an event is
exactly the number of jets indicated rather than the inclusivegiven in Table IlI.

(greater than or equal Xget multiplicity. The error on the jet energy is the largest source of error in
: counting jets since th& distribution of jets is a steeply
Sample Ny Fraction falling distribution (Fig. 7). We present the error on tha/

+jet cross section measurements due to the error on counting

W+0 jets 40287 0.7833 . . . . - .
WH1 jets 8548 0.1662 jets in Sec. VII. The jet counting uncertainties are derived
W2 jets 2016 0:0392 from t_he 5% .jetET unce(tainty, 3.3% underlying event and
W+3 jets 454 0.0088 extra interaction uncertainty, and thed.2 uncertainty on the
W4 jets 105 0:0020 jet nqet- The energy errors are with respect to a jetEgt
W+5 jets 16 0.0003 =15 GeV.
W+6 jets 5 0.0001

V. BACKGROUND CORRECTION TO W BOSON YIELDS
Total 51431 1.0000

In Sec. lll we described the selection Wf—ev events
and in the previous section we defined a jet for the purposes
, ) of counting the number of jets in\& event. This section and
by the jets transverse momentum because jets become Ngke following will describe corrections to these raw numbers
rower at large energies. _ _ of W+ n jet candidates in order to obtain the production rates
. The combined corrections to the jets raise the measuregs yirect singleW’s produced in association with jets. Di-
jet energy by about 60% & =15 GeV (corrected energy  rect singleW production refers to a singh/ produced from

) . 0 _ :
The error on the jet energy is 5.0% Bg=15GeV. This g annihilation or quark-gluon fusion as shown in Fig. 1.

value excludes the contribution to the error due to the uncerf)irect singleW production dominates ouN+ jet samples;
tainty on the qnderlying event and extra .interaction ENeTYY 1 owever, other production processes will contribute a ,sig-
These uncertainties contribute 3.3% additional error to the jet ... s
ener nificant fraction of events to our samples.

gy The standard model predicts that the top quark will decay

almost exclusively to a final state containing\aboson and

a b quark. The final state of a top paitt) decay in which
We count jets iV events using the following definition: one top decays to aew typically includes at least 2 jets and
jet E;=15 GeV more likely 4 jets so that the contribution to our high multi-
jet | nged<2.4. plicity W samples is significant. Although top decay is a
The 74¢; requirement2.4) is the jety as measured from the source of truaV bosons we subtract its contribution from our
center of the detector. This requirement limits us to the redata as a background in order to make comparisons with
gion of the calorimeter where the energy corrections are besjredictions for direct singl&V production.
understood. The jet transverse energy requirement is chosen True background events are those events which do not
to keep us in an energy region where the jet energy scale isontain aw— ev decay yet leave 8/— ev signature in the
detector. The list of significant backgrounds is multijet
eventsW— rv andZ—e"e". The largest of these contami-
nations is multijet events which refers to direct QCD produc-
103k Jets in W events tion of jets. These events have a small probability that the jet
i will produce an electron signature and that the event will
simultaneously contain a large imbalance of transverse en-
ergy. However, since the production rate for multijets is
much larger thatW production even a small probability re-

C. Jet counting

1021

- sults in significant background rates. We use a sample of
§ I events enriched in QCD multijet eventsreated by loosen-

S ing some of our selection critejido estimate the contribu-

tion from this background.

The remaining backgrounds frow— 7v decay andZ
—e*e” decay contribute a small but significant number of
events to ouW candidate sample$V— rv events are pro-
duced at the same rate ¥—ev and 18% of ther leptons
decay to a final state electron. This background is efficiently
rejected by the high transverse energy requirements on the
electron and neutrino. These events will also have the same
jet structure asW—ev events, so they will not alter our

FIG. 7. TheE distribution for all jets in theW sample with a  results. An electron fronZ—e*e~ decay passes our elec-
E;=15 GeV. tron E; requirement as easily as electrons frivihdecay so

| | |
20 40 60 80 100 120 140
JetE; (GeV)
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that we rely primarily on thé:; requirement to reject these TABLE 1V. Results of top background calculation. The first
events. AZ-e" e decay can achieve a large missing trans-column lists the number oiV+=n jet events selected from the
verse energy if one of the leptons escapes the detectd2000 top events generated. The second column gives the expected

through an uninstrumented region. We use a detector simgontribution to our data samples from top pair production and de-
lation to obtain the fraction of—e*e~ events for which c&y. The first error is statistical and the second is the systematic

one lepton passes the electron selection and the other esca@ich is the sum of the top mass uncertainty, the luminosity uncer-

or is mis-measured enough to produce a large imbalance 64'11inty, and the theoretical uncertainty on the top cross section.
transverse energy.
We subtract the backgrounds mentioned above from the
total number ofVV events in our samples. We also correct for
a special type of background which does not increase the =g jets 2596 35.80.7+8.1-6.2
total number ofW's but does add to the number of jets ina =1 jets 2595 35.60.7+8.1-6.2
W event. We refer to these backgroundspasmotionback- =2 jets 2548 3520.7+8.0-6.1

=3

=4

Number Background
Sample Selected Expected

grounds because they promoté\eevent withn jets to aW jets 2173 30.40.6+6.8-5.2
event withn+m jets. _An exa_mple _of a promotion is a jet jets 1481 20505+4.6-35
produced by an extra interaction. Since we do not distinguish
from which vertex a jet is produced we will count all jets as

produced from th&Vinteraction and correct our counts later. siate in order to obtain every possible background event.
Although the probability for a promotion is very small the ¢ output from the generator is processed with a full
effect is enhanced by the fact that the higher jet multiplicity yotector simulation so that the efficiencies for findwés

rates are being fed by the. lower multiplicity channels whichg,q counting jets are modeled. A detector simulation also
have much larger production rates. models the effect of a second electron or daking a jet
when the secontV decays leptonically. The output from the
detector simulation is in the same format as the data and the
Monte Carlo events are processed using the same analysis
1. Sources of top contribution that is used to identif\V events in our data sample.

ce of There are 42000 top events generathig() for our cal-

the top quark at CDF9], although theéW+ jet sample used culation. Of these,_ 2596 events pass Wrselection. The .
for the top analysis was not precisely the same as the samp eakdown according to the number of jets reconstructed is

used for this analysis. Both top and its antiparticle from toppresented in Table V. . .
pair production will decay to &V boson and @ quark. The In order to extract a top expectation for danalysis we

top discovery analyses achieved a sample enriched in td ust know the top mass, the top cross section at the mass of

events by identifying the leptonic decays\Wfs and further e top and the luminosity of our data sample. Because we
enriching the sample for top by identifying events which € trying to compare the experimental results to QCD cal-

containb quarks. Although outV samples are not required culations, we have chosen to use the theoretical top cross

to containb quarks, the fraction of top events is expected toSection rather than the measured top cross sefti8h The

be significant in the subsamples with a high number of jets’.[Op sample was generated at a mass of 170 GeV. The top

Since ourW data selection requires an electron and ney!Mass measurement at COE9)] yields a value of 176.0

2 .
trino, one of theW’s from top pair decay is constrained to +6.5GeVL“. We correct our sample for the decrease in the

; 2
this decay mode. The oth&Y can decay in any mode but it Cross se_ctlon from a mass of 170 Ge‘?//'to 175 GeVE*.

. . — . The luminosity of our top Monte Carlo is then calculated
is the hadronic decayW— qq’ — hadrons) that introduces

A. Background from top quarks

The W+ jet sample was used to establish the existen

) . . ) with
the largest contamination of our direct singié¢ candidate
sample. We refer to the mode in which the sec@videcays
hadronically as the electron-jet mode. There are two reasons _ Ngen g
; . Lye=————=7.6 fb ~. (1)
why the electron-jet mode produces the largest contamina- 9 o (175

tion. First, the branching ratio of the/ to jets is 69%[16]

and second, there are a total of 4 jets in this mode WhICh\'his value is used to scale the numbers in Table IV to our

places these events in the subsamples ofthejet events data luminosity of 108 pb'. The expected top contribution

where the direct singl® production rate is small. The cal- . L .
) ; : ; . as a function of the number of jets is presented in Table IV.
culation of the top background includes jet counting efficien-

cies as well the difference in the efficiency for findidgs
produced from top. This is described in the next section.
Our top contribution estimate is derived from a top Monte  The systematic error on our top background expectation
Carlo sample made by using tReTHIA top event generator jncludes the uncertainty af production rate due to the error
with all decay modes allowed and a top mass of 170 ®8v/ on the luminosity of oulW data sample (1089 pb~ l)’ the
followed by a full detector simulation. FirstrTHIA [17] gen-  theoretical error on the top cross sectin;(175)=5.53
erates and decays top pairs for 1.8 T/ collisions. Thew  +0.07-0.39 pb [20] and the error on the top mass as mea-
bosons from the top decays are allowed to decay to any finalured at CDF. The top cross section at masses of 170.3 and

2. Top background systematic error
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183.3 GeVt? are 6.35pb* and 4.61 pb? respectively. This Multijet and W Events
variation dominates the systematic errors in Table IV. 4315
B. QCD multijet background i)
0
1. Sources of QCD multijet background 0
s, 0.
The backgrounds toN—evr come from any process &%1,;3 08 20 40 60 80
which produces an electron-like energy deposition plus a “ ¥ (GeV)

large missing transverse energy. Multijet events, which we
refer to as QCD background, can produce this signature if
one jet leaves an electron signature in the detector and the
transverse energy in the event is not well measured. In fact,
QCD background is the largest source of background to the
W+ jet events. Furthermore the rate is dependent on the
number of jets so that systematic errors in the background Bt
estimates do not completely cancel in the relatiVe n jet 0 10 20 30 40 5 60 70 80

. - . E (GeV)
cross sections which we use to determine the absolute cross T
sections. To keep the error on our cross section due to back— FIG. 8. Isolation vsE; for the QCD sample. The bottom plot
ground subtraction comparable to the statistical uncertaintyqys the 3 regionga, b, and & which are used to calculate the

of ourW+n=4 jet sample, we need to know the QCD back- ocp events in region d whel bosons dominate. The character-

ground to~35%. istic E; distribution of W—ev events is evident in the lego plot
Our identification of aN electron includes the use of both (top), The QCD events have ET distribution that peaks near 0 in

tracking and calorimetry information. To fake/éelectron, a this plot.

jet in a multijet event must leave a hidity track in the CTC

in addition to an electromagnetic energy deposition associd

ated with this track. This dual tracking-calorimeter :;ignatureI

can be produ_ced from hadron jets through several mode ihere else The estimate of the QCD background will ex-
Heavy flavor jets where charm or bqttom q”"?“ks decay tcfrapolate from the multijet dominated regions to Welomi-
real electrons can leave an electron signature in the dmed%ﬂted regions

o W backaround Atse imtiudiod in the comrsion eloenan., Removing the isolation antiy requirements in the data
9 ) selection also invites some contamination from electroweak

; ) . 0+ ) _
Foni Jots which Shower eary i the calormeter can leave £10CCSSES Stch &-e'e” andW- ry events. These wil
J y oncentrate in the low isolation and lo#; region of the

well-isolated EM energy deposit with associated tracks. . . . :
In addition to producing an electron signal, the multijet isolation# plane. We employ a set of requirements to reject

background event must have a large missing transverse en-

ergy. Large missing transverse energy in a multijet event can 3
be attributed to the escape of significant energy from one or

more jets through uninstrumented regions between the detec-

tors that results in the mis-measurement of the jet.

Isolation

istinguish the regions which are mosty/ boson events
ow isolation, highEy) and mostly multijet eventgevery-

Multiple Electron Events

2. Datasets for QCD background calculation

In order to obtain the QCD background we need to define
a sample of events enriched in QCD multijets. In our selec-
tion of W events we used the electron isolation varigldlec.
[l A 2) to discriminate between electrons and jets. We also
rejected a large amount of QCD background by requiring a
large imbalance of transverse energy. Therefore to obtain a
sample of QCD multijet events we remove these require-
ments from ourW selection. Specifically, we select a QCD
sample with the following criteria

Apply all W selection requirements except: Isolation Electron 2

Isolation Electron 1

0 5 10 15

Iso(0.4)<0.1 FIG. 9. The isolation of electron 1 versus isolation of electron 2

) ] Er=30 GeV. . for events with at least two electrons. The events that show the
This sample contains 214046 events. Of courseM@ndi-  inverse relation between electron isolations are events where the

dates are in this sample but they will be confined to onawo electron clusters are closer than the cone used to define the
corner of the isolatiorfe; plane. A lego plot of isolation isolation. We remove these events from the QCD sample because
versusk+ is shown in Fig. 8. From this figure we can easily they do not contaminate th& sample.
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FIG. 10. A profile plot of isolation versus missing transverse
energy. The vertical axis shows the average isolation for events
with a particularE; (horizontal axi$. The high missing energy 0
events show the low isolation characteristicdfelectrons but sig-
nificant QCD contamination is evident up to dif requirement of
30 GeV. This variable measures the signal to QCD background F|G. 11. The plots show the subsamples of events in the
ratio as a function off, which is a minimum near 40 GeV since isplation#; plane which are used to test the QCD calculation. The

// / 4 / /1
0 10 20 30 40 50 60 70 80
r (GeV)

this is the peak in th&; distribution forW events. upper plot is the subsample of QCD events with [&w sample.
L ) The lower is the subsample with a poorly-isolated electron. Each
the electroweak contamination of these regions. sample is divided into 4 regions to allow a calculation of the events

We removeZ—e*e™ and Drell-Yan contamination by region d which is compared to the number of evens)(ob-
vetoing events with a second electron regardless of the masgrved in the region. These samples are chosen to be displaced from
of the electron-positron pair. However, if a second electrorthe w dominant regior(indicated by cross hatching
exists and is within a radius of 0.4 of the first electron the o i . .
isolation of the two are correlated resulting in poor isolation€Xclusion is to insure that regions a, b and c are pure multijet

of both electrons. The isolation of the first electron versus th@nd not a mix of QCD anV events. We exclude events with

second electron is shown in Fig. 9 for the QCD sample bean electron isolation in the region 0.1 to 0.3 and any events

fore any electroweak contamination is removed. with a Er in the region 10 to 30 GeV. This requirement
If the e*e~ pairs are close enough each appears in théejectsW—>ev leakage as well a&/— 7v events which have

isolation definition of the other. These events rarely allow?" averagér less thaniW—ew events but generally larger

the isolation of the first electron to pass oWt selection; than 10 GeV.

S . ) A first order description of the isolation extrapolation
however, the spoiled isolation of the first electron also result§,.nethool assumes the isolation shape for QCD jets faking
in the failure of thee™ e~ removal requirements. Since these

. : ; electrons is independent & of the sample(see Fig. 10
events do not contribute twV-+jets yet do appear in the Therefore, if the ratio K,/N,) of well-isolated to poorly

multijet backgfound sample we must explicitly remove them;gated QCD events is known for the I region then it
from our multijet sample. _ ) _is known in the highZ; region. We directly count the num-
To enrich the sample further in multijet events we requirepq o multijet events,) with poor isolation and largg- .

that there is at least one other high energy clugtesides \yit, these quantities the number of QCD background events
the selected electronThe fraction of electromagnetic energy in the W sample Nocp) is

in this jet must be less than 0.8. This last selection criteria for

a second energy cluster is only applied to the Byevents Na
(regions a and bwhere we expect all jets were measured NQCD:N_ch- @)
reasonably well and therefore expect at least two igh
jets. TABLE V. Results for the tests of the QCD background calcu-
lation. The predicted number of events in region d and the observed
3. Measurement of QCD background number of events are compared. The first column lists the results for

In order to estimate the amount of QCD background inthe low E+ sample and the second column lists the results for the
. ,poor isolation sample. Both samples are essentially fré&/ abn-
the W sample, we make the assumption that the electron gamination.
isolation is independent of th&;. The first step in estimat-
ing the QCD background is to divide our QCD sample into 4

; - : . . Low E; Sample Anti-isolation sample
;ukl)sg\m%es :NhlchF-areSde\;‘\;ne(IJI bbyl/ tr?elr p_osmon |tr)1 the E,<10 GeV Isolation=0.3
gr?dag_on 7 plane (Fig. 8. We label the regions a, b, ¢ Predicted Observed Predicted Observed
region a 1so<0.1; E{<10 =0 jets 16522 15399 301 235
region b 1so>0.3; E{<10 =1 jets 13658 12480 263 198
region ¢ 1s0>0.3; E>30 =2 jets 2782 2724 101 97
region d 1s0<0.1; E>30. =3 jets 569 543 29 29
From the definitions of the regions above one sees that we =4 jets 105 93 8.5 10

have excluded intermediate regions from consideration. This
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TABLE VI. Final results for QCD background. The first column TABLE VII. Expected background fow— v andZ—e"e".
is the number ofV events selected with at leasjets. The second Fractions are number of background over numbewofev . The
column presents the expected contamination oftheample from  asterisk identifies samples for which an extrapolation based upon
QCD background. The first uncertainty is the statistical error andlat behavior is used because the calculation could not be per-

the second is systematic uncertainty. formed.
W Candidates QCD Background W— 7v Z—e'e”
. Sample  fraction  background  fraction background

=0 jets 51431 1509 73=453

=1 jets 11144 124865+ 374 =0 jets 0.0150 72627 0.0155 75227(*)

=2 jets 2596 41231+124 =1 jets 0.0217 196 14 0.0173 157213

=3 jets 580 125:17+38 =2 jets 0.0329 6247.9 0.0137 26.35.1

=4 jets 126 33.68.1+10.0 3 jets 0.0213 7928 0.0155 5%2.4

Vv

4 jets 00213 131.1(*) 0.0155 0.920.96(*)

4. Tests of the QCD background calculation

The large statistics of the run 1 data sample allow direcEc@le dependence inherent in LO QCD predictions. Rather
tests of the isolation extrapolation method. For these tests wi@n extracting an absolute prediction of #&—7» +=n
select two subsamples of the QCD sample, which is the suU€t Cross section, we extract the ratio
perset of our selected/ events made by removing the isola-
tion cut and theE; cut. The lowE; sample consists of all R _o(W—mv)e(W—1v) _
events with &+ less than 10 GeV. The anti-isolated sample Ve g (W—ev ) e(W—ev)
is defined by an electron isolation greater than 0.3. These
two samples which are shown in Fig. 11 contain essentiallyfhe e in Eq. (3) is the efficiency for finding & boson which
no W events. To test the isolation extrapolation method wes dependent on the decay mode. The ratio as calculated from
divide each of these samples into four regions just as we di&d. (3) used with the counts in oW+ jet data samples
with the QCD superset of events. Within each sample we capields W— 7v background.
calculate the events in the new regidfrom the other three Another significant source of higky electrons is pro-
regions. We can also directly count the events since these aftticed fromZ—e*e™ decays. The electroB; spectrum is
no longer dominated b events. The calculations and ob- similar to that of electrons fronW—ev but the Z cross
servations are compared directly in Table V. section is a factor of 10 below th& cross section. Although

Overall, Table V shows the method performs with thewe have explicitly remove&—e*e~ decays from thew
desired accuracy35%). We use the test from the anti- sample(Sec. lll O the efficiency for ouZ—e*e™ identifi-
isolation sample to assign a systematic of 30% to the QCration was about 50%. A fraction of th&s that failed theZ

©)

background calculation at each multiplicity. selection will contribute to ouw events. If one lepton in the
Z decay passes the electron selection and the other escapes
5. QCD background results through a gap in the detector coverage theW aignature

The calculated QCD backgrounds are listed in Table Vl_can+re§ult. The calculation we use to estimate the ra of
We see that the QCD contamination is significant and that € € €Vents fakingW—ew is identical to theW— 7v
the probability of contamination from multijet events in- method described above.
creases with the number of jets in thié+ jet samples. _

2. Single boson background samples and results
C. Single boson background We generate leading ord&¥— 7v + =n jet Monte Carlo

samples usingeCcBOS [22]. The renormalization scale is
Q&en=M3,. We useHERWIG [23] to add initial or final state

W decay in which a final state electron results from anradiation and provide fragmentation of the partons with the
intermediate particle such as thecan contribute to ouW  HERWIG fragmentation scale@Zrc) set equal taM3,+ P?.
—ev+jet samples.W— rv accounts for one third of the The program(TAuLOA [21]) used to decay the allows all
leptonicW decays and the has a significant branching frac- final states and provides the correct polarization. The Monte
tion (18%) to electrons. These events will sometimes beCarlo events are processed through the CDF detector simu-
identified asw— ev decay. However, the momentum of the lation code(QFL) andW events are selected with the same
7 is shared among three decay produetsy), two of which  requirements used for data selection. A description of the
do not deposit energy in the calorimeter. Our kinematic reMonte Carlo generation is found in Sec. VIII.
quirements reject most of th&— 7v events. For eachW— rv +=n jet sample we create W—ev

An accurate estimate of thé/— 7v +jet contamination +=n jet sample with identical generation parameters. The
of our W—ev +jet samples is made using a LO QCD cal- ratio in Eq.(3) is determined by the number of events pass-
culation forW— 7v +jets events. The QCD production dia- ing our W selection requirements from both thé— 7v and
grams are the same whether tivedecays to an electron ar  W—evr Monte Carlo samples. We use the following formu-
final state. We use this fact to remove the renormalizatiodas to determine the backgrounds:

1. Sources of single boson background

072003-14



TESTS OF ENHANCED LEADING ORDER QCD INV . .. PHYSICAL REVIEW D63 072003

(4) TABLE VIII. The table shows the number of events found with
m jets in the minimum bias sample and the probabilities for obtain-

(5) ing a single jet, 2 jets, 3 jets and 4 jets from an extra interaction. We
use the number of vertice®0117 found in the minimum-bias
sample and the number of extra vertiqggd188 found in theW

NW~> o RWHTV NWHeV

Nz_ete- =Rzete- Nwoey

where S
sample to calculate the probabilities in the second col[&m (8)].
Weey = Nselectea” Noco— Niop 6) m jets N Events P
—ev
1+R +Ry oo

( W— 7v Z—ete ) 1 jet 494 9.X 1073
and 2 jets 67 1.%10°3
3 jets 11 2.X10°4
o(Z—e'te )e(Z—e'e ) 4 jets 2 4.x10°°

Rzete = oc(W—ev)e(W—ev)

@) calculated from our minimum-bias eventee Sec. IV B for
These equations assume that no other contamination b&ie definition of this sampje The events in the minimum-
sides QCD and top exist in th& data. The results are shown bias sample closely model the extra interactions foundin
in Table VII for n=0 through 4. The results show that the events. Specifically, neither sample has a significant trigger
contaminations fromNV—er and Z—e"e~ are small and bias. This is true for minimum-bias samples by design.
will have a negligible effect on the relative cross section We counted the number of jets and the number of vertices
measurements. The asterisk identifies samples for which thg our minimum-bias sample. Note that the number of verti-
calculation could not be performed because the LO generat®es is different from the number of interactions because not
was not available. We extrapolated assuming a flat behaviogvery interaction will produce an identified vertex, and mul-
This extrapolation should be safe given the background i§iple interactions very close together cannot be separated into
fairly insensitive to the number of jets but we have increasednultiple vertices. However, the number of vertices per inter-
the error for these extrapolations by a factor 2.0. action should be the same for the minimum-bias sample and
the extra interactions in the&/+ jets sample.
We found that for every 81 vertices in the minimum-bias
sample, one single-jet event was found. Wesample con-
1. Sources of multiplicity promotions tains 41188 vertices in addition to those vertices associated
The previous sections discussed contributions to\he With the Wbosons. We then expect 507 events with a single
candidates selected for oW+ jet analysis. Here we discuss €Xtra jet from an extra interaction in oW sample. This

backgrounds which do not contribute to the total number oflUmber of jets in 5143W events yields the probability of
W events but rather add to the number of jets iWdoson 0.0099 for obtaining a single jet from an extra interaction per

event. We correct for two contributions of jets which do not W event. The formula is shown explicitly in E¢8) below.

D. Multiplicity promotion background

arise from direct singl&V+ jet production: In Eq. (8), Nie(MB) is the number of jets in the minimum-
jets produced in interactions that occur in the same cros€21@S sample,N,,(MB) is the number of vertices in the
ing as thew interaction; and minimum-bias sampleNgyqa vi{ W) is the number of extra
¥'s in Wy events which are counted as jets. vertices found in th&V sample, andP; is the probability for

About 40% of ourW events have at least one other vertex@ €t to arise from an extra interaction inVe event. The
reconstructed in addition to the/ boson vertex. The extra calculation is repeated for the probability of obtaining 2, 3,
vertices indicate the presence of additioﬁal interactions, ?nr:glrf; d?r:SbE;?sme\?gntes)(f/:/Eiltr:n;er:?cggg Eyettjss'r;g;hgcg\ljg?be{_ﬁ;
although some low-multiplicity interactions do not make a Y J€1S, resp y-

vertex that passes our vertex selection criteria. TypicaII)P robabilities are listed in Table VIl and are seen to drop by

. , . a factor of 6 with each additional extra jet:
these extra interactions contribute a small amount of energy

which is spread over the detector. As we discussed in Sec.
IV B this energy is subtracted from our jet energy with a _ Nextravdl W) Nje(MB)
value determined by the number of extra vertices that we 17 51431 Nyg(MB)’
find in the W event. Occasionally the energy from an extra
intergction will be Iarge'enough an_d Ioca}lized enough to re- Despite the fact that the probability for obtaining a jet
sultin a reconstructed jet. These jets will be counted alongyqm an extra interaction is less than a percent, the correction
with any jets produced in association with téboson, so o mytiplicity promotions can be significant. The 1% of
we correct 'Fhe jet multiplicity distributions to account for \y, 1 jet events which get promoted W+2 jet events
these extra jets. represent a 5% increase on the numbew\bf 2 jet sample
because the 2 jet sample is roughly 5 times smaller. Whe
+2 jet sample is also increased by promotions from\the
The probability of awW event containing a jet that is gen- +0 jet sample. The probability of a 2-jet promotion is 6
erated from an extra interaction is 0.0099. This value wagimes smaller but th&/+ 0 jet sample is 5 times larger than

®

2. Calculation of promotions
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TABLE IX. Summary of backgrounds to singl&/+ =jet samples.

Background =0 jets =1 jet =2 jets =3 jets =4 jets
QCD 1509 1248 412 125 33.6
W— v 726 196 62.9 7.87 1.26
Z—e'e” 752 157 26.3 5.73 0.92
Top 35.9 35.9 35.3 30.1 20.5
Promotion 0 464 149 40.8 9.92

the W+1 jet sample. This means that the correction to theas described in the preceding section, we have estimated the
W+2 jet sample forW+0 jet promotions is roughly the number of jets from extra interactions in thié events from
same as that folW+1 jet promotions. The effect of the other methods to establish an error.
promotions therefore represents our second largest back- One study looked at tha ¢, distribution between the
ground correction to théV+jet samples(except at some electron and jet iW+ jet events. The electron frokV decay
higher jet multiplicities where top event background be-js uncorrelated with jets from an independent interaction
comes significant _ ) therefore this distribution is flat. The distribution for jets pro-

A second source of promotion arises frafity events.  qyced in association witt/ bosons will be peaked at. The
The photon in these events will be counted as a jet if itsyctyalw+jet data was fit with these distributions to extract
transverse energy is above 15 GeV dntlis less than 2.4.  the amount of each.

The probability £,) that a photon will contribute ajetto  another study divided thew+jetsample into 4 sub-
an event in ouW sample is 0.004 0.0006. This value was samples dependent on the average instantaneous luminosity
determined fromWy Monte Carlo events. We corrected the at which the events were collected. We would expect that in
photon energy using the standard jet corrections. These COfigh luminosity running the average number of extra inter-
rections are necessary since we do not distinguish photongetions that occur would increase. This increase would result
and jets in the data. After obtaining the number of photonsn a higher probability for jets from extra interactions.
which pass the jet selection requirements in the Monte Carlo, The two studies gave results which bracketed our estimate
we scale the Monte Carlo |Umin05ity to our data |Umin03ity.fr0m the minimum-bias Samp|e and from these we quote an

We expect 20732 photons measured as jets in t#¢  error on the promotion probabilities oft100% and
sample. This number of photon-jets yields the valuePgf  _ 5004,

(207/5143).

To correct for photons faking jets we aé, for a photon
faking a jet to the probability®,) of obtaining 1 jet from an
extra interaction. We restrict electrons to be in the region of the detector

The actual correction for promotions is complicated bywhere the most reliable electron measurements are made.
the fact that we must simultaneously correct for the jets beThis requirement necessarily involves the loss of a large
ing promoted to and from a particular jet multiplicity. In the fraction of theW’s produced at CDF. In this section we
promotion calculation we use a matrix of probabilities which determine our losses from this requirement and all other re-
maps then jet sample to thé+m jet sample via the promo- quirements made in ouw data selection. Since soma/
tion probability form jets from extra interactions. The cor- selection requirements are biased against events with jets, we
rections to thew+=n jet samples are shown in Table IX measure the efficiency for eadhN-+n jet sample indepen-
and are calculated fan as high as 4. dently. The total efficiency for eadlW sample is the product
of all individual efficiencies as shown in E§9). The de-
scriptions of these efficiencies are in Table X.

VI. EFFICIENCY CORRECTION TO W BOSON YIELDS

3. Uncertainty on the promotion correction

Although the most reliable method for obtaining the pro-
motion probabilities P,,) is from the minimum-bias sample €tot= €gec€kin€ID €trig €obl€Zrem- 9

TABLE X. Efficiencies related to losses to tNé—ev sample due to the selection criteria.

Name Description

Geometric €ge0) electron in central detector

electron in well-instrumented region
Kinematic (egin) electronE+=20 GeV

Er=30 GeV
Identification (,p) passes event and electron quality cuts
Trigger (eyrig) passes online trigger requirements
Obliteration (gqp) loss of events due to electron-jet overlap
Zremoval (ez;em loss of W+ jet events due t& removal
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TABLE XI. Number of Monte Carlo events passing each acceptance requirement for our O to 4 jets

samples.
Sample N Ncentral Nfiducial NET NéT
W+0 jets 42836 23699 17863 15238 10054
W+1 jets 37282 21486 16290 14139 8955
W+2 jets 10972 6543 4954 4305 2647
W+3 jets 3848 2383 1819 1566 1053
W+4 jets 1399 873 654 575 384
A. Geometric and kinematic acceptances quirement lowered to 1 GeV but with the Monte CavlbP;

1. Acceptance calculation for W-=n jets distribution tuned to describe the réal data.
The efficiency for geometric and kinematic restrictions on 3. Geometric acceptance
the leptons is referred to as the acceptance. The geometric We require the electron to be in the central region of the
and kinematic acceptances are calculated separately. Tldetector (7|<1.1). The region of the electron is determined
geometric acceptance is the fraction of electrons that depoditom the reconstructed electron rather than the four-vector
energy in a fiducial region of the central electromagneticfom the matrix element calculation so that we include de-
calorimeter. The kinematic acceptance is the fraction of elect8Ctor smearing. The second acceptance requirement applied

trons and neutrinos to pass the and E; requirements re- to the electron is the fiducial requirement. Good fiducial sta-

spectively. The fractions are calculated with simulaid tus requires the electron to be in a well-instrumented region
pe eveyr;ts of the calorimeter. The number of events with a central fidu-
— eV .

cial electron as a function of the jet multiplicity is shown in
Table XI.
2. W+jet Monte Carlo samples In a small percentage of events the electron is not recon-
) structed. We determine the cause of such losses by using the
We generatéV+n parton data samples using tWector  foyr-vector from the matrix element calculation and propa-
Boson leading order Monte Carlo generatoECBOS [22].  gating the electron into the detector. These “lost” electrons
VECBOs includes the correlations between the vector bosoRg| into two classes: electrons which escape the detector and
decay fermions and the rest of the event. The renormalizag|ectrons which are obliterated. An obliterated electron is
tion (Q&en) Scale for the calculation is the average partongefined as an electron which overlaps with a jet to the extent
P+ squared (Py)?). The generator output consists of the that electron reconstruction fails. The rate of obliteration is
four-momenta of the final state partons, and we apply théneasured separateigec. VI D) using data. After propagat-
following requirements at the parton level to avoid diver-ing the electron the acceptance status is properly categorized.
gences and to confine partons to the detector acceptance: Table Xl lists the geometric acceptance for oMV
partonE+=8.0 GeV +jets samples.
parton| »|<3.5; and _ _
parton Separat|0AR>04 4. Kinematic acceptance

The Monte Carlo Sample is selected by Cutting on recon- \We app|y a 20 GeV transverse energy requirement to
structed quantities as described below, so these requiremendfectrons in events which pass the geometry requirements.
do not restrict the final sample in any way. No requirementsthe electron energy is corrected with the Monte Carlo elec-
are imposed upon the leptons from ¥édecay. tron correction code which is the equivalent of the correc-
The evolution of the parton level hard scattering processions used oW data events. The number of events surviving

into _hadrons is carried out usingERWIG [23], which in-  the electronE; requirement are presented in Table XI.
cludes initial state gluon radiation from the incident partons _ _ ]

as well as color coherence in the final state radiation. The TABLE XIl. Geometric and kinematic acceptances fo/
cutoff on the virtuality limit of the emitted gluons IERWIG +jets. The last column shows the total acceptance with the statis-
; 2 _ a2 2 : tical error and the systematic error respectively. The systematic
[ =My, + P%5y- Further details of the Mont rl : ) ) i .
S Qkrc wt Pry. Further details of the Monte Carlo uncertainty comes from varying the jet energy scale as described in

parton generation and fragmentation are discussed in SegiaC VI G. which has no effect on the 0 jet sample

VIII.

The Monte Carlo events are passed through the CDF de- Sample  Geometric  Kinematic Total
tector simulation(QFL) to obtain the energy measured by the
detector for electrons, jets, and the underlying event. Th&/+0 jets 0.4170 0.5629 0.2340.0020
simulated events are processed by the same analysis coder1 jets 0.4369 0.5497  0.24820.0022+0.0021
used for the data; event selection requirements and jet couniy+2 jets 0.4515 0.5342  0.243D.0041+0.0025
ing criteria are identical to those used for real events. FOv+3 jets 0.4727 0.5791  0.27370.00720.0045
consistency in the modeling of oW events, theW plus 0 w+4 jets 0.4675 0.5877 0.27470.0119 0.0100

jets sample is generated withleCBOS using a partorP+ re-

072003-17



T. AFFOLDERZet al. PHYSICAL REVIEW D 63 072003

Events with an electrorEr=20 were tested for & TABLE XIIl. ID efficiency for electrons as a function of the
=30 GeV. We calculate the imbalance of transverse energfumber of jets. Since there is no evidence for any dependence upon
from fully corrected detector energy and include the effectghe number of jets, we use the inclusive measurement for all jet

of extra interactions. multiplicities.
Sample Np Npp €D
5. Acceptance summary

Our measuredlV acceptances are shown in Table XII. The io Jets 2128 1690 0.8850.005
results are given for exclusive jet multiplicities with=0 to =1 Jets 439 348 0.8840.012
4. The measurement used a LO matrix element calculation =2 J€tS 107 83 0.8720.026
with partial higher order corrections via KERWIG parton =3 Jets 18 14 0.8750.062
shower simulation. The detector simulation QFL was used to =4 Jets 4 3 0.8520.141
model the response to electrons and the recoil ta/Ahe

Npp= Pthot (10

B. ID efficiency

We showed in Sec. Ill A that an effective means of se—and the number of events for one lepton passing as

lecting electr(_)ns vyh|lg reducing backgrounds was to impose Npr=2P(1—P)Ny;. (11)
electron quality criteria on the electromagnetic cluster in the

central calorimeter. This procedure necessarily involves the  represents all electron-positron pairs which satisfy the
loss of true electrons that happen to fail these requirementginematic and event requirements listed above. This number
Simulations of electron response are difficult because somg an unknown since we do not have the events for which
of these requirements are sensitive to the running conditiongoth |eptons fail the requirements. However we can elimi-

such as the luminosity while others could show time depenpateN,,, from Egs.(10) and(11) and solve for the probabil-
dent behavior due to the slow degradation of detectors suc,lﬂ, P in terms ofNpp andNpg:

as the calorimeter. An example of the former is the isolation

variable. As the instantaneous luminosity increases the aver- 2Npp

age number of interactions increases. The contamination of P= Noot 2Noo (12)

the electron energy by extra interactions increases with the PF PP

number of interactions and therefore with the luminosity. TOSubstituting 2696 2138=558 for Npr and 2138 forNpp

obtain reliable efficiency numbers we measure the eﬁiCienC¥/ields P=0.885+0.005 as our ID efficiency.

using data rather than simulations. Thelata is a very suit- We have assumed that our ID efficiency calculation is

able sample for severql reasons: 'thedata were coIIect'ed independent of the number of jets in the event because we

over the same time period as a+ jet data; the production .5 ated the efficiency with obvious jet dependence sepa-

and decay kinematics are similar; addoosons are easily | 4e|y (see Sec. VI D To check that this was a reasonable

found and contain very small backgrounds. course of action we recalculate the 1D efficiency for edch

+jet sample. The results are shown in Table XlII. We do not

observe a significant trend for the efficiency as a function of
The event sample used for determining ID efficiencies iget multiplicity so we use the single combined number in the

derived from the inclusive electron sample by selectingcalculations.

events that have at least one lepton which passes our tight

The ID efficiency sample and calculation

electron s_election_requirements. From this sample we apply C. Trigger efficiency
the following requirements to a second electron: )
central (7|<1.1); All events in our data sample must pass the level-two and
E;=20GeV; and level-three inclusive central electron triggers. To determine
in the fiducial region. the fraction of electrons which fail these triggers we select a

The result is a sample where both leptons are central and ) o )
TABLE XIV. Trigger efficiency for electrons as a function of

fiducial and both have &;=20 GeV. The following addi- : ; ’ -
tional event requirements are made to insure that we havtge number of jets. Since there is no evidence for any dependence
upon the number of jets, we use the inclusive measurement for all

cleanZ bosons: ) A
jet multiplicities.

81 QI\Z++Q671?)§); d
SMete-= ;an )
1Z,,/<60.0 cm. Sample g
There are 2696 events which satisfy these requirements =0 jets 0.9936:0.0005
(=Np). In 2138 of these events both the electron and posi- =1 jets 0.9969 0.0007
tron pass the electron quality requiremertsNpp). =2 jets 0.9947%0.0022
Given thatP represents the probability that a lepton will =3 jets 0.99590.0041
pass the quality requirements we can write the number of =4 jets 0.9667 0.0232

events which have both leptons passing as
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new W boson sample from thE; triggers at level-two and Obliteration
level-three which are based on identifying neutrino candi- 1k « WMC
dates instead of electron candidates. This trigger provides a ° ZData
dataset from which to seletW bosons without the require- 09
ment of an electron trigger. From these events we s&l\éct os L
events by applying our geometric, kinematic and extra tight ' . | ! L
electron selectiorilimiting the isolation to less than 0.05 to
effectively eliminate multijet background The E; is re-
quired to be at least 25 GeV. We check whether the electron FIG. 12. Obliteration efficiency as calculated frond Monte
from these events passed the level-two and level-three cearlo (filled circles and Z data (open circles Statistical errors
tral electron triggers. We find that trigger efficiency is only; note that the systematic errors are large for the high-
0.9941+0.0004. The results are presented as a function oftultiplicity points based upon th& data because of the limited
the number of jets in Table XIV and show no dependencdimber of high-multiplicityZ events.

with jet multiplicity so we use the single combined number
in the calculations.

Number of Jets

Because of the possibility of systematic effects resulting
from the limited number of events in odrdata sample, we
also study the electron-jet overlapbliteration using a pure
W Monte Carlo calculation. The results from the two studies

In this section we factor out the losses that depend on thare shown in Fig. 12, which shows the fraction of events
jet activity in the event. As part of thé/ selection we require wWhich pass our electron-jet obliteration criteria. The errors
that the electron and any hidgh, jets be separated by/sR  are obtained by varying the polarization of the boson. The
of no less than 0.52. We can only apply this requiremenfiuantity that enters thgV cross section calculations is the
when we can physically distinguish an electron from a jet. Ifratio of the efficiencies for the different jet multiplicities and
a jet and an electron occupy the same area of the detector A9t the absolute magnitude of the efficiency. Where Zhe
might lose the electron altogether. These events by their natatistics allow comparison, this ratio agrees for ZrendW
ture will not appear in the electron data samples, so we nee%amples. The magnitude of the obhterano_n eﬁlplency indi-
to simulate the effect from existing data. We refer to thetates that theV Monte Carlo calculation is a little more

efficiency for events to appear in the electron data sample fficient than theZ data(.Flg.'lz). This is not surprising since
and to haveAR to the nearest iet no less than 0.52 as theC'V-€nergy contamination is not modeled well by the Monte

. : , J ' Carlo calculation, and this could cause some additional loss
obliteration efficiency.

in the data. Since the ratio is estimated better for high jet
multiplicities from the Monte Carlo calculation, we use these
in our cross section calculation. The values for the electron-
We estimate the rate at which jets and electrons overlajet obliteration efficiency are shown in Table XV. Also
from Z data events. These data events contain all sources shown in this table are the Monte Carlo efficiencies scaled to
low-energy hadronic contamination of the electron, properlymatch the low-multiplicity efficiencies estimated from the
correlated from the recoil against the boson’s momentumgata. These scaled efficiencies represent our best estimate of
but the dataset is an order of magnitude smaller thanAthe the true values.
dataset which results in limited statistics for events with high
jet multiplicity. To help overcome these limited statistics, we E. Z removal
remove theZ boson decay products from the event and then , i L
replace theZ with a W boson of the same momentum. We Our selection 01\_N events _mcludes_ a rejection of events
then decay this boson many times with a Monte Carlo which pass loos& |dent|f|cat|_on requirement§Sec. Il O.
calculation, and each time we add the decay electron to th£N€Se requirements are applied to a second electron after the
event and observe how often this electron falls on top of a jePfimary electron identification arél requirement. This pro-
in the event. Although we decay tN&in each event several Ccedure is repeated on th& Monte Carlo calculation. Al-
thousand times, systematic effects can enter the calculation ) ) ) o ]
because of the limited number of events. We are unable to ABLE XV. Electron-jet obliteration efficiency foW+ jets
use our much largew sample for this estimate because theMonté Carlo, and for this efficiency scaled to the low-jet-
longitudinal momentum of the/ is unknown. Implicit in this multiplicity Z data. Only the ratio of the efficiency to the 0-jet value
. . N .__enters into the cross section calculations.
procedure is the assumption that the production mechanisms
for W andZ bosons are similar. s
We check to see if the electron from boson decay lands

D. Electron-jet overlap losses

Electron-jet overlap data samples and calculation

ample €obl €op (scaled)

near any jets in the event. The criteria for the electron to be=0 jets 0.956-0.010 0.9480.010
obliterated by jet activity are the following: =1 jets 0.924- 0.009 0.91%0.009
a jet cluster with arE1(jet)=0.1- Er(ele) within a cone =2 jets 0.894-0.011 0.88%0.011
of 0.4 of the electron cluster; and =3 jets 0.8630.009 0.856:0.009
a jet satisfying our jet selection criteri&{=15GeV and >4 jets 0.826-0.012 0.819-0.012

| 7|=<2.4) within a cone of 0.52 of the electron.
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TABLE XVI. Z removal efficiency folW+ jets. TABLE XVIII. Acceptances for variations in renormalization

scale and jet energy scale.

Sample Z removal

_ Qien= +5% Et —5% Et

W0 jets 1.0006-0.0 Sample Default PZ,+M3 Scale Scale

W+1 jets 0.9976:0.0005

W+2 jets 0.99530.0014 W+1 jets 0.2402 0.2406 0.2420 0.2381

W+3 jets 0.9881 0.0035 W+2 jets 0.2412 0.2423 0.2434 0.2407

W+4 jets 0.9846-0.0062 W+3 jets 0.2737 0.2766 0.2729 0.2702
W+4 jets 0.2747 0.2756 0.2847 0.2717

though the Monte Carlo sample is entirdly+ jets events, ) )

some jets in these events look enough like a second electrdhan our default choice @*=(Pr)? (partonPy). The shifts

so that the event pass&sidentification. Therefore the frac- due to a change in the renormalization scale are also pre-

tion of W events that pass th&identification is dependent Sented in Table XVIII.

on the number of jets. Table XVI shows the efficiency Zor

removal as calculated from oWV Monte Carlo calculation. VII. DATA RESULTS FOR CROSS SECTION
MEASUREMENTS

F. Summary of efficiencies We have measured the quantities required for a calcula-

We have measured the efficiencies for identifyidg  tion of theW—ev +=n jet cross sections. First, we calcu-
—ev decays as a function of the number of jets. The indi-late the number o?V—ev +=n jet events produced at CDF
vidual and total efficiencies are collected in Table XVII. One during the period of data collection. This number is derived
source ofW boson loss has not been determined in thesdy correcting the number &/—ev + =n jet candidates for
estimates. The loss &f/— ev events due to our requirement the contamination from backgrounds and for the loss of di-
that the event vertex is within 60 cm of the center of therect singleW—ev +=n jet eventgefficiency. The relative
detector is not dependent on the number of jets and therefogoduction is defined as the number Wf—ev +=n jet
will cancel in our final cross section measurements since wevents divided by the total number ¥W—evr events. The
scale our cross section to a previous CDF inclusivenea-  absolute cross sections will be obtained from the relative
surement. The value has been determined for the run la dapaoduction rates by scaling to the inclusiVé—ev cross
(the first 20% of the dajao be (95.55-1.05)% and (93.7 section of oo(W)-BR(W—evr)=2490+-120 pb as mea-
+1.1)% for run 1lb(the remaining 80% of the data sured from a previous CDF analy$&4].

G. Systematic uncertainties A. W—evr +=n jet cross section results

In this section we present the systematics which can To calculate the number &f/— ev events produced with
change the ratio of the acceptance\Wf+n jets to that of at leastn jets, we use the number 8/—ev +=n jet can-
W+0 jets. We recalculate the acceptance from the CDHlidates \,), subtract the estimated background contamina-
simulation program QFL after shifting the jet energy scale bytion (B,,) to get the number ofV—ev events in our candi-
+/—5.0%. This scaling will not only affect jet counting but date sample that were contributed from direct single
will change the measurement of tiig which depends on the production. Dividing this difference by the efficiency(,
measurement of jet energy. The absolute shifts of the accepstimated in Sec. Vlof identifying aW—ev decay when
tance for this procedure are shown in Table XVIIl. We alsothe W is produced withn jets, we obtain a measurement of
have a choice for the renormalization scale when generatinthe number ofW— ev events that were produced. The sub-
W+ n jets Monte Carlo calculation. We expect some depenscript indicates that these quantities are measured for each
dence on this parameter since the acceptance does dependwr =n jet sample. Fom=0 this is the total(inclusive
P and aQ?=M4Z+ P2, would yield a hardeP spectrum  number of direct singl&V—ev events. The fractiorF , is

TABLE XVII. Summary of W+ jet efficiencies.

Eff =0 jets =1 jets =2 jets =3 jets =4 jets

€60 0.4170 0.4369 0.4515 0.4727 0.4675
€kin 0.5629 0.5497 0.5342 0.5791 0.5877
€D 0.8846 0.8846 0.8846 0.8846 0.8846
€Trig 0.9941 0.9941 0.9941 0.9941 0.9941
€obl 0.9478 0.9172 0.8867 0.8561 0.8192
€7rem 1.0000 0.9976 0.9953 0.9881 0.9846
€tot 0.1956 0.1933 0.1872 0.2036 0.1948
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TABLE XIX. Candidates, total background, tot&l efficiency  section is greater for higher jet multiplicities so that the can-
(applies ton jets, not=n jets), and the relative cross sections for cellation is not complete but the final uncertainty is relatively
the W+ jet samples. smaller when compared to the absolute cross sections. This
argument is not true in the rati®, / oy becauser is insen-
=0 jets =1 jet =2 jets =3 jets =4 jets  itjve to the jet counting uncertainties. We describe the sys-

N. 51431 11144 2596 580 126 tematic uncertainties in more detail in the next section.
n

B, 3024 2102 686 210 66.7

€n 0.196 0.193 0.187 0.204 0.195 B. Systematic uncertainties in the data

Fn 1.0000 0.1868 0.0395 0.0076 0.0012

In this section we give descriptions of the systematic un-
certainties in theW+jets analysis. The determination of a
] ) ) particular systematic is produced by varying a quantity by its
defined as the rate 8 —ev +=n jet events relative to the yncertainty and recalculating the cross section. The differ-
total production rate. These fractions ) are the relative ence of the new cross section and default cross section yields
production rates and they are presented in Table XIX. Thehe systematic uncertainty on the cross section. The system-
inputs that were used in the determination of the relativeytic variations we examine are those that change the ratio of

production rates are also shown in the table. the number of events witk=n jets to the total number of
The last step for obtaining cross sections is to scale th@yents.

relative rates to the inclusive cross section times the branch- The quantities which are varied systematically can be

ing ratio, which is from a previous CDF analysis that usedyrouped into jet counting variations, backgrounds, and effi-
the first 19.6 pbl of |umin08ity. The |uminOSity and vertex ciencies. The Jet Counting variations are the@t’ the de-
requirement efficiency were well measured for these dataector 5 cut, the underlying event energy scale, and the pro-
The uncertainties in this measurement are retained in OUhotion correction. The background variations include the
absolute cross section measurements and represent a 4.8%¢D background normalization and the top background nor-
uncertainty for eactW+=n jet cross section. We refer to mgjization. The efficiency variations include the acceptance
this contribution to the uncertainty as the common uncerznd the electron-jet overlap calculation.
tainty. The cross sections foN—ev +=n jets are pre- The uncertainties on each of these quantities are explained
sented in Table XX and plotted in Fig. 13. The curve in Fig.in detail in the associated sections. Table XXI shows the
13 is an exponential fit to the data. The uncertainties in Tablghange in the cross sections as a result of the variations that
XX are divided according to type; the first uncertainty listed gre |isted above. The systematic error due to the uncertainty
in the Table XX is statistical, the second is the commongp jet counting dominates in atn jet samples. The count-
uncertainty (4.8%9), and the third is the systematic uncer- jng error is in turn dominated by the uncertainty of the jet
tainty. . . ) _ . _Et. However, the contribution of systematic uncertainty due
The systematic uncertainty dominates the uncertainties ify extra interactions is also significant. The effect of extra
the W+ jet measurements. An estimate of the systematiGnteractions is seen in two uncertainties: the uncertainty on
uncertainty must avoid double counting the uncertainties thahe correction of jet energy due to contamination of 0.4 clus-
are already accounted for in the common uncertainty. This igering cone from extra interaction energy, and the uncertainty
achieved by defining the systematic uncertainty to represedn the promotion correction which corrects for jets from ex-
only the uncertainty on the ratio dV+=n jet events t0 g interactions. As the instantaneous luminosity at CDF in-

W+=0 jet events. We discuss the quantities that can chang@eases both the extra interaction correction and the promo-
the ratio in Sec. VII B. Here, we only note that the dominanttion correction contribute a larger fraction of the total

contribution is due to the uncertainty on the jet energy.
Also shown in Table XX is the ratio

TABLE XX. W+ =n jet cross sections. The total uncertainty is
. broken down into the combined statistical uncertaifghich in-

Rn/(nil):_“. clud_es_ the statlstlc_:al uncertainty on the number of events and the

On-1 statistical uncertainty on the efficiency and background calcula-
tions), the common systematic uncertain®.8% from the input
pnclusiveW cross section and the systematic uncertairtyhich is
dominated by jet counting systematics; see Sec. VIIBor this
table we list the maximum of the plus and minus systematic.

Rn/(n-1) Shows explicitly that the cross section drops a facto
of 5.2+0.3 with each additional jet. This ratio gives the
probability of measuring one additional jet invéevent and

is therefore closely related to the coupling strength of the
strong interactionys . In Sec. IX A, we useR,-1) to make
more demanding tests of QCD since the uncertainty on thigets BR- o Stat. Com.  Syst.
ratio is smaller than the uncertainty on the absolute cross
section. The cancellation of the systematic uncertainty is pre1 ~ 471.2t57.1 63 231 518  0.1890.021
dominantly due to the correlation in the jet counting uncer-=2 ~ 100.9:19.0 3.2 49 181  0.2140.015
tainties in the numerator and denominatorRef,—1y. For =3 18.4:5.3 14 0.9 51  0.1820.020
example, the increase in the number of jets from a shift in the=4 3.1*x14 0.7 0.2 1.2 0.1660.042
jet energy increases both, ando,_ ;. The increase in cross

Cross Sections Resulfpb) o,

On-1
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FIG. 14. The variation of strong couplingy{, two-loop with
the renormalization scale used in thecsos generator. The value
F of a4 for the two renormalization scales that are used in the LO
[ matrix element calculation are indicated by the arrows.

o
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provides gluon radiation from both the initial state and final
state partons. The degree to whigbRwIG adds radiation is
determined by the fragmentation scale. As one might expect,
FIG. 13. W+=n jets cross sections. The inclusivang- the cross section predictions are fairly insensitive to this
>0 jet) cross section is from a previous CDF measurement. The fifCale but the kinematic predictions show some dependence

line is an exponential that corresponds to the cross section droppirg® We shall see.
by 5.2+ 0.3 for each additional jet.

0 1 2 3 4 5
Multiplicity (= n jets)

A. Event generation

uncertainty. This point needs to be considered in future W€ Use the programecBos [22], a leading ordeiV(Z)

analyses which will collect data at even higher instantaneoug Parton Monte Carlo event generator, to produce \tte
luminosities. —ev +n parton event samples. Fa=1, 2, 3 and 4, we

generate samples of 50000 events using the generation re-
quirements listed in Sec. VI A 2.
The leading order matrix element calculation uses a two-
loop (NLO) evolution of g chosen for consistency with the
Generating perturbative QCD predictions requires severdNLO order parton distribution functiofCTEQ3M) [25]. We
inputs which must be chosen with reasonable attention tevaluateag at two renormalization scales that bracket Wie
both theoretical and experimental considerations. The leadoson mass. These scales are defined by @&s.and (14)
ing orderW+ parton calculations are most sensitive to thebelow. The value ofrg as a function of the renormalization
renormalization scale used in the evaluation of the strongcale is shown in Fig. 14.
coupling of the theory. We assess the dependence of the LO The low renormalization scale is defined by the average
perturbative calculation on this scale and on other inputs. value of the partorP. Explicitly, the lower renormalization
Perturbative QCD yields definite predictions for théet scale is the scalar sum of the part®q’s divided by the
parton cross sections. In order to compare theory to data aumber of partonsr(). The value of the lower renormaliza-
the level of jets, the partons need to be converted into jets. Ition scale is on average approximatd§,/4. The high
a procedure we call enhanced leading ord&rO), we use renormalization scale is defined by the square root of the
the HERWIG parton shower simulation which fragments the sum of the squares of the boson’s mass Bnd The average
parton and hadronizes the final state quarks. This procedusalue of this quantity is about 84 GeV:

VIIl. PREDICTIONS FOR W BOSON PLUS JETS
PRODUCTION

TABLE XXI. List of systematic uncertainties faiV+ jets analysis. Values are in picobarns.

W+=1 Jet W+=2 Jets W+ =3 Jets W+=4 Jets

- +o - +o - +o - +o
E; scale -315 31.8 -10.1 115 —-2.35 3.08 —-0.53 0.70
Ndet -10.7 9.1 -4.1 3.7 -0.99 0.89 -0.41 0.17
Underlying Event —-23.0 27.3 —-8.6 9.9 -1.91 3.01 —-0.48 0.65
Promotion —-12.1 24.7 —-3.7 7.2 —-0.97 1.81 —-0.24 0.44
QCD —15.2 14.9 —-5.6 55 -1.71 1.68 -0.49 0.49
Top -0.31 0.22 —-0.36 0.26 —-0.32 0.23 —-0.22 0.16
Acceptance —3.58 3.64 —-1.02 1.05 -0.32 0.34 -0.10 0.11
Obliteration -0.97 0.97 -0.30 0.30 -0.11 0.11 —-0.04 0.04
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pared directly to data, it is interesting to explore the depen-

to Low renormalization scale

High renommalization scale compared ﬂ‘» Although the VECBOS parton calculations are not com-
0.5

o+ —+ _\_+ dency of the kinematic predictions on the various inputs to
— + + +Jf + the theory. This allows us to see the effects of the LO scales

<

| factorized from the enhancements which are described in the
: : : : : : : next section. Figure 15 compares tihé+ 1 parton predic-

e
—in

Low factorization scale compared tions for the partorP distribution. The comparison is made

to High factorization scale

for changes in the renormalization scale, the factorization
scale and the parton distribution function. The renormaliza-
tion scale has a noticeable effect on the parkynshape
~|—‘ - especially at lowPt as seen by the changing ratio at &

in the top plot of Fig. 15. This is expected because the lower
renormalization scale is in a region wherg changes more

e
i

<

=
—in

(dG"/de-dG/de)/dG/(lipT

MRSA Prime compared to CTEQ3M

0.5 rapidly (Fig. 14). For the 1 parton sample that is plotted in
__ o] | Fig. 15, there is an exact correlation between the paftpn
0 - = T+ T__—— and the renormalization scale.
_ | | | | | | | |
T30 a0 6 0 100 120 140 160 B. Fragmentation and hadronization
Parton p, GeV/e

) o . The jet energy corrections in th&/'+ jet data analysis are
FIG. 15. Comparison of the partd?y; distributions for various designed to correct jets back to the parent-parton energy.
W+1 parton VECBOS Monte Carlo_ samples. The plots shows Ideally we would compare the data results to tEcBOS
(thleolry.—theory)éthei)ryzas_a f”r;Ct'Oh'? of parﬁm. The defj”" predictions; however, parton fragmentation effects and mea-
calculation useQgen=Qfac=(Py)*". This sample is comparedto a g -ement resolution must be included for a valid comparison.
sample derived from the high renormalization scalge,=My, We use thedERWIG [23] parton shower simulation to en-
+P2,, (top), the high factorization scaleQ3gy=Mg+ P2y :
. hance the LO QCD calculation fromeCBOS HERWIG pro-
(middle) and an alternate PDF MRSAbottom. . - N
vides a color-coherent shower evolution which includes both
) initial- and final-state gluon radiatioHERWIG hadronizes
Z .. the final quarks, and includes a data-based soft underlying
) 5 Ti event model.

Qren low=(P1)*= n 13 The radiated gluon transverse momentumHERWIG is
limited by an input parameter in addition to kinematic con-
siderations. We will refer to this parameter as the fragmen-

Q&en higi= M&+ Piw. (14)  tation scale, and its default value is theceos QCD renor-
malization scale, used in computation of the running strong

The lower scale has several features that distinguish i OL.'p“ng constantr, in the LO matrix _element calculation.

. . . o sing a low value for the fragmentation scale, such as the
from the higher scale. First, since it is on average less thaQ\vera e parto®, results in a softer gluon distribution than
1/4 of the higher scale, the value af is larger. The cross gep T 9

. o . is obtained using a larger value like the boson mass.
sections for the lower renormalization scale will be greater. Gluon emission from/ECBOS bartons can have different
Additionally, the decrease of the cross sections as a funCtiOfoects dependina on the- of tlr31e radiated aluon and the
of jet multiplicity will depend on the renormalization scale S, dep g T i _gluo
. ; L : resulting parent parton, and their separatidbR in n— ¢
since the power oty is n. This is because at leading order o S i g
. . o . space. An additional jet is produced if a radiated gluon and

each additional jet adds an additional strong-coupling vertexh . )

S d : . the resulting parent parton are both energetic enough and
which is proportional taxg. Finally, the lower renormaliza- their separationAR is large enouah to pass iet clusterin
tion scale varies with the partdA; which can vary by an P 9 9 P J g

. . _
order of magnitude from event to event, while the higher.CUtS' TheVECBQSW+n Jet. eventlis promot_ed o W+=n
et event and it is kept in the sample since we treat the

scale is more or less a constant because/fHmson invari- J\/ECBOSSEim le as a LO inclusivé/+n iet aenerator. If the
ant mass used by the Monte Carlo is large and fairly con- b Jet g :

stant, s0Q2= M\2/v+ P12'w does not vary much. This last dis- separatiomR is Ies's than the Jet'clusterlng criteria, then t.he
tinction will primarily be reflected in the shapes of the parton and the radiated gluon will be clustered together into
Kinematic vaPiabIes )t/hat we examine. We will Eee that the® single jet. However, if the separation between the initial

: arton and the radiated gluon exceeds the jet clustering cone

differences in the higher and lower renormalization scales d ize, and if both jets fall below the j&; threshold, then the
not have a large effect on these shapes so that the kinema ?/er;t will have fewer tham jets and tLe event V\;i" be dis-

variables proy|dg strlngent'tests of QCD predictions. carded, since it is no longer a member of the inclusive
The factorization scale is the scale used to evaluate thg\Fn jet sample

proton structure as defined by the parton distribution func-
tions. This scale is always set equal to the renormalization
scale for theW+n parton predictions. The sensitivity of the
cross section prediction to the factorization scale is much The parton shower simulated B{fRWIG represents a par-
less than the sensitivity to the renormalization scale. tial higher-order correction to the leading-ord@&rcsos cal-

C. Enhanced leading order predictions
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TABLE XXII. Enhanced LOW+ =n jet cross section predic- C . Q.= <P.>? 5 2
TP . 25 Qgen= <Py Qo= M2, +PL,)
tions in picobarns. The results are presentedrferl to 4 with ° Qppy= My + Py FRG- W T TW
statistical uncertainties shown. The determination of the cross sec- g2 o
tion counted jets with &;=15.0 GeV and afny.{<2.4 after a Qfl.s L ' o 6
full detector simulation of the jets had been performed. bé . *
e g
¢
QéEN: szac (PT>2 <PT>2 M\2N+ P%W 05 ) ) ) ‘+
1 2 3 4
Qfro M+ P3w (Pr)? M&+Piw Multiplicity ( 2 n Jets)
W+=1 jet 3675 3165 285+4 o5 [ R IV . .
W+=2 jet 112+5 80.8+2.5 58.1-1.0 ’ cohe pst Qe <P
W+=3 jet 27.2:2.1 21.1*13 12.3:0.62 g 2r
W+=4 jet 5.81%0.77 2.2%-0.21 Q':Ls = z
5 ¢
S T ‘i ...........................
culations, so we call the combination enhanced leading order 03 ! ! ! ‘+
1 2 3 4

(ELO). We generat&ecBossamples with both low and high
renormalization scales and for both samples pass them
through theHERWIG simulation with a low and a high frag- FIG. 17. The ratio of data to theory for th&+=n jet cross
mentation scale. The resulting events are passed through tkections. The horizontal axis is the jet multiplicity. The upper figure
CDF detector simulatiofQFL) to model the detector jet compares the ratio for a variation in the renormalization scale. The
acceptance, jet energy response and jet energy resolutioilawer plot shows the results for a variation in the fragmentation
The reconstruction of jet energy in the simulated Montescale. Then=4 point is unavailable for the lower fragmentation
Carlo calculation is identical to the algorithm used in thescale.

data. TheW+=n jet cross sections are measured by count- . .
ing the number of events with at leastjets that have an do not promote events with more thameconstructed jets to

E;=15GeV and ar7|<2.4. The ELOW+=n jet cross the n+1 jet sample because this would lead to double-

sections are presented in Table XXII for both the hard anounting of some of the leading-order processes generated
soft fragmentation scales. by veEcBOS Rather, we compare the resulting Monte Carlo

The parton shower simulated byerwiG is a partial data samples to the inclusive datzif jets). These com-
higher-order correction because the radiated jets fronp@risons of ELO theory with data, which are described in the
HERWIG will occasionally pass the jet selection criteria evenN€Xt section, allow us to investigate the effects of the choice
when thevecBos-generated jets do not. HoweverERWIG of parameters on the model's ability to reproduce the jet
does not generate all the processes that would contribute toP{ySICS.
higher-order calculation, so the correction is only partial. We

Multiplicity ( 2 n Jets)

IX. COMPARISONS OF THEORY TO DATA

104 A. Cross section comparisons

The W—ev +jet measured cross sections and the theory
predictions for these cross sections are plotted in Fig. 16.
The errors on the data points are the sum of the statistical and
systematic uncertainties. The sensitivity to the renormaliza-
tion scale is indicated by the band between the two theory
predictions. The lower renormalization scalé¢)?) yields
higher cross sections as is expected since it correlates with a
higher value ofas.

We have also plotted the leading order theory prediction
for the inclusiveW cross section\W—ev +=0 jets). Since
i jets have no effect on this pointh), there is no dependence
10"k on the renormalization scale. The uncertainty on the inclu-

E , ‘ ‘ , sive prediction is derived from the sensitivity to the factor-

0 r 2z 3 4 ization scale. The variation of this scale was fréy,/2 to
Multiplicity (= n jets) 2M,y while the default value igVl,. The variation is not
FIG. 16. W+ =n jets cross sections compared to theory. Thenoticeable in the plot. This choice of factorization scale is

horizontal lines are the data measurements with the error bars refonsistent  with  the  higher  factorization  scale
resenting the combined statistical and systematic uncertainties. THe/(My+ PTy )] that we use in théV+jet predictions be-
band indicates the variation of the predictions with the renormalizacause the bosoR+ is O for the born level calculation.

tion scale. ThaV+ =0 jet prediction is from a Born calculation of In Fig. 17 we plot the ratio of data to theory cross sections
inclusive W production. versus the jet multiplicity. The upper plot shows the change

—
=4
w

—_

k=4
[~

T

k=3
T

& (W+2n jets)BR(W—e v) pb

—_
T
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TABLE XXIII. Ratio of the measured cross sections to the pre-  The particular value oR,1) will vary as a function of

dictions. the specific jetE; requirement that defines a jet. The jet
definition we chose is jeE;=15 GeV. To remove this de-
n Q*=(pn)? Q*=Mi+p? in Fi
w .
T whFT pendence to some degree we plot in Fig. (b8ttom the
Jets O patal T Qe Opatal Tqcp ratio of data and theory foR,—1). With accurate theory
=1 1.28+0.16 1.65-0.20 predictions and accurate data measurements the value of this
=2 0.90+0.17 1.74-0.33 ratio is 1.0. The predictions and measurements are in fair
=3 0.67+0.20 1.49-0.44 agreement for this quantity. If the QCD predictions repro-
=4 0.53-0.25 1.33-0.62 duce the jet kinematics accurately the ratio of data to theory

is independent of the choice of jEt requirement so that the
quantity may be of more general interest. Although we have

in the theory predictions with the same renormalization™easured this ratio for only one jé; definition for each
scales from the previous cross section plot. This plot is to b&V+jet sample, we examine the performance of QCD kine-
compared with the lower plot in the same figure which matic predictions through alternate tests in Sec. IX B.

shows the variation of the cross sections with the fragmen- Interpreting the data and theory comparisons that were
tation scale. Clearly the fragmentation scale does not introjust described, we see that the absolute cross section predic-
duce large uncertainties into the cross section predictionsons agree with the data for=2 through 4. Th&V+=1 jet
when compared with the renormalization scale. The increaselata cross section is a factor of 1.3 high f@éEN:<PT>2

in cross section at a higher fragmentation scale is understoqghd a factor 1.7 high foQ&gy=M2+P2,,. The lower

as the introduction of parton radiation froRERWIG that  yenormalization scale agrees better in magnitude, while the
passes our jet selection criteria. The@RWIG jets can pro-  higher scale agrees better with the slope of cross section

mote an event into the sample when the event contains g q s the number of jets. The variation of the cross section
parton from the matrix element calculation that has failed th redictions with the renormalization scale indicates that

jet requirements. The ratios of the measured cross section gher order corrections to the 61 jet cross section could

i\;lupredlcted cross sections are also presented in Tab S of the order of 30%. The QCD corrections to the inclusive

We show the ratidRyy_1)= (on/o_1) for the data and prediction are known to be about 20%. Therefore, the lack of
n/(n—1)— n n—1

Monte Carlo at the top of Fig. 18. The data measurement oguantitgtive agreement is not a seriou_s concern. The QCD
this ratio benefits because the uncertainties are less than h&fedictions of the absolute cross sections are in agreement
the relative size of the cross section uncertainties except fo¥ith the data given the inherent uncertainty of LO QCD.

R, Where the jet counting systematics will not cancel. We 1h€Rnn-1) comparison(Fig. 18 is valid if higher order
also see thaR(,_1 is more robust to the renormalization QCD corrections to the LO Cross sections are not strongly
scale because variations cancel in the ratio. dependent on the number of final state part@ms the order

of ag). The ratioR, 1) measures the decrease in cross
section with the addition of 1 jet. Although not a direct mea-

J:g?w: pat sure of ag, the value ofRyn_1) is clearly dictated by the
031 e Q= M 4P magnitude of the strong coupling since adding an extra jet
7 y adds a factor ofx. Figure 18 shows that this ratio is well
%0‘2 //////%////////////////////// predicted by QCD and the lower value af is favored by
4’;47 the datasee Fig. 14 This value yields roughly a factor of 5
decrease in the cross section with each additional jet. This
0.1 I 3 3 ) decrease in the data actually may show some dependence
Milltiplicity ( 2 n Jets) with the number of jets which is clearly evident in the
theory.
1.5
% 9/// - 8;}; ;/IZT;;%W B. Kinematic distributions
g N ./////////////// __________________________________________ The kinematic distributions we study include various jet
H 7 E;, mass and angular variables. These distributions have
::: //////////////////W/////////% been measured from th&'+ jet data but were not corrected
Jos ‘ ‘ . ‘ for variations in the efficiency dfV boson identification as a

1 z 3 4 function of the variable that we study. In order to make a fair
Moltiplicity (= fets) comparison we must include this differential efficiency in the

FIG. 18. The upper plot shows data and theory comparisons fof1€0ry- This is achieved with the use of a full detector simu-
onloy,_1. The band represents the variation with the renormalizalation that models the response to all final state particles
tion scale. The error bars on the data represent the combined stati§0m W—ewv +jet production. For these fully simulated
tical and systematic uncertainty. The lower plot shows the ratio ovents we apply our fullW selection procedure in order to
data to theory of the quantity,/o,,_;. The horizontal axis for both  include the biases from the use of electron and neutrino re-
plots is the jet multiplicity. quirements.
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W+2 1 Jet Data (a)
+E 1'? B Statistical Errors Only L + CDEFDATA
f\() 10 ?(b) —QCD Q?{EN= <pr> 2
- F 2 2, 2
B. + = QCD Qgpn= Myt Prw
'3 Of~=-- -H-++'+++
0.5
=

1 | | | 1 | 1 1
20 40 60 80 100 120 140 160 180 200
Highest Jet E;  (GeV)

FIG. 19. The plot compares the jet distributions for the high-
estEr jet found inW?' events andV~ events. The vertical axis
represents the fractional difference of events per birepf The
samples are normalized in area to one another before a comparison
is made.

I S I [ !
75 100 125 150 175 200
Transverse Energy of Jet (GeV)

Before the data are compared to theory, the
+jet kinematic distributions are corrected for the back-
grounds that change the shape of the jet spectra. There are FIG. 21. The jetE; distribution for (a) the highestE; jet in
three significant backgrounds: promotions, QCD, and topW+=1 jet events,(b) the second highesEr jet in W+=2 jet
The top quark contributions are only important in taer  €vents(c) the third highesEr jetin W+ =3 jet events, andd) the
>4 jet distributions. The promotion backgroungfshotons fourth highestE+ jet in W+ =4 jet events. The ponnt_s repres&_ent the
and jets from extra interactiongenerally contribute jets at 921@ and the curves represent the theory. The solid curve is for the
the lowest transverse energies so that they have a concelqWer renormalization scale and the dashed is for the higher renor-
trated effect on the jeE- spectra. Likewise, the QCD back- mallz_atlon scale. The curves were derived from fits to an analytic

L J TSP ) ’ . function that reproduced the theory well.
ground has a significant effect on the low region of e
spectra but this is due to a deficit of QCD contribution in this
region rather than an excess.

We show in Fig. 19 a shape comparison betweertie
andW~ data for the distribution of the higheBt; jet in an
event. The plot shows the fractional difference in the contri

Finally, before we compare data to theory we normalize
the theory distributions to the total number of events in the
data. The kinematic tests of the theory will therefore explic-
itly reveal the sensitivity of the kinematic shapes to the QCD
bution to each bin of th&; distribution byW™ + jet events parameters that we used as input. The systematic uncertain-

and W™ +jet events. The distributions should be consistenlIies in the data dis'gributions are aiso ca!cu!ateq to only rep-
because there is no known physics which could change th&Sent the change in the shape of the distributions.

shape of one distribution without changing the other. Thus
the comparison of Fig. 19 could indicatg asymmetries in
the detector’s jet acceptance sing€’s are produced pref- We compare data to theory in Fig. 21 for tkg of the
erentially in the direction of the proton antf ’s are pro- highestE; jet in W+ =1 jet events, the second highdst
duced preferentially in the direction of the antiproton. In Fig.jet in W+=2 jet events, the third highesi; jet in W+

20 the same distribution is compared fdtandZ data(The =3 jet events, and the fourth highdst jet in W+ =4 jet

Z data is normalized to th@/ data for this distribution In  events. The solid curves are theory for the low renormaliza-
this comparison, the jé and background systematics can-
cel except for the QCD background which is negligible in
the Z data. There was a small but noticeable improvement

1. Jet transverse energy

>
after correcting theV data for the QCD contribution. LO S
QCD predicts that th&V and Z jet E; distributions[26] are E
very similar and we observe this in Fig. 20. =
3.
H
2 3
W(Z)+2 1 Jet Data =
151 Corrected for Backgrounds e
g 1T
§0.5— +
i
’O'T L 1 S i 200

| | 1 | | |
20 40 60 80 100 120 140 160 180 200 Transverse Energy of Jet (GeV)

Highest Jet E;  (GeV)
FIG. 22. Comparison of jeE; distributions between data and
FIG. 20. The plot compares the jEt distributions for the high-  theory. The fractional differend€ data—theory)/theory versus the
estE+ jet found inW andZ events. The vertical axis represents the E; of the highesE+ jet in W+ =1 jet eventga) and second highest
fractional difference of events per bin Bf,. The samples are nor- E; jet in W+ =2 jet eventgb). The theory useQ?=(P1)2 and is
malized in area to one another before a comparison is made. normalized to the data before comparison.
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FIG. 23. The fraction of=1 jet events in=1 jet events versus ) ) .
the E; of the highesE jet. FIG. 24. E; of highestE; jet from HERWIG. The histogram

shows the distribution withQZzs=M3+ P3,,. Here we used

_ _ QZrc=(300GeV} which is essentially no limit on the radiation
tion scale and the dashed curves are theory for the highince a larger limit does not change the distribution.

renormalization scale. The curves are fits of an analytic func-

tion to the theory histograms. The analytic function was cho- ) . .

sen exclusively on its ability to reproduce the theoreticaltN€0ry receive the extra jets fromErwiG added radiation.

distributions via a minimuny? test. F|gure 23 also show; the 1-jet frac':t.lon for the thgor_y. The
We can see in Fig. 21 that the sensitivity of the theory tofirst feature to notice is that the addition leERwIG radiation

the renormalization scale is mild with respect to the varia-decreases the fraction of 1-jet events just as in the data. A

tions in the cross section predictions. However, we expeckO 1-parton calculation alone can not reproduce this feature

trum because the lower scale weights |& events more 0 notice is that the partial higher order corrections provided
than the highE; events. by HERWIG _begin to fall at about _théN bos_on mass energy.
The details of the data and theory comparison for#ife ~ The flattening of the 1-jet fraction at high jér can be
jet sample are better seen in Fig. 22. This plot shows (datgartlally related to the frggmentatlon scale which limits the
— theory)/theory using the low renormalization scale. The€nergy of the added radiation. , _ _
error bars represent the statistical uncertainty while the band The fragmentation scale we use is a high scale and is
represents the systematic uncertainty on the data due to tgual to\/(My,+Pty). The variation of the fragmentation
background corrections and the jet energy uncertainty. W&cale was examined in the previodst jet analysis[26]
notice deficits in the theory at lo&; and highE;. The low  where high (\/MW2 + PTZW) and Iow[\/(<PT>2)] scales were
E; and highE regions of the jeE distribution are regions tested with theZ + jet kinematic distributions. The results fa-
where we expect the theory to be sensitive to higher ordevored the higher scale in reproducing the angular distribu-
corrections. tions of jets inZ events. We examine the effect of the higher
A detailed examination of th&/+ =1 jet E; distribution  fragmentation scale on the comparison of Wetrjet E;
reveals several important features. Specifically, the ratio islistributions by looking directly at thE distribution of the
flat between about 30 GeV and 100 GeV, indicating that thgets produced byHERWIG. Figure 24 shows thé& of the
theory accurately predicts the shape of the data in this regiomighestHERWIG-jet in the W+ =1 jet Monte Carlo calcula-
The offset from 0 is caused by the normalization and thetion. The results are shown for the default fragmentation
deficit of events in the theory outside of this range. Onescale and for(effectively) unlimited added gluon radiation,
limitation of the theory that causes this deficit can be seen invhich has a limit(300 GeVj high enough that a higher limit
Fig. 23 which plots the fraction of events with exactly 1 jet would make no difference on the distribution shown in the
as a function of th& of the highesE- jet. In the data, as figure. The two scales show agreement up to an energy
the jetEt increases, the number of events with exactly 1 jetequivalent of theWV mass which is whereERwIG begins to
decreases. In the region where the theory shows a deficiimit the radiation in our predictions. Although the unlimited
above 100 GeV, the=2 jet events are dominant. Therefore fragmentation scale better reproduces the daga, it would
we expect that higher order corrections will be significant inpartially correct the theory curve in Fig. R3here remains a
this highE+ region. deficit of events in the highe; region. Additionally, the
Partial higher order corrections are provided by thechoice to add unlimited radiation is not guided by any phys-
HERWIG parton shower model. Multijet events in the ELO ics scales in th@V+ jet events. A more coherent approach
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F . + CDFDATA , of this figure is the jet-jet separatiolAR;;) for the two
0% My fgﬂzﬁéip% highestE+ jet events in theW+=2 jet sample(top) and
= ﬁi}r* W+ =3 jet sample(bottom).
glo ¢ e The dijet invariant mass spectra of Fig. 25 are qualita-

L )\1\\ tively well reproduced by the QCD predictions. We do note
, , 1= a harder mass spectrum for both renormalization scale
10%F N choices. The distribution is better reproduced by the low
- FfH renormalization scale. Since the mass distribution is not
510 =( H\ completely uncorrelated with thé; distributions that were
g -H\ discussed earlier, a more reliable test of the angular correla-
L L N tions is given by thé\ R;; distributions. The jet-jet separation
s S is insensitive to the renormalization scale and shows excel-

0

I I L
100 200, 300 ¢

lent agreement with the data for both tiié+=2 jet data

M;; (GeV/c?)
andW+ =3 jet data. Uncorrelated jets will peak at a value
FIG. 25. The plots on the left show the distributions for the of ARj; equal to aboutr. Therefore the low region of the

invariant mass of the two higheBt; jets inW+ =2 jet eventgtop) AR;; distribution provides the clearest test for QCD predic-
and W+ =3 jet events(bottom). The plots on the right show the tions. This region consists of 2 jets separated by a small
separation R;;) in »— ¢ space for the two highesir jets inW  angle. These are referred to as small angle jets. We can ob-
+=2 jet events(top) and W+ =3 jet events(bottom. AR;;  serve small angle jets to a small separation of 0.52 because
=(Ag*+An)"2 we use the small clustering cone for identifying jet clusters.

In Fig. 25, we see that the theory predictions for the rate of
would be to obtain the true higher order corrections for theSmall angle jets remains valid to the resolution limit of jet-jet
W+ 1 jet calculations. separation for our analysis.

The shape of the jeE distribution at low jetE is sen-
sitive to backgrounds and the jet energy scale uncertainty.
We have studied the variation of the shape due to these ef-
fects and find that they can not account for all of the deficit _
in the theory(Fig. 22. The shape of the theory distribution is ~ We have measurea(W)-BR(W—ev ) as a function of
also sensitive in this region for two reasons. The added initiathe jet multiplicity for W bosons produced in 1.8 Telp
state radiation can have a highgf than that from the jet collisions. Generally, the ELO QCD predictioftee LO ma-
initiated from matrix-element parton. This introduces a senirix element forW+n jets enhanced with initial and final
sitivity to the fragmentation scale, particularly in regions State radiation frorWERWIG) reproduced the main qualitative
where the matrix element partdd; is low. Additionally, features of_the data for cross sections and jet k!nemancs. _
hard HERWIG radiation cannot only supersede the matrix-  1heW+ jet cross section measurements and jet kinematic
element parton but can promote an event into the sampl@istributions were directly compared to enhanced leading or-
which previously would be rejected due to the |8 of the der QCD calculations ofN+jets. The comparisons show
matrix-element parton. This effect introduces an ambiguity2greement between data and theory forWe =n jet cross
in the partonP; requirement used to generate the LO calcu-Section measurements witte=2. Then=1 predictions are
lation. All of these effects are smaller above 25 GeV wherdow by a factor of 1.280.16 (Pr)?) and 1.65
the data and theory are in good agreement, noting that th& 0.20 (M3+ P%,,). However, the large variations with the
data below 25 GeV has affected the normalization of theenormalization scale indicate that the higher order correc-
points above 25 GeV. tions to the LO cross sections are substantial.

Summarizing the comparisons of data to theory for the jet The ratio of theW+=n jet cross section to th&+
E+ distributions, we see that the theory reproduces the dat&(n—1) jet cross sectiond,/o,,_1) is measured more ac-
over a large range of jé for all jet multiplicities. Focusing ~ curately than the absolute cross sections. For the data we find
on theW+ =1 jet predictions, the theory accurately repro- that the cross section drops by a factor of 5@®3 for each
duces the data in those regions where we expect that highagditional jet that we require. The predictions for this ratio
order corrections are small. The partial higher order correchave a smaller dependence on the renormalization scale than
tions provided byHERWIG are insufficient in the regions that the predictions for the cross sections. Comparing the ratio
are dominated by higher order QCD production mechanismgemoves the normalization difference between the data and
theory and focuses on the influence of the strong coupling.
The data and theory showed good agreement across all mul-
tiplicities where calculations were available=t 1 to 4) with

The angular correlations of jets are studied with two vari-the higher renormalization scale matching the data particu-
ables: the dijet invariant masdVi(;) and the dijet angular larly well.
separation 4R;;). In Fig. 25 we show the invariant mass of ~ The enhanced leading order QCD predictions accurately
the two highesE+ jets in theW+ =2 jet sample(top-left) reproduced the main features of jet kinematics. QCD prop-
and theW +=3 jet sample(bottom-lefy. On the right side erly predicted the rate of collinear jets to the smallest angles

X. CONCLUSIONS

2. Angular and mass distributions
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