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Latent variable mixture modeling (LVMM) is a flexible analytic tool that allows researchers to investigate questions about patterns of data and to determine the extent to which identified patterns relate to important variables. For example, do patterns of co-occurring developmental and medical diagnoses influence the severity of pediatric feeding problems (Berlin, Lobato, Pinkos, Cerceo, & LeLeiko, 2011)? Do differential longitudinal trajectories of glycemic control exist among youth with type 1 diabetes (Helgeson et al., 2010) or do differential trajectories of adherence among youth newly diagnosed with epilepsy exist (Modi, Rausch, & Glauser, 2011), and if so, do psychosocial and demographic variables predict these patterns? Do patterns of perceived stressors among youth with type 1 diabetes differentially affect glycemic control (Berlin, Rabideau, & Hains, 2012)? Each of these questions is relevant to pediatric psychology and has been explored using LVMM. The purpose of this two-part article is to offer a nontechnical overview and introduction to cross-sectional mixture modeling (Part 1) and longitudinal mixture modeling (Part 2; Berlin, Parra, & Williams, 2013) to facilitate applications of this promising approach within the field of pediatric psychology. We begin with a general overview of LVMM to highlight notable strengths of this analytic approach, and then provide step-by-step examples illustrating three prominent types of mixture modeling: Latent class, latent profile, and growth mixture modeling.
tify homogenous subgroups of individuals, with each subgroup possessing a unique set of characteristics that differentiates it from other subgroups. In LVMM, subgroup membership is not observed and must be inferred from the data.

Most broadly, LVMM refers to a collection of statistical approaches in which individuals are classified into unobserved subpopulations or latent classes. The latent classes are represented by a categorical latent variable. Individuals are classified into latent classes based on similar patterns of observed cross-sectional and/or longitudinal data. For any given variable(s), the observed distribution of values may be a “mixture” of two or more subpopulations whose membership is unknown. As such, the goal of mixture modeling is to probabilistically assign individuals into subpopulations by inferring each individual’s membership to latent classes from the data. As a by-product of mixture modeling, every individual in the data set has his/her own probabilities calculated for his/her membership in all of the latent classes estimated (when summed they equal 1). Latent classes are based on these probabilities, and each individual is allowed fractional membership in all classes to reflect the varying degrees of certainty and precision of classification. Said differently, by adjusting for uncertainty and measurement error, these classes become latent (Asparouhov & Muthén, 2007; Muthén, 2001).

LVMM is part of a latent variable modeling framework (Muthén & Muthén, 1998; Muthén, 2001) and is flexible with regard to the type of data that can be analyzed. Observed variables used to determine latent classes can be continuous, censored, binary, ordered/unordered categorical counts, or combinations of these variable types, and the data can be collected in a cross-sectional and/or longitudinal manner (Muthén & Muthén, 1998). Consequently, a diverse array of research questions involving latent classes can be investigated. For example, hypotheses can focus on predicting class membership, identifying mean differences in outcomes across latent classes, or describing the extent to which latent class membership moderates the relationship between two or more variables. The literature has used many names to describe mixture modeling, or finite mixture modeling as it is known in the statistics literature (McLachlan & Peel, 2000). Names vary according to the type of data used for indicators (continuous vs. categorical, akin to cross-sectional latent profile analysis vs. latent class analysis, etc.), whether continuous latent variables are included with categorical latent class variables (cross-sectional factor mixture models, longitudinal growth mixture models), whether the data were collected cross-sectionally or longitudinally (latent class vs. latent transition), and whether variability is allowed within the latent classes (latent class growth modeling vs. growth mixture modeling; Muthén, 2008). Although there are many types of models that can be examined, we begin in Part 1 by focusing on cross-sectional examples using latent class analysis and latent profile analysis. In Part 2, we focus on longitudinal LVMM and present examples of latent class growth modeling and growth mixture modeling. For both articles, we organize our discussion and examples using the four steps recommended by Ram and Grimm (2009): (a) problem definition, (b) model specification, (c) model estimation, and (d) model selection and interpretation.

An important issue when considering whether to use LVMM is sample size. As with other analytic techniques, the proper sample size is important for obtaining adequate statistical power as well as reducing bias related to parameter and standard error estimates. An insufficient sample size can be particularly problematic when conducting mixture analyses because it is often associated with (a) convergence issues, (b) improper solutions, and (c) the inability to identify small but meaningful subgroups. Unfortunately, determining the sample size needed to conduct a mixture analysis is not straightforward. “Rules of thumb” (e.g., 5 or 10 observations per estimated parameter) are commonly used to justify a particular sample size. However, research indicates that these rules are not particularly useful and likely lead to over- or underestimating sample size requirements (for discussion, see Wolf et al., 2013). This is because “the sample size needed for a study depends on many factors, including the size of the model, distribution of the variables, amount of missing data, reliability of the variables, and strength of the relations among the variables” (Muthén & Muthén, 2002, pp. 599–600).

In recent years, the Monte Carlo simulation method has emerged as a promising approach for estimating sample size in the context of structural equation modeling in general and LVMM in particular (Muthén & Muthén, 1998–2012, 2002; Wolf et al., 2013). This approach can estimate the sample size needed for a specified model by simulating the analysis a large number of times. Monte Carlo simulation research is likely to be encouraging for pediatric psychologists who do not have large samples because it demonstrates that small samples can be sufficient depending on several factors such as model complexity and missing data (Wolf et al., 2013). Fortunately, several examples of Monte Carlo simulations designed to estimate sample size are currently available (Muthén & Muthén, 1998–2012 [example 12.3 in particular]; see also Muthén & Muthén, 2002; Wolf et al., 2013).
Problem Definition

The problem definition stage includes three steps. The first step is to formulate hypotheses about the nature of unobserved subgroups. This is done by considering theory and previous research. Second, raw individual-level data and descriptive statistics across primary study variables are examined to help researchers determine the best estimator for their data (e.g., maximum likelihood estimation, weighted least-squares estimator for censored or categorical data) and whether there is a need to take into account nesting of data (via multilevel modeling and/or adjusting the standard errors) and non-normal distributions (e.g., through robust strategies, like robust maximum likelihood estimation). The third step is to determine whether to include covariates and allow continuous measures to correlate. For longitudinal LVMM, this step establishes a single-group model that best represents the nature of change over time. If SEM is used, goodness-of-fit statistics and other indices are then reviewed to establish the best way of modeling relationships among study variables. We encourage those interested in an overview of Structural Equation Modeling (SEM) specific to pediatric psychology to review the article by Nelson, Aylward, and Steele (2008).

Model Specification

In the model specification stage, researchers determine how many classes will be investigated. Ram and Grimm (2009) recommend estimating one more class than is expected. Alternatively, researchers may take an exploratory approach to model specification and estimate as many classes as the data will allow (i.e., additional classes are estimated until a statistically proper and/or practical solution is no longer obtained). The exploratory approach may be more or less justifiable depending on theory and previous research. At this stage, researchers also should decide which parameters are expected to be stable across groups and which parameters are expected to vary across groups. For example, in estimating a latent profile model in which the continuous indicators of the latent class are allowed to correlate, researchers must make decisions about whether the strength/direction of these correlations (and/or covariance and variances) will be freely estimated or fixed to be equal across classes. These decisions can be based on theory, previous research, and/or practical considerations (model convergence, etc.). Generally, more restrictive models (e.g., having various parameters equal across classes) tend to have fewer statistical problems, and as such may be wise starting points for investigators. These initial analyses may then be followed-up by assessing the extent to which freeing parameters (preferably one at a time) affects model fit and the substantive meaning of the solutions obtained.

Model Estimation

In this stage, data are fit to models specifying different numbers of classes. Before fitting data to the models, a decision is made about which estimation method will be used. Guidance about the most appropriate estimation method can be found in most introductory SEM texts. One important aspect of model estimation in the context of LVMM is the concept of local maxima or a local solution. In nontechnical terms, this means that care must be taken to ensure that the researcher’s statistical software has provided the “best” solution to estimate how the data fit each particular model. This “best” solution is generally determined by a number called the log-likelihood, with the “best” solution providing the log-likelihood closest to 0, or said differently, being at the maximum (the plural of which is maxima). In the context of LVMM models, multiple maxima of the likelihood often exist, this is in part due to where the software begins the estimation and the start values used. The potential consequence is that the final solution may be a “local solution” and the best given those start values—but not the “best” global solution given a range of possible start values. For all LVMM, it is therefore important to use multiple sets of starting values to find the global maximum (i.e., replicate the highest log-likelihood). Most commercially available software do this automatically, with many providing messages if the log-likelihood is not replicated. If the best log-likelihood value is not replicated in at least two final-stage solutions, this may be a sign of a local solution and/or problems with the model. In cases in which the log-likelihood is not replicated, the investigators should increase the number of random starts until they are confident that they are not at local maxima.

Model Selection and Interpretation

The final stage of conducting LVMM involves a series of steps to identify the best fitting model. This is one of the most challenging aspects of the analyses and has been described as “an art – informed by theory, past findings, past experience, and a variety of statistical fit indices” (Ram & Grimm, 2009, p. 571). Ram and Grimm (2009) provide a helpful flowchart for making decisions about model selection. Their first step is examining the output of each model estimated for potential problems (e.g., software-generated error messages and warnings,
estimation problems, local maxima, negative variances, out-of-range values, correlations $>\pm 1$). Second, models with different numbers of classes are compared using information criteria (IC)-based fit statistics. These include the Bayesian Information Criteria (BIC; Schwartz, 1978), Akaike Information Criteria (AIC; Akaike, 1987), and Adjusted BIC (Sclove, 1987). Lower values on these fit statistics indicate better model fit. Third, the accuracy with which models classify individuals into their most likely class is examined. Entropy is a type of statistic that assesses this accuracy, and can range from 0 to 1, with higher scores representing greater classification accuracy. Fourth, statistical model comparison likelihood ratio tests and bootstrapping procedures should be used, such as the Lo–Mendell–Rubin test (LMR; Lo, Mendell, & Rubin, 2001) and the Bootstrap Likelihood Ratio Test (BLRT; McLachlan & Peel, 2000). The LMR and BLRT tests compare the improvement between neighboring class models (i.e., comparing models with two vs. three classes, and three vs. four, etc.) and provide $p$-values that can be used to determine if there is a statistically significant improvement in fit for the inclusion of one more class. Among the information criterion measures, the BIC is generally preferred, as is the BLRT for statistical model comparisons (Nylund, Asparouhov, & Muthén, 2007). An additional consideration is the size of the smallest class. Although a four-class model might provide the best fit to the data, if this additional class is composed of a relatively small number (e.g., proportionally, <1.0% and/or numerically $n < 25$) of members, the researcher must be able to defend what is gained by the addition of this class given the possibility of low power and precision relative to the other, larger classes (Lubke & Neale, 2006). In summary, deciding on the number of classes can be difficult, and should involve consideration of the research question, fit indices, the substantive meaning of each solution, parsimony, and/or theory (Bauer & Curran, 2003).

**Use of Latent Variables Representing Class Membership**

While describing and determining the optimal number of classes may be of substantive interest, researchers are often interested in investigating hypotheses related to predictors of latent classes and whether there are significant mean differences across the latent classes on outcome variables. These hypotheses will often use “auxiliary” variables that are not included in the model to retain some “independence” between the classes and the variables of interest. If these predictor and/or criterion variables were included in the model, they would influence the formation of the latent classes and would, in essence, become indicators of those latent classes (Asparouhov & Muthén, 2013; Clark & Muthén, 2009). This may or may not be a problem given the research question(s). In those instances in which researchers want to form classes independent of hypothesized predictors or outcomes, a common strategy (after having chosen the preferred model) is to export each individual’s posterior probabilities for each class using the most likely class membership (i.e., the class with the highest/maximum posterior probability; Nagin, 2005) and then use traditional analyses, such as logistic regression or analysis of variance. This strategy is equivalent to fixing individuals’ probabilities of their highest class to 1 and all others equal to 0. However, this strategy can be problematic because it may introduce error and decrease precision, and by doing so, turns the latent class (which corrects for “error” by modeling this uncertainty) into an observed variable.

One alternative to analysis of variance and logistic regression using the most likely class membership is posterior probability-based multiple imputation (pseudo-class draws; Asparouhov & Muthén, 2007; Wang, Brown, & Bandeen-Roche, 2005). Pseudo-class draws take into account differing individual probabilities of latent class membership by taking random samples in which individuals are permitted to flip into neighboring classes at a rate specified by the posterior probabilities. Pseudo-class draws are similar to multiple imputation in missing data analysis (Little, Jorgensen, Lang, & Moore, 2013), except in this case, the latent classes are what is missing. Using this strategy, tests of categorical latent variable multinomial logistic regression (to predict classes) and equality tests of means across latent classes (to assess mean differences) can be computed based on pseudo-class draws, thereby providing less biased estimates by retaining the “latent” nature of the classes (Asparouhov & Muthén, 2013; Wang et al., 2005). Simulation studies show that this approach works well when entropy is high and class separation is large (Clark & Muthén, 2009). Although conceptually superior to the maximum posterior probability approach, pseudo-class draws have recently been criticized as potentially attenuating the relations between class and outcomes (Lanza, Tan, & Bray, 2013). Predictors and distal outcomes of latent classes are active areas of inquiry, with some emerging techniques such as the three-step (Asparouhov & Muthén, 2013; Vermunt, 2010) and stepwise (Lanza, Flaherty, & Collins, 2003) approaches showing promise in certain situations in terms of potentially being more robust and less biased than either pseudo-class draws or maximum posterior probability.
strategies. Interested readers are encouraged to review Asparouhov and Muthén’s 2013 simulations comparing these approaches. All of these approaches are available in Mplus and can be easily implemented by declaring auxiliary variables in the syntax (see Supplementary Data for examples) and placing, for example for pseudo-class draws, either an “(e)” for mean difference or a “(r)” for predictors of class. Having provided an overview of mixture modeling and strategies to determine the optimal number of classes, we now turn our attention to illustrative examples. The Mplus syntax for these analyses is available in the Supplementary Data.

**Example Data**

**Participants**

Data were obtained from the Early Childhood Longitudinal Study, Kindergarten Class of 1998–1999 (ECLS-K) data file. The ECLS-K is a longitudinal study that followed a nationally representative sample of children, their parents, teachers, and schools from across the United States. Data were collected in the fall and the spring of children’s kindergarten year (1998–1999), the fall and spring of first grade (1999–2000), the spring of third grade (2002), the spring of fifth grade (2004), and the spring of eighth grade (2007). Children in the ECLS-K came from public and private schools and attended both full-day and part-day kindergarten programs. Children also came from diverse socioeconomic and racial/ethnic backgrounds; however, the examples presented later will concentrate on non-Hispanic Black girls and boys, given their heightened risk for obesity/overweight (Davison & Birch, 2001; Ogden, Carroll, Kit, & Flegal, 2012). Child race and gender were assessed during baseline interviews with parents. At the first time point, there were \( n = 3,169 \) non-Hispanic Black children (50.2% male), and during the eighth-grade assessment, there were \( n = 951 \) non-Hispanic Black children (50.4% male).

**Measures**

**Body Mass Index**

Heights and weights were assessed at six time points: Fall and spring of the kindergarten year (1998–1999), spring of first grade (1999–2000), spring of third grade (2002), spring of fifth grade (2004), and spring of eighth grade (2007). These data were used to calculate age- and sex-specific body mass index (BMI) scores using tables provided by the Centers for Disease Control and Prevention/National Center for Health Statistics (CDC, 2010). The CDC suggests that BMI is a reliable proxy indicator of adiposity for most children and teens, given research showing that BMI scores correlate to direct measures of body fat (Mei et al., 2002). For descriptive purposes, the present project will employ the ≥85th to <95th percentile for age- and gender-specific BMI cutoff points for overweight classifications and the ≥95th percentile of age- and gender-specific cutoff points for obese weight status classifications (CDC, 2010). In addition, a standardized BMI score (BMI z-score) was calculated for each child participant following guidelines established by the CDC.

**Socioeconomic Status**

The ECLS-K computed a composite standardized socioeconomic status score using information on parent education, occupation, and income that was gathered during parent interviews. Higher scores reflect higher levels of educational attainment, occupational prestige, and income.

**School Food Environment**

The availability of foods at school that are associated with an increased risk for overweight and obesity was assessed by asking youth whether they can purchase sweets (e.g., candy, ice cream, cookies), salty snacks (e.g., potato chips, corn chips, popcorn, crackers), and soda, sports drinks, or fruit drinks that are not 100% juice (e.g., Coke, Gatorade, Hi-C) at their school.

**Dietary Intake**

Youth were asked a series of questions assessing how frequently they consumed the following specific foods during meals or as snacks in the 7 days before the survey: (a) milk; (b) 100% fruit juices; (c) soda, sports drinks, or fruit drinks that are not 100% juice; (d) green salad; (e) potatoes, not including French fries, fried potatoes, or potato chips; (f) carrots; (g) vegetables, not including green salad, potatoes, or carrots; and (h) fruit, not including fruit juices. Answer choices for all food items ranged from none (e.g., “I did not eat carrots during the past 7 days”) to four or more times per day.

**Physical Activity**

Four questions included in the eighth-grade child questionnaire assessed engagement in physical activity. Youth were asked if they participated in school sports during the current school year (answer choices were “Did not participate” and two options we combined, “Participated”, and “Participated as an officer, leader, or captain”). Youth also indicated the frequency of their engagement in nonschool sports (“Rarely or never,” “Less than once a week,” “Once or twice a week,” or “Every day or almost every day”). Days of exercise was determined by asking youth to indicate how many of the past 7 days they exercised or participated in vigor-
uous physical activity for a minimum of 20 min (range: 0–7 days). Days of physical education classes was determined by responses to a question asking youth to select the number of days (ranging from 0 to 5) they attend physical education classes during an average week when they are in school.

**Sedentary Behavior**

Sedentary behavior habits were determined by three, two-part questions on the ECLS-K child survey. These questions asked youth to indicate how many hours per day they usually spend watching television (including videotapes and DVDs), playing computer or video games, and using the Internet, on weekdays and weekends. Youth were also asked to indicate (Yes or No) whether they have a television in their bedroom.

**Cross-Sectional Latent Variable Mixture Model Examples**

For our examples, all models were estimated in Mplus version 7 (Muthén & Muthén, 1998–2012), under missing data theory using all available data and robust (Full Information) maximum likelihood estimation. This strategy for handling missing data is a modern method of modeling with missing data that makes use of all available data points (see Little et al., 2013). This approach also adjusts the standard errors and scales chi-square statistics to account for non-normally distributed data. Alternative modern approaches to handling missing data were considered but not chosen because they are not available within a mixture modeling framework (i.e., using auxiliary variables to predict missingness in conjunction with Full Information Maximum Likelihood) or would limit the availability of indices to determine the optimal number of classes (e.g., model comparison tests are not available with multiple imputation techniques).

**Latent Class Analysis Example**

The goal of latent class analysis is to classify individuals from a heterogeneous population into smaller, more homogenous, subgroups called latent classes. Because individuals’ memberships in latent classes are not observed directly, they must be inferred from their individually varying patterns of responses present in the data. Latent class models can be depicted graphically (see Figure 1, where c is a categorical latent variable, which gives rise (points) to the binary indicators. The arrows pointing from c to the variables imply that the item probabilities/thresholds vary across the latent classes of “c”). We now provide a step-by-step description of a latent class analysis.

![Figure 1. A graphical representation of a latent class model.](image)
In Mplus, the three- and four-class solution generated the following error messages: “one or more parameters were fixed to avoid singularity of the information matrix. The singularity is most likely because the mode is not identified, or because of empty cells in the join distribution of the categorical variables in the model.” Because none of the youth in Class 1 and all of the youth in Class 2 participated in school sports, there was no variability in these two estimates, so the standard error of their respective thresholds was fixed to 0. Too many of these “boundary estimates” may be a sign of local maximum, and/or the extraction of too many classes (Geiser, 2012). Furthermore, the log-likelihood was not replicated initially. To address this issue, the number of initial and final stage random sets of starting values was increased, resulting in a model in which the log-likelihood value was replicated four times.

**Model Selection and Interpretation**

Determining the optimal class solution is not typically a clear-cut process, as researchers must often reconcile conflicts between the various indices and/or their guiding theories. To determine the most optimal number of classes for our example, we began by reviewing the IC indices [AIC, BIC, and sample-size-adjusted (SSA)-BIC] presented in Table I. The various indices each suggested a different optimal number of classes, with the BIC, AIC, and SSA-BIC suggesting a three-, four-, and two-class model, respectively. Statistical model comparisons (the LMR and BLRT) in this case both suggested that the three-class model provides a significantly better fit than a two-class model, and that a four-class model does not provide a statistically significant improvement over the three-class model. On inspection of Figure 2, it appeared that the four-class model contributes one additional small class with about 3.4% of the sample. Other tools to aid in model selection include the entropy values and mean class assignment probabilities (Table I). For our example, the best entropy value was for the four-class model. On review of the average class (diagonal) probabilities, all were more than 0.85, suggesting some degree of adequacy. In the three-class model, there appears to be a relatively higher proportion of youth in Class 3 whose most likely class is not Class 3. The differ-

---

**Table I.** Latent Class Example: Information Criteria, Entropy, Likelihood Ratio Tests, and Tests of Mean Differences Across Classes, Average Class Probabilities for Most Likely Class Membership by Latent Class

<table>
<thead>
<tr>
<th>Fit statistics</th>
<th>1 Class</th>
<th>2 Class</th>
<th>3 Class</th>
<th>4 Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood (number of replications)</td>
<td>−2,575.487 (50/50)</td>
<td>−2,446.885 (50/50)</td>
<td>−2,439.481 (43/50)</td>
<td>−2,436.700 (4/100)</td>
</tr>
<tr>
<td>AIC</td>
<td>5,164.97</td>
<td>4,919.77</td>
<td>4,916.96</td>
<td>4,915.40</td>
</tr>
<tr>
<td>BIC</td>
<td>5,198.98</td>
<td>4,982.93</td>
<td>5,009.28</td>
<td>5,017.43</td>
</tr>
<tr>
<td>SSA-BIC</td>
<td>5,176.75</td>
<td>4,941.64</td>
<td>4,948.93</td>
<td>4,950.74</td>
</tr>
<tr>
<td>Entropy</td>
<td>N/A</td>
<td>0.66</td>
<td>0.79</td>
<td>0.83</td>
</tr>
<tr>
<td>LMR test</td>
<td>N/A</td>
<td>251.10</td>
<td>14.46</td>
<td>5.46</td>
</tr>
<tr>
<td>LMR, p-value</td>
<td>N/A &lt;0.0001</td>
<td>0.01</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>BLRT test</td>
<td>N/A</td>
<td>257.20</td>
<td>14.81</td>
<td>5.56</td>
</tr>
<tr>
<td>BLRT p-value</td>
<td>NA &lt;0.0001</td>
<td>0.05</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>Error messages?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Z-BMI differences across class</td>
<td>N/A</td>
<td>$\chi^2(1) = 0.09$, $p = 0.77$</td>
<td>$\chi^2(2) = 3.940$, $p = 0.14$</td>
<td>$\chi^2(3) = 3.984$, $p = 0.26$</td>
</tr>
<tr>
<td>Two-class model</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-class model</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Four-class model</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

ences across these values for a three- versus four-class model appeared negligible. This, coupled with a preference for the BIC, BLRT values, and parsimony, led us (with these data and no compelling theoretical constraints) to choose a three-class model. If additional validity or cross-validation data were available for this example, they could be used to support our decision. Validity data could come in the form of theoretically important predictors of classes and/or mean differences in variables thought to be important in distinguishing the classes.

Figure 2. One-, two-, three-, and four-class models of home and school obesity risk.
Having decided on the three-class model, the next step is to interpret these classes. As the indicators are binary (yes/no), the values in Figure 2 can be interpreted as the percent of that class’ members who positively endorsed that particular item. For example, the majority of participants reported that they had televisions in their rooms (see one-class model: 87%). As such and given the patterns of risk, the largest class was named High Environmental/Moderate Behavioral Risk (Class 3, 73% of sample), which was characterized by high rates of television in bedrooms (87%), moderate levels of school sport participation (43%), and the highest availability of sweet/salty snacks and drinks at school (between 75% and 93%). The second largest class (Class 2, 18%), named Low Environmental/High Behavioral Risk, was characterized by having a television in the bedroom (83%), no school sport participation (0%), and the low to moderate availability of sweet/salty snacks (28%/33%) and drinks at school (38%). The smallest class (Class 1, 9%) was named Low Environmental/Low Behavioral Risk, characterized by having a television in the bedroom (91%), high participation in school sports (100%), and the lowest availability of sweet/salty snacks (28%/33%) and drinks (38%) at school. For our example data, it was hypothesized that these differential risk patterns are associated with different BMI z-scores; however, no overall differences were found with regard to BMI z-scores for the three-class model ($\chi^2 (2) = 3.940, p = 0.14$): Class 1 $M = 1.05, SE = 0.13$; Class 2: $M = 0.79, SE = 0.09$; and Class 3: $M = 0.92, SE = 0.04$. This suggests that the impact of these factors might be small in magnitude given their distal influence and/or that a more comprehensive assessment of these constructs is needed (rather than yes/no answers to single items).

**Latent Profile Analysis Example**

The goal of latent profile analysis is to classify individuals from a heterogeneous population into smaller, more homogenous subgroups based on individuals’ values on continuous variables. It is important to note that extensions of latent profiles are not limited to continuous variables, but can include combinations of continuous, count, and categorical variables as indicators of latent class, as well as allowing these indicators to relate to one another. While mixture models are flexible with regard to the inclusion of noncontinuous variables, this tends to increase model complexity and may introduce issues with convergence if the scales are too dissimilar. Similar to an Latent Class Analysis (LCA), a latent profile model can be depicted graphically (Figure 3), where the arrows pointing from the categorical latent variables “c” to the variables implies that the item means of continuous indicators can vary across the latent classes of “c.” Below, we illustrate an example of a latent profile analysis, using the last wave of data collection.

**Problem Definition**

Low levels of physical activity, high rates of sedentary behavior (playing video games, watching television, etc.), and suboptimal nutrition (fast food with little fruit/vegetable intake, consumption of sugar-sweetened soda, etc.) are associated with increased adiposity in youth (Davison & Birch, 2001). The extent to which individually varying patterns of risk across these variables exist and relate to youth’s BMI, gender, and Socio-economic Status (SES) is unclear.

**Model Specification**

An exploratory approach was taken to identify patterns of physical activity, sedentary behaviors, and nutritional risk that may exist for non-Hispanic Black youth in the eighth grade. Latent profiles characterized by low physical activity, high sedentary behavior, and suboptimal nutrition are hypothesized to have higher BMI. To determine the extent to which SES and gender predict latent class, pseudo-class draws were used for a posteriori-probability-based multinomial logistic regression of the latent class variable on SES and gender. Pseudo-class draws and equality tests of means via the chi-square statistic were used to determine differences in BMI z-scores across the latent classes.

**Model Estimation**

Several models were fit to the data, specifying one through four latent profiles. Data were not transformed or standardized for these analyses. The IC, entropy, and likelihood ratio tests are presented in Table II. For each model, replication of the best log-likelihood was verified to avoid local maxima. For models with more than two classes, it was verified that the null model log-likelihood was verified to avoid local maxima. For models with more than two classes, it was verified that the null model log-likelihood was equal to the best log-likelihood value of the model with one less class.

**Model Selection and Interpretation**

The IC indices (AIC, BIC, and SSA-BIC) are presented in Table II, all suggested that four or more classes were preferred. Consistent with the IC, the BLRT suggested that each successive model above a one-class model provided statistical improvement (e.g., four-class was better than a three-class, which was better than a two-class, model). The LMR test, however, suggested that a one-class model was the preferred solution. At this point, review of the entropy, interpretability of the various solutions, sample sizes, and theoretical considerations is useful.

For our example, all entropy values were acceptable with the two- and three-class solutions having the high-
est values. The diagonal class probabilities presented in Table II were all acceptable and ranged from 0.903 to 0.994, averaging 0.973, 0.970, and 0.946 (diagonals), and off-diagonal averages of 0.03, 0.02, and 0.02, for the two-, three-, and four-class solutions, respectively. These values suggest either a two- or three-class model. While the data were modeled in their original scales, these profiles are presented in Figure 2 using z-scores given the large differences in scales of measurement. Unlike the previous latent class example, the values plotted in the figure represent the means of each indicator (rather than the percentage of class members endorsing a particular item). On inspection of Figure 2 and class sample sizes in Table II, it appears that the four-class model contributes one additional small class (n = 18.1) consisting of about 1.9% of the sample that is marginally different from the other classes. Although not presented here, researchers interested in the statistical differences across the means of each profile/class’s indicators could treat additional copies of these variables as auxiliary, and conduct the appropriate statistical tests for equality of means. All things considered, the three-class model was chosen based on the fit statistics, data, sample size, and parsimony. Although more classes may provide a statistical benefit, a three-class model is adequate.

The largest class was named Average Activity, Moderate Screen, Above Average Diet (Class 1, 89.4%). The second largest (Class 2, 8.3%) was named Average Risk/Resource, as the majority of the scores were around a z-score of 0. The smallest class (Class 3, 2.3%) named Mixed Risk/Resource was an unusual mix of high levels of school sports, screen-time, salad, and soda. For our example data, it was hypothesized that differential risk patterns may be associated with different BMI z-scores; however, no differences were found overall with regard to BMI z-scores for the three-class model, χ² (2) = 0.29, p = 0.87. With regard to predictors of latent class, classes were equal in terms of gender (p ranged from 0.15 to 0.98), and the Mixed Risk/Resource Class had lower reported SES (p = 0.04) relative to Average Risk/Resource.

Conclusions
LVMM is a powerful yet underutilized research tool. Practical guidance for conducting LVMM analyses may facilitate the use of this analytic technique by pediatric psychologists. This article was designed to provide pediatric psychologists with step-by-step instructions for carrying out two types of LVMMs. Concrete examples of latent class analysis and latent profile analysis were described. For each of these examples, we delineated

Figure 3. Two-, three-, and four-class models of physical activity, sedentary behaviors, and nutritional obesity risk behaviors.
the specific procedures for conducting the analyses and discussed key decisions researchers often must make to estimate an LVMM. We also highlighted several issues/challenges that often arise at different stages of the model fitting processes and provided possible solutions. We hope the latter information will facilitate researchers’ ability to work through common mixture modeling problems. It is important to note that LVMM, like all analytic techniques, has limitations. These include difficulties deciding on the most optimal number of classes, model convergence issues, and the need for relatively large sample sizes. Important other considerations that are relevant to pediatric psychology research and LVMM include, but are not limited to, small pediatric sample sizes, heterogeneity of important sample factors (i.e., different types of cancer, injury, age-range), time-varying assessments, time-varying covariates (such as surgery, medication), and clustering of nonindependent individuals in certain contexts (i.e., group interventions, families), and nonrandom attrition (such as due to

Figure 3. Continued.
Although beyond the scope of this introduction, many of these considerations (time-varying assessments/covariates, nesting, censored data, sample heterogeneity, etc.) can either be modeled directly or as a research question that lends itself to an LVMM (illness and demographic heterogeneity). Despite these limitations and considerations, we believe that LVMM is an analytic tool that can be useful to pediatric psychologists who wish to identify subgroups of individuals who share similar data patterns and determine the extent to which subgroup membership relates to variables of interest.

Supplementary Data is presented following the References.
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SUPPLEMENT: EXAMPLE SYNTAX

! Test beginning with a “!” are comments, unnecessary portion of coding removed

TITLE: LCA Example Obesity Risk

DATA: FILE IS "riskprofilesFS.dat";

VARIABLE:
NAMES ARE !Lists variable names
IDNUMB GENDER KURBAN_R RACE WKSESL W8SES L C7DESCWT C7TRYWT P7OVERWT zbmi1c zbmi2c zbmi4c zbmi6c zbmi7c AGE1 AGE2 AGE4 AGE5 AGE6 AGE7 C5SDQEXR C5SDQINR C6SDQEXT C6SDQINT C7SDQRDC C7SDQMT C7SDQINT C7LOCUS C7CONCPT
gender C7TVROOM C7SWEETS C7DRINKS C7SNACKS C7SPORTS;
IDVARIABLE = IDNUMB;
CATEGORICAL ARE C7TVROOM C7SWEETS C7DRINKS C7SNACKS C7SPORTS;
AUXILIARY = (e) zbmi7c pbmi7c BMI7C C7SDQINT C7LOCUS C7CONCPT;
USEVARIABLES ARE 
Gender C7TVROOM C7SWEETS C7DRINKS C7SNACKS C7SPORTS;
USEOBSERVATIONS ARE RACE ==2;

MISSING ARE ALL (-99, -9, -8, -7, -1);! Declares which values are missing

CLASSES = c (3);
DEFINE: CUT C7SPORTS (1);! Make this variable dichotomous rather than original nominal coding

ANALYSIS:
TYPE IS MIXTURE;
lrtbootstrap = 500;!Number of bootstaps for BLRT
lrtstarts = 50 20 50 20;! Increases starts for BLRT, tech14

MODEL:
%OVERALL%

C7TVROOM C7SWEETS C7DRINKS C7SNACKS C7SPORTS on gender;

OUTPUT: SAMPSTAT TECH11 TECH14;

PLOT: TYPE IS PLOT3;
SERIES = C7TVROOM (0) C7SWEETS (1) C7DRINKS (2) C7SNACKS (3) C7SPORTS(4);
TITLE: LPA example for JPP
DATA: FILE IS "LPA.dat";
VARIABLE:
NAMES ARE
IDNUMB GENDER KURBAN RACE
WKSESL C5SDQEQR C5SDQINR C6SDQEXT C6SDQINT
C7SDQINT C7LOCUS C7CONCPT C7FITIN
C7SPORTS C7OTHSPT
C7TVWKDY C7TVWKEN C7VIDWKD C7VIDWKN C7INTWKD C7INTWKN
C7EXERCS C7DAYSPE
C7MILK C7JUICE C7SDAJUC C7SALAD C7POTATO C7CARROT C7OTHVEG C7FRUITS C7FSFOOD
zbmi135c zbmi235c zbmi435c zbmi535c zbmi635c zbmi7c35c;
USEVARIABLES ARE
C7OTHSPT c7sportsBN C7EXERCS C7DAYSPE
C7TVWKDY C7TVWKEN C7VIDWKD C7VIDWKN C7INTWKD C7INTWKN
C7FSFOOD C7SDAJUC
C7POTATO C7MILK C7JUICE C7SALAD C7CARROT C7OTHVEG C7FRUITS;
AUXILIARY = (e) !test equality of means;
gender BzNSSprt BzSSprtBN BzTVWD BzTVwe
BzVGwd BzVGwe BzINwd BzINwe BzdayEX BzPE
BzMilk BzJuice BzSoda BzSald BzPotato BzCarot BzOveg BzFruit BzFASTF
;
MISSING ARE ALL (-99);
CATEGORICAL ARE c7sportsBN C7OTHSPT;
CLASSES = c(3);
IDVARIABLE = IDNUMB;
USEOBSERVATIONS ARE (RACE==2);
ANALYSIS:
TYPE IS MIXTURE;
STARTS = 5000 500; STITERATIONS = 20;! Increases random starts to avoid local maxima
LRTBOOTSTRAP = 100;
LRSTSTARTS = 0 0 5000 100;
k-1STARTS = 5000 100; ! increases stage starts/final stage optimizations for the k-1 class model BLRT;
MODEL:
!If desired, researchers can use covariates and/or allow indicators to correlate, and/or specify which of
these relations vary across class;
OUTPUT: TECH4 TECH11 TECH14 SAMPSTAT RESIDUAL;
SAVEDATA: FILE IS lpa3.dat; SAVE = CPROBABILITIES;!exports data and class membership information
PLOT: TYPE = PLOT3;
SERIES = C7EXERCS C7DAYSPE C7TVWKDY C7TVWKEN C7VIDWKD C7VIDWKN C7INTWKD C7INTWKN
C7FSFOOD C7SDAJUC C7POTATO C7MILK C7JUICE C7SALAD C7CARROT C7OTHVEG C7FRUITS (*)
| c7sportsBN(1) C7OTHSPT(2);