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1. Introduction

A popular axiom concerning physical attractiveness is: “Beauty is in the eye of the beholder.” Research in the area of facial perception has identified many different factors that contribute to a face being considered attractive. Armstrong [1] suggests that beauty cannot be defined by one single principle. Rhodes [2] focuses on averageness, symmetry, and sexual dimorphism and their link to facial attractiveness. Little et al. [3] suggest that self-perceived attractiveness influences one’s opinion of the attractiveness of others, and DeBruine [4] shows both males and females prefer faces that resemble their own. In this paper, we develop a quantitative method for measuring facial attractiveness using a combination of several factors that have been deemed significant in previous research. Many previous studies have used composite faces or faces that are altered in some other way to study the effects of symmetry and averageness on attractiveness [2,5-16]. In contrast, we use the actual faces compiled from a standard face recognition database for our analysis as the process of averaging faces for composites can diminish the appearance of attributes that would classify a face as more or less attractive [17]. We then determine the location of important landmarks in the face [18,19]. In all, 29 landmarks on each face as described by Shi et al. [20] are used to take physical measurements and compute the values of three factors: neoclassical canons, symmetry, and golden ratios. The faces are presented to a set of human subjects to determine their perceived attractiveness to find which factor or which combination of factors is the best predictor of attractiveness. We systematically investigate the relationship between a face’s measurements and its attractiveness. The features that play the greatest role in attractiveness are identified for both genders of raters and faces. In addition, the way males and females view attractiveness in faces of the same and opposite gender is explored as there are differing accounts in the literature. Perrett et al. [12] show that males and females prefer caricatured composite faces to average composite faces in both male and female images. O’Toole et al. [17] find that females rate female faces significantly higher than they rate male faces and that the femininity of females is strongly related to attractiveness. Full details of this research can be found in reference [21].
2. Datasets and experimental design

We begin with an image database containing a set of face images for the experiment and analysis. Using the image database, two datasets are compiled for the analysis. The feature dataset consists of the locations of the landmarks in the faces. The attractiveness dataset contains the attractiveness ratings given to the images by the human participants.

2.1. The image database

The majority of the images used in this research were taken from the Facial Recognition Technology (FERET) Database [22].

Image selection and filtering: For this research, only the images that showed full frontal views of Caucasian faces with little or no facial expression were chosen. The images were converted to grayscale to reduce the effects of skin color. The result was a set of 420 unique images with an equal number of males and females (see Figure 1). In addition, the images of 32 popular movie personalities ranging from the 1930s until the present day [23] with an equal number of male and female faces were used. The motivation for including such faces, deemed more attractive than the norm, was to provide validation to our system of rating. The personalities were chosen to include only those that were considered to be attractive because the ratings given to these faces would be expected to be significantly higher than the ratings given to the faces of non-famous people. Including both recent and past personalities allowed for the possibility that not every rater would recognize all the personalities. This helped protect against higher ratings based purely on recognition of the face. Figure 2 shows some sample face images from this set.

Figure 1. Sample images taken from the FERET database.

Figure 2. Sample images of faces known to be attractive. (Greta Garbo, Meg Ryan, Cary Grant, Keanu Reeves)

Figure 3. Feature points on an image.
2.2. The feature point database

Using a customized graphical user interface, 29 important landmarks were extracted from each of the 452 images. The feature points (shown in Figure 3) were selected based on existing literature [18]. The feature point database consists of the locations of the feature points for the faces from the FERET database and the faces of famous people.

2.3. Attractiveness scores database

The attractiveness scores of faces in the database were compiled by asking human subjects to rate the faces using a 10-point scale. Using a partially balanced incomplete block design the 420 FERET images were split into six groups of 70 images with each group consisting of 35 males and 35 females. Each group has a total of 30 duplicate images, 15 male and 15 female duplicates, for a total of 100 images per group. Each participant was assigned to rate two of these groups. Including the duplicates provides a way to check the consistency within each rater. In addition to these 200 images, each subject rated each of the famous faces for a total of 232 faces.

Thirty-six participants (18 males and 18 females) were chosen from students and employees at the University of Nebraska-Lincoln and ranged in age from 19 to 61 years. Each participant rated each face image on a scale from 1 (least attractive) to 10 (most attractive) based on his or her opinion. In addition to the score given by the rater, we record the time taken to give the ratings. After rating the 232 images, the participant is given the option to rate him or herself using the same 10-point attractiveness scale.

3. Computation of attractiveness predictors

The main motivation of this research is to examine the attractiveness of a face, $F_i$, as a function of its face geometry captured by a set of $m$ landmarks. Thus:

$$F_i = \{f_{i1}, f_{i2}, \ldots, f_{in}\},$$

where each feature point, $f_{ij} = (x_{ij}, y_{ij}), 1 \leq i \leq n, 1 \leq j \leq m$, is represented by its two-dimensional spatial coordinates in the face. The goal is to determine a function $A$ that maps a face to an attractiveness score.

$$A(F_i) \rightarrow [1,10].$$

To compute the attractiveness, we use three predictors that have been proposed in literature: neoclassical canons, face symmetry, and golden ratios.

3.1. Neoclassical Canons

Neoclassical canons have been proposed by artists dating back to the renaissance period as guides to drawing beautiful faces [24]. The basic premise is that portions of an attractive face should follow certain defined ratios. Farkas et al. [24] summarize these principles in nine neoclassical canons and their variations. Only six of these (Table 1) can be tested using our 29 landmarks.

As shown in Table 1, some canons use two measurements (e.g. Formulas 4 and 8) while others use three (e.g. Formulas 2 and 6). To consistently measure compliance with the canons (i.e. equality to proposed ratios) with different number of features, we use the coefficient of variation (ratio of the standard deviation of the distances to the mean of the distances). Using the coefficient of variation allows us to incorporate all three distances into one value. A value of zero for the coefficient of variation says there is no variation in the distances (they are equal). For non-zero values, the larger the value, the more the face differs from the canon.

3.2. Symmetry

Symmetry for a face is considered to be an important factor for attractiveness [2]. Symmetry has been defined in many different ways [2,5,10,13,14,16,25-29]; however, many consider only the symmetry about a vertical axis. The axis of symmetry in this study is defined by fitting the least squares regression line through the seven points measured along the middle of the face (Points 1, 3, 19, 23, 26, 28, 29 shown in Figure 3). We use the following feature pairs (left and right) for the analysis of symmetry:

- eyebrows (Points 2 and 4; Points 7 and 8);
- eyes (Points 11 and 14; Points 12 and 13; Points 15 and 16);
- nose (Points 18 and 20);
- ears (Points 5 and 10; Points 17 and 21);
- lips (Points 22 and 24; Points 25 and 27);
- face (Points 6 and 9).

To compute the symmetry of a face, we first compute the symmetry of the individual features. Literature in sexual size dimorphism (SSD) [30] has identified many formulas to compare the measurements for males and females. SSD uses differences or ratios of features to help in determining the degree of difference between male and female measurements. Some of the same indices can be used to determine the degree of difference between the left and right sides of a face. We refer to these as facial symmetry measures (FSM); they are functions of the perpendicular distance ($d$) from a given feature point to the line of symme-
It has been reported in popular literature [31,32] that faces that have features with ratios close to the golden ratio are thought to be aesthetically pleasing. According to these reports, faces that have features with ratios approaching the golden ratio, such relationships result in better predictions of attractiveness scores than using distances alone. The points are considered symmetric if $\alpha = 0$ and $d_L = d_R$. The horizontal distances and angles are used to compute the symmetry of a face since together they measure both the horizontal and vertical symmetries in the face. See reference [21] for more details.

### 3.3. Golden Ratios

While there is no published study that shows correlation between attractiveness and proportions in face measurements that approach the golden ratio, such relationships have been reported in popular literature [31,32]. According to these reports, faces that have features with ratios close to the golden ratio are thought to be aesthetically pleasing. With the points available in this study, there are 17 ratios used to explore their relationship to attractiveness. Table 2 describes these ratios and identifies the points used for each, where $x$ or $y$ refers to the $x$-coordinate or $y$-coordinate of the points and the numbers indicate which points from Figure 3 were used in calculating the ratio.

### 4. Analyses and results

We begin with the examination of a set of general questions about the attractiveness of human faces, including the variability of raters and effect of self-perceived attractiveness. Then the roles of the three predictor variables, neoclassical canons, symmetry, and golden ratio, in the attractiveness of a face are examined. All analyses use the statistical analysis software (SAS) [33].

#### 4.1. General questions about attractiveness

Do males and females rate faces differently? It has been reported in literature that males and females generally agree on attractiveness [12,34]. An analysis of variance was conducted with the average rating ($AR$) of the image by each participant as the dependent variable. The ratings of duplicate images were averaged for each rater. The following statistical model was used:

$$AR_{ijkl} = S_i + P(S)_{ij} + G_k + I(G)_{ijl} + (S * G)_{ijk} + e_{ijkl}$$

where $S$ is the effect due to gender of the participant, $P(S)$ is the random effect due to participant, $G$ is the effect of image gender, $I(G)$ is the random effect due to image, $S * G$ is the interaction effect due to the gender of the participant and gender of the image, and $e$ is residual error. There was a slight difference in how men and women rated faces overall ($p = 0.0571$), with males rating faces higher than females. Female faces are rated significantly higher than male faces ($p = 0.0004$) by both male and female raters.

---

### Table 2. Golden ratios obtained from references [31,32]

<table>
<thead>
<tr>
<th>Ratio number</th>
<th>Numerator points</th>
<th>Denominator points</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>y10-y21</td>
<td>x12-x13</td>
<td>Ear length t interocular distance</td>
</tr>
<tr>
<td>2</td>
<td>y10-y21</td>
<td>x18-x20</td>
<td>Ear length to nose width</td>
</tr>
<tr>
<td>3</td>
<td>x15-x16</td>
<td>x12-x13</td>
<td>Mideye distance to interocular distance</td>
</tr>
<tr>
<td>4</td>
<td>x15-x16</td>
<td>x18-x20</td>
<td>Mideye distance to nose width</td>
</tr>
<tr>
<td>5</td>
<td>x25-x27</td>
<td>x12-x13</td>
<td>Mouth width to interocular distance</td>
</tr>
<tr>
<td>6</td>
<td>y23-y29</td>
<td>x12-x13</td>
<td>Lips-chin distance to interocular distance</td>
</tr>
<tr>
<td>7</td>
<td>y23-y29</td>
<td>x18-x20</td>
<td>Lips-chin distance to nose width</td>
</tr>
<tr>
<td>8</td>
<td>x12-x13</td>
<td>x12-x11</td>
<td>Intercocular distance to eye fissure width</td>
</tr>
<tr>
<td>9</td>
<td>x12-x13</td>
<td>y23-y28</td>
<td>Intercocular distance to lip height</td>
</tr>
<tr>
<td>10</td>
<td>x18-x20</td>
<td>x12-x11</td>
<td>Nose width to eye fissure width</td>
</tr>
<tr>
<td>11</td>
<td>x18-x20</td>
<td>y23-y28</td>
<td>Nose width to lip height</td>
</tr>
<tr>
<td>12</td>
<td>x12-x11</td>
<td>y19-y26</td>
<td>Eye fissure width to nose-mouth distance</td>
</tr>
<tr>
<td>13</td>
<td>y23-y28</td>
<td>y19-y26</td>
<td>Lip height to nose-mouth distance</td>
</tr>
<tr>
<td>14</td>
<td>y1-y29</td>
<td>x17-x21</td>
<td>Length of face to width of face</td>
</tr>
<tr>
<td>15</td>
<td>y19-y29</td>
<td>y26-y29</td>
<td>Nose-chin distance to lip-chin distance</td>
</tr>
<tr>
<td>16</td>
<td>x18-x20</td>
<td>y19-y26</td>
<td>Nose width to nose-mouth distance</td>
</tr>
<tr>
<td>17</td>
<td>x25-x27</td>
<td>x18-x20</td>
<td>Mouth width to nose width</td>
</tr>
</tbody>
</table>
When the data were separated into famous and non-famous faces, the results suggest that males and females view attractiveness the same when looking at known attractive faces, but do not agree on attractiveness of non-famous faces. Famous females are not rated significantly higher than their male counterparts while non-famous female faces are.

Do the male and female raters exhibit the same variability when rating faces? The dataset for this analysis consisted only of those faces that were rated twice by the same rater resulting in 120 ratings by each participant. The variance for each rater and each face gender was computed as the variance in ratings of the same face compounded over all 30 sets of duplicate faces given to each rater. Thus, we have two variances per subject (72 variances in all), one for male faces and one for female faces. The variances were found to follow a lognormal distribution, so the GLIMMIX procedure in SAS was used [35].

Results show that the variability with which females and males rated images did not differ depending on the gender of the face. Although the difference is not significant \( (p = 0.1658) \), females \( (\sigma^2 = 0.8318) \) had somewhat higher variability in their ratings than males \( (\sigma^2 = 0.5854) \).

Does the self-perception of attractiveness affect ratings? A positive relationship was found between the self-ratings of participants and their average rating of others (intercept \( = 2.898, b = 0.38, p = 0.0041, R^2 = 0.3437 \)). As an individual’s perception of his or her own attractiveness increases, so does his or her average rating of others. Separate analysis for males and females yielded similar results. Both had positive linear relationships, although the relationship was not significant for females (intercept \( = 3.1484, b = 0.30, p = 0.156, R^2 = 0.234 \)). The linear relationship between self-rating and rating of others for male participants was stronger (intercept \( = 3.2116, b = 0.359, p = 0.049, R^2 = 0.334 \)).

A plot of self ratings leads us to hypothesize that males rate themselves higher than females [21]. Males rated themselves at an average of 6.833 while females rated themselves at an average of 6.0; this difference is not significant \( (t_{20} = -1.46, p = 0.1605) \).

Is attractiveness related to speed of rating? There is a significant relationship between the time it took to rate a face and the rating given to it. However, this relationship is dependent on the gender of the rater \( (p = 0.0016) \). For each additional second a female spent rating an image, the rating decreased by 0.0135 points, although it is not significant \( (p = 0.3194) \). For each additional second males spent looking at an image, the rating they gave increased by an average of 0.0408 points \( (p = 0.0072) \). These trends did not depend on the gender of the face.

4.2. Relationship between neoclassical canons and face attractiveness

Of the six neoclassical canons described in Section 3.1, five had a significant relationship with attractiveness. Only Formula 7 (mouth width = 1.5 x nose width) showed no relationship \( (p = 0.1412) \). If the canons are a true predictor of attractiveness, the scores would decrease as the coefficient of variation increases. This was true for all but one of the five significant canons. For Formula 5 (interocular distance = nose width), the attractiveness scores decreased as the coefficient of variation increased for male images, but the scores actually increased for female images \( (p = 0.0028) \). This suggests that female faces are viewed as more attractive when they have smaller noses and/or a larger distance between their eyes than proposed by the canon. For Formulas 2, 4, 6, and 8, the attractiveness scores decreased significantly as the proportions of the face deviated from the proportions defined by the canons \( (p = 0.0009, p = 0.0014, p < 0.0001, and p = 0.0064, respectively) \).

4.3. Relationship between symmetry and face attractiveness

In Section 3.2, four measures to compute the symmetry in a face were presented. The first task was to determine which of the four measures had the strongest relationship with attractiveness. We also wanted to determine if adding angle symmetry significantly increased the ability to predict attractiveness score. Finally, the pair(s) of points that play significant roles in the attractiveness of a face were identified.

Face symmetry measures. Our analysis of the four face symmetry measures shows that the difference symmetry measure, which measures the difference in distances from the symmetric points to the line of symmetry, has the strongest relationship with attractiveness. When the angle symmetry measures are added to the difference symmetry measures and its relationship to attractiveness was evaluated, there was a slight increase in the \( R^2 \) values. However, the increase was very small and therefore it was not included for the rest of the analysis.

Significant feature points. To determine the contribution of the symmetry pairs toward attractiveness of a face, a stepwise regression analysis was used to reduce the number of variables in the model. The analysis show that both male and female raters find the symmetry of the nose (Points 18 and 20) and mouth (Points 25 and 27) as an important part of attractiveness when viewing male and female images \( (p = 0.0025, p = 0.0604) \). The symmetry of the upper tips of the lips (Points 22 and 24) is also important for both genders of raters and images.

4.4. Relationship between golden ratios and face attractiveness

Of the 17 ratios described in Section 3.3 only 6 (ratios 2, 5, 6, 7, 14, and 17) are predictors of attractiveness.

- The ratings given by females decrease by a significantly larger amount than those given by males \( (p = 0.0040) \) as ratio 2 (ear length to nose width) deviates from the golden ratio. The same is true for the ratio of lip to chin distance to nose width \( (ratio 7, p = 0.0151) \) and mouth width to nose width \( (ratio 17, p = 0.0030) \).
- Both males and females rate images higher as ratios 5 and 6 (mouth width to interocular distance, \( p = 0.0020 \); lip to chin distance to interocular distance, \( p < 0.0001, re\)
spectively) approach the golden ratio. This trend is the same for both genders of images.

- As the ratio of the length of the face to the width of the face (ratio 14) gets closer to the golden ratio, both male and female images are viewed as more attractive ($p = 0.0077$). However, female images that deviate from the golden ratio have significantly lower ratings by female raters than by male raters. Male images that deviate from the golden ratio have the same decrease in attractiveness score when rated by males or females.

### 4.5. Combining multiple measures to predict attractiveness

Using the neoclassical canons, difference symmetry measures, and golden ratios found to have a significant relationship with attractiveness, we developed a model for predicting attractiveness. A complete model with 78 variables (6 canons, 55 symmetry, 17 golden ratios) yielded $R^2 = 0.2433$. Using stepwise regression, an optimized model was developed containing only 16 predictor variables with $R^2 = 0.1923$. Since we had observed that males and females view the attractiveness of certain features differently in faces of the same and opposite gender, we developed separate parsimonious models for each gender combination. By separating into four different models, each was able to predict attractiveness better than the optimized model using all 16 variables. In addition, we were able to eliminate up to half of the 16 variables without incurring much reduction in the $R^2$ values. Table 3 summarizes the results.

While each of the four models is slightly different, results show that Canon 6 (interocular distance = right or left eye fissure width), symmetry pair 22-24 (tips of upper lip), and golden ratios 5 and 7 (ratio of lip to chin distance and width of the nose) are universally important in attractiveness of faces (Table 4).

Female raters preferred the ratio of lip to chin distance with interocular distance (ratio 6) to be less than the golden ratio no matter the gender of the face. This suggests that female raters view a smaller chin and/or larger distance between the eyes as more attractive.

Male raters viewed the equality of the ear length and nose length (canon 4) as attractive regardless of the face gender. They also gave higher ratings when the nose width was not quite equal to one-fourth of the face width (canon 8). From this information it seems male raters prefer a more slender face and/or a smaller nose.

Female faces were rated higher when the mouth width to interocular distance (ratio 5) and ratio of the length to width of the face (ratio 14) were slightly less than the golden ratio. They were rated higher when the ratio of the mouth to the nose (ratio 17) was proportional to the golden ratio.

For male faces, symmetry of the upper tips of the lips (Points 22 and 24) and symmetry of the nose (Points 18 and 20) is viewed as attractive. The face being divided into equal vertical thirds (canon 2) is an attractive trait in men. The attractiveness scores are higher when the ratio of the mouth to the interocular distance (ratio 5) is proportional to the golden ratio and the ratio of lip to chin distance with interocular distance (ratio 6) is less than the golden ratio. The latter of the two ratios was also viewed as important to attractiveness by female raters.

Even though the $R^2$ values did not seem very high, we were able to explain between one-fifth and one-quarter of the variation in attractiveness ratings using various neoclassical canons, symmetry measures, and golden ratios. This is quite significant given the large amount of variation in the attractiveness scores and the fact that only face geometry is used. The models used produce predicted values that are generally close to the actual attractiveness scores which is evidenced by the small residual values for any rater gender and face gender combination. The standardized residuals were all between -1.48 and 1.45, well inside the usually acceptable range of ±2, verifying that our models for predicting attractiveness work rather well. Table 5 shows the actual and predicted attractiveness scores for the faces in Figures 1 and 2.

### Table 3. Summary of each model after stepwise variable selection

<table>
<thead>
<tr>
<th>Rater/face</th>
<th>$R^2$ (optimized)</th>
<th>$R^2$ (reduced)</th>
<th>No. variables in reduced model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female/female</td>
<td>0.2378</td>
<td>0.2335</td>
<td>8</td>
</tr>
<tr>
<td>Female/male</td>
<td>0.2162</td>
<td>0.2097</td>
<td>8</td>
</tr>
<tr>
<td>Male/female</td>
<td>0.2106</td>
<td>0.2088</td>
<td>11</td>
</tr>
<tr>
<td>Male/male</td>
<td>0.2053</td>
<td>0.2013</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 4. Canon formulas, symmetry pairs, and golden ratios in the final models

<table>
<thead>
<tr>
<th>Rater/face</th>
<th>Canon formulas</th>
<th>Symmetry pairs</th>
<th>Ratio nos.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female/female</td>
<td>6, 8</td>
<td>22-24</td>
<td>5, 6, 7, 14, 17</td>
</tr>
<tr>
<td>Female/male</td>
<td>2, 6</td>
<td>7-8, 18-20, 22-24</td>
<td>5, 6, 7</td>
</tr>
<tr>
<td>Male/female</td>
<td>2, 4, 5, 6, 8</td>
<td>22-24</td>
<td>2, 5, 7, 14, 17</td>
</tr>
<tr>
<td>Male/male</td>
<td>2, 4, 6, 8</td>
<td>18-20, 22-24, 25-27</td>
<td>5, 6, 7</td>
</tr>
</tbody>
</table>

### Table 5. Observed and predicted attractiveness scores

<table>
<thead>
<tr>
<th>Face</th>
<th>Actual score</th>
<th>Predicted score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>6.0833</td>
<td>5.9379</td>
</tr>
<tr>
<td>B</td>
<td>5.2083</td>
<td>5.2798</td>
</tr>
<tr>
<td>C</td>
<td>6.0000</td>
<td>5.8239</td>
</tr>
<tr>
<td>D</td>
<td>5.5833</td>
<td>5.6342</td>
</tr>
<tr>
<td>Greta Garbo</td>
<td>7.0278</td>
<td>7.0005</td>
</tr>
<tr>
<td>Meg Ryan</td>
<td>8.4167</td>
<td>8.0032</td>
</tr>
<tr>
<td>Rock Hudson</td>
<td>7.8333</td>
<td>6.1887</td>
</tr>
<tr>
<td>Keanu Reeves</td>
<td>7.3333</td>
<td>6.8778</td>
</tr>
</tbody>
</table>
Except for the case of Rock Hudson, the predicted scores are close to the actual score. The face of Rock Hudson as shown in Figure 2 is tilted and somewhat rotated which is a possible explanation as to why the model underestimated the attractiveness.

5. Summary and future work

The goal of this study is to determine a predictive model for attractiveness based on neoclassical canons, symmetry, and golden ratios. In contrast with much of the previous work, our study used landmarks and geometry based means for computing symmetry and had people rate actual faces instead of composite or altered faces. We also include both faces of the general population and known attractive faces. In addition, both the gender of the rater and the face are identified as to compare the ratings given to the same and opposite genders. While men and women do generally agree on overall attractiveness, male raters tend to give higher scores than females. In addition, we find that male and female raters use somewhat different criteria for determining the attractiveness of a face. Female faces were rated higher by both male and female raters which supports feminine traits being viewed as attractive [2,17,36,37], but goes against the idea that ratings reflect a sexual attractiveness toward faces of the opposite gender [38]. Our study on attractiveness is centered around the geometry of the face using a set of landmarks. This facilitates understanding roles of individual symmetric feature pairs and proportions in the attractiveness of a face. Our study is consistent with reference [2] in concluding that smaller chins in females are more attractive. We also find that smaller noses, a larger distance between the eyes, and smaller widths of the mouth are desirable traits for females.

Symmetry does not play as important a role in attractiveness as the proportions defined by the neoclassical canons and golden ratios. This is demonstrated by the small proportion of symmetry predictor variables, as compared to the proportions of canons and golden ratios that were selected by the stepwise procedures to be included in the final models. Only 3 of the 11 difference symmetry measures were in any of the four reduced models, while 5 of 6 canons and 6 of 17 golden ratios were included in at least one of the four models.

While the results presented in this paper provide strong insights into the role that different aspects of face geometry play in attractiveness, this research can be extended in many different directions. Attractiveness is a complex aspect of a face and involves many other issues, for example, references [2,12] and others have studied the effects of averageness on the attractiveness of faces. We are interested in exploring this issue using a landmark-based approach. A secondary motive for including the faces of famous people was to see if the perception of attractiveness changes over time. Our famous faces included two male and two female faces from each of the past eight decades which would allow us to determine if a relationship with attractiveness exists due to the age of the rater and the time period during which the person was famous.
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