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We propose a peridynamic formulation for a unidirectional fiber-reinforced composite lamina based on homogenization and mapping between elastic and fracture parameters of the micro-scale peridynamic bonds and the macro-scale parameters of the composite. The model is then used to analyze the splitting mode (mode II) fracture in dynamic loading of a 0° lamina. Appropriate scaling factors are used in the model in order to have the elastic strain energy, for a fixed nonlocal interaction distance (the peridynamic horizon), match the classical one. No special criteria for splitting failure are required to capture this fracture mode in the lamina. Convergence studies under uniform grid refinement for a fixed horizon size (m-convergence) and under decreasing the peridynamic horizon (h-convergence) are performed. The computational results show that the splitting fracture mode obtained with peridynamics compares well with experimental observations. Moreover, in the limit of the horizon going to zero, the maximum crack propagation speed computed with peridynamics approaches the value obtained from an analytical classical formulation for the steady-state dynamic interface debonding found in the literature.
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1. INTRODUCTION

1.1 Literature Review

Two main fracture modes observed in breaking fiber-reinforced composite laminates are interlamina (between the plies) and intralamina (inside a ply) fracture. For intralamina fracture we distinguish between three types of fracture modes: splitting fracture (debonding between the fibers and the matrix), matrix cracking, and fiber breakage. For a unidirectional (UD) fiber-reinforced lamina under tensile loading, cracks will initiate at regions of high stress concentrations, such as the tip of a notch, and propagate along the fiber direction through splitting and matrix cracking. This fracture mechanism was experimentally studied, primarily under quasi-static loading, by Wu (1968), Kortschot and Beaumont (1990a,b), Bogert et al. (2006), and Hallett et al. (2009). Wu (1968) tested UD composites with center cracks in the direction of the fibers under three different loading types: tension, pure shear, and combined tension and shear. In all these tests, the crack always propagated in a direction co-linear with the original crack. Kortschot and Beaumont (1990a,b) used double-edge-notched specimens (0/90), tested under the tensile loading and observed, through radiographs of these specimens, splitting fracture mode in 0° plies. Similar experimental results were obtained by Bogert et al. (2006) with uniaxial tension tests of UD center-notch specimens with 0° plies. Recently, Hallett et al. (2009) investigated the damage evolution in composite laminates with a circular hole at different static load levels. The splits propagated in a symmetric manner in the 0° plies.

Considerably fewer experiments have been reported in the literature on dynamic tensile loading of fiber-reinforced composites. There are some difficulties when performing experiments in composite materials with dynamic tensile
loadings. Generating a tensile pulse and specimen gripping (Eskandari and Nemes, 2000) are two of the difficulties in dynamic tensile loading of composites. Because of these difficulties, the impact test has been the most common experimental method used to study the dynamic crack propagation behavior in composite materials. Recently, Lee et al. (2009) studied the damage growth in composites under impact loading. The crack propagation behavior is similar to the crack growth under static tensile loading. Kazemahvazi et al. (2009) induced dynamic tensile loadings in composite laminates via projectile impact. The fracture behavior under these conditions was studied at different strain rates. Multiple splits were observed in 0° ply. The departure from the damage behavior under quasi-static loading was dramatic (Kazemahvazi et al., 2009). Ravi et al. (2001) reported experimental results in which the dynamic tensile loading in fiber-reinforced laminated composites was created through explosions. The results showed splitting and crack branching in the matrix component when the initial notch was orientated parallel to the fiber direction. This, again, is a behavior significantly different from the quasi-static loading conditions.

Significant efforts have been made to develop numerical models that can predict the strength of fiber-reinforced composites and model crack propagation in these materials. Most of these developments have been made for quasi-static type loading. Numerical studies based on the finite-element method (FEM) have been performed to compute the response of composite panels containing a notch or holes. Explicit damage models are need in these formulations and are usually based on cohesive-zone models (Jiang et al., 2007), or Schapery’s Theory (Pineda, 2009). They simulated the split mode by FEM simulation in center-notched laminates for 0° layers under uniaxial tension. However, during these numerical simulations, prior knowledge of the damage path and special techniques are required to predict the damage mode. The damage pattern may not be captured correctly if the split elements are misplaced. Also, a small amount of fiber failure occurred during the simulation done by Pineda et al. (2009), but not observed in experimental results (Bogert et al., 2006). These traditional methods, which are based on classical continuum mechanics, cannot directly be applied to problems with discontinuous fields. Thus, additional criteria are required to evaluate the spatial derivatives on the crack tip or crack surface.

The peridynamic model (Silling, 2000), unlike the formulations mentioned above, which are based on classical continuum mechanics models, does not need ad hoc criteria to guide the dynamic crack propagation. Recently, two peridynamic models were proposed for modeling composites by Xu et al. (2007, 2008), and Kilic et al. (2009).

The model used in Xu et al. (2008) is based on a homogenization approach in which the stiffness of the peridynamic bonds parallel to the fiber direction is fitted (or calibrated) to the elastic modulus of the lamina in the same direction. All other bonds have their stiffness fitted to lamina properties along the direction perpendicular to the fiber direction. For a brief introduction to peridynamics and a definition of peridynamic bonds see Section 2. Using this model, damage and failure modes of laminated composite plates under biaxial loading were simulated by Xu et al. (2007). The crack patterns with different notch orientations agreed well with experimental results. This model was also utilized to predict damage patterns in laminated composites subjected to low-velocity impact (Xu et al., 2008). The matrix damage and delamination patterns with respect to the impact energy from the peridynamics simulation agreed well with the experimental results. We note that in this peridynamic model for composites the evaluation of the bond stiffness is done via a computational procedure for a specific horizon and a specific discretization size, and analytical formulas for the parameters used in the model are not given. The model can be viewed as a “discretize, then calibrate” scheme. Even though this is not specified in their papers, it appears that the reason for calibrating the discretized model to the bulk elastic properties is to compensate for numerical discretization errors. Another approach is to “calibrate, then discretize,” as described by Silling and Askari (2005) for the isotropic case, and this approach will be developed in the present paper for anisotropic materials. With the model presented here we discuss the issues of convergence of the crack path in terms of the grid size and horizon size, the “m-convergence” and the “δ-convergence” (see Bobaru et al., 2009). We provide analytical formulas to obtain the peridynamic parameters for the continuous model and its discretization.

Kilic et al. (2009) explicitly modeled individual fibers. Bond stiffness for bonds inside the fibers was fitted to fiber properties, while bond stiffness for bonds inside the matrix material was fitted to matrix properties using the Silling and Askari (2005) procedure for an isotropic material. This model has been applied to simulate the damage of center-notched UD composite and laminates under quasi-static loading (Kilic et al., 2009). The results matched well with some quasi-static experiments. However, this model has significant limitations since it is not practical for solving realistic problems in fiber-reinforced laminated composites because of the huge number of fibers contained.
in such materials. Our results will show that, contrary to the statements made by Kilic et al. (2009), it is possible to successfully use homogenization to model fracture and damage in fiber-reinforced composites using peridynamics.

In the present paper, we propose a homogenization-based peridynamic model for simulating fracture and damage in fiber-reinforced composites and study the convergence behavior for loading cases that lead to splitting fracture in a 0° lamina. We provide analytic formulas to obtain the bond stiffness for bonds aligned with the fiber direction [called “fiber bonds” (fb)] and all other bonds [called “matrix bonds” (mb)]. These formulas are obtained by matching the peridynamic strain energy density in a composite lamina under a homogeneous deformation with the classical linear elastic strain energy density under the same deformation. The homogenization scheme allows us to connect the properties at the micro-scale in the peridynamic model for any horizon to the macro-scale properties of the composite. We also obtain certain scaling factors for the bond stiffness of fiber bonds and matrix bonds in order to have the elastic strain energy, for a given horizon, match the classical elastic strain energy. Two types of convergence were performed for the splitting crack propagation by refining the grid and decreasing the horizon size (Bobaru et al., 2009). The crack paths from our simulations are similar to those observed in experiments. The computed crack propagation velocity, in the limit of the horizon going to zero, approaches values analytically obtained by Yang et al. (1991) with a local model for a steady-state propagating crack in interface debonding.

The paper is organized as follows: in Sections 2 and 3, we briefly review the basic formulation for peridynamics and the classical equations for a UD fiber-reinforced composite lamina. In Section 4 we present the new multiscale model with the analytical connections between the microscopic parameters in the peridynamic formulation and the macroscopic material properties, as well as obtain the scaling factors required for maintaining the same elastic strain energy density with a classical material. In Section 5 we present the numerical results for splitting modes in a UD composite lamina and perform convergence studies in terms of the crack path and crack propagation velocity. Conclusions are given in the final Section 6.

2. REVIEW OF PERIDYNAMICS

The peridynamic theory (Silling, 2000) is a non-local formulation that extends the classical continuum mechanics formulation. In peridynamics, every material point is connected to the other points inside a certain “horizon” region through peridynamic bonds. In this way, instead of the divergence of stress terms in the classical equations, one uses an integral over the horizon of the current point of forces, per unit volume squared, acting in the peridynamic bonds. Since the spatial differentiation is eliminated from the mathematical framework of peridynamics, this formulation is well suited to modeling problems in which discontinuities emerge, interact, and evolve in time. Indeed, the integration of forces can be directly applied over discontinuous displacement fields, which appear in the case of crack propagation. The peridynamic equations of motion are given as

$$
\rho \ddot{u}(x, t) = \int_{H} f[u(x, t) - u(x, t), \dot{x} - x] \, dV_{\dot{x}} + b(x, t)
$$

(1)

where \( f \) is the pairwise force function in the peridynamic bond that connects point \( \dot{x} \) to \( x \); \( u \) is the displacement vector field; \( \rho \) is the density; and \( b(x, t) \) is the body force. The integral is defined over a region \( H \) called the horizon. The region is taken here to be a circle of radius \( \delta \), but its shape is arbitrary. The horizon is the compact supported domain of the pairwise force function around a point \( x \). We will abuse the terminology and also call the horizon the radius of the horizon, \( \delta \).

In principle, the exact size and shape of the horizon could be found from wave dispersion curves for a specific material under specific dynamic conditions (see Silling, 2000). In practice, for problems where a material length scale does not readily manifests itself, we take the horizon to smaller and smaller values and monitor the convergence of the results (see, e.g., Bobaru et al., 2009; Ha and Bobaru, 2010). A convenient horizon size is one sufficiently large such that the computations are efficient (we can use coarser grids with a larger horizon), but sufficiently small such that the results do not change much if one chooses to use a smaller horizon. Please note that in dynamic fracture problems, while one cannot guarantee convergence of results in the limit of the horizon going to zero, recent simulations show for crack branching problems that convergence in terms of the crack path and crack propagation speed happens as the horizon goes to zero (see, e.g., Ha and Bobaru 2010; Ha and Bobaru, 2011a, 2011b). Let \( \xi = \dot{x} - x \) be the relative
position in the reference configuration and $\eta = \bar{u} - u$ be the relative displacement. From the definition of the horizon, we have

$$\|\xi\| > \delta \Rightarrow f(\eta, \xi) = 0$$

so that no force acts between two material points if the relative position (in the reference configuration) is larger than the given horizon size.

A micro-elastic material (Silling, 2000) is defined as one in which the pairwise force derives from a potential $\omega$:

$$f(\eta, \xi) = \frac{\partial \omega(\eta, \xi)}{\partial \eta}$$

A “linear” micro-elastic potential assumes a linear relationship between the bond force and the relative elongation of the bond:

$$\omega(\eta, \xi) = \frac{c(\xi) s^2 \xi}{2}$$

where $\xi = \|\xi\|$ and

$$s = \|\xi + \eta\| - \xi$$

and where $s$ is the bond relative elongation.

The corresponding pairwise force becomes

$$f(\eta, \xi) = \frac{\partial \omega(\eta, \xi)}{\partial \eta} = c(\xi) s \|\xi\| \frac{\partial s}{\partial \eta} = c(\xi) s \frac{\partial \|\xi + \eta\|}{\partial \eta}$$

with

$$\frac{\partial \|\xi + \eta\|}{\partial \eta} = \frac{\xi + \eta}{\|\xi + \eta\|} = e$$

where $e$ is the unit vector along the direction of the bond between $\bar{x}$ and $x$ in the deformed configuration $(\xi, + \eta)$.

The function $c(\xi)$ is called the micromodulus function and it represents the bond elastic stiffness, which can be linear or nonlinear. This function is required to satisfy certain conditions of regularity; however, the set of allowable functions is quite large (Silling et al., 2003). For the isotropic material, the various micromodulus functions are given in one-dimensional (1D) (Bobaru et al., 2009), two-dimensional (2D) (Ha and Bobaru, 2010) and three-dimensional (3D) (Silling and Askari, 2005) versions. In all of these cases, the micromodulus function is obtained by matching the strain energy density in peridynamics to the strain energy density in the classical theory under the same homogeneous deformation.

### 3. CLASSICAL MECHANICS OF A UNIDIRECTIONAL COMPOSITE LAMINA IN TWO DIMENSIONS

A UD composite lamina is a planar arrangement of unidirectional fibers strongly bonded in a matrix. At the macro-mechanical level, the fiber-reinforced UD composite is an orthotropic, homogeneous, linearly elastic material (Cristescu et al., 2004). Thus, for the lamina the constitutive equation can be written in the following matrix form:

$$\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\sigma_4 \\
\sigma_5 \\
\sigma_6 \\
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{23} & 0 & 0 & 0 \\
C_{13} & C_{23} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66} \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_3 \\
\varepsilon_4 \\
\varepsilon_5 \\
\varepsilon_6 \\
\end{bmatrix}$$

where the Voigt notation is used for a single subscript notation for stress and strain.
In this research, we will use a 2D plane stress model. The 2D plane stress constitutive equation for UD composites can be written as

$$
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & 0 \\
C_{12} & C_{22} & 0 \\
0 & 0 & C_{66}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_3
\end{bmatrix}
$$

(9)

where

$$
C_{11} = \frac{E_{11}}{1 - \nu_{12}\nu_{21}}, \quad C_{22} = \frac{E_{22}}{1 - \nu_{12}\nu_{21}}, \quad C_{12} = \frac{\nu_{21}E_{11}}{1 - \nu_{12}\nu_{21}}, \quad C_{66} = G_{12}
$$

Connections between the properties of the fibers and the matrix and the effective properties of the lamina can be expressed, for example, by using the Halpin–Tsai relationships (Halpin and Kardos, 1976):

$$
E_{11} = V_{\text{fiber}}E_{\text{fiber}} + V_{\text{matrix}}E_{\text{matrix}}, \quad E_{12} = V_{\text{fiber}}\nu_{\text{fiber}} + V_{\text{matrix}}\nu_{\text{matrix}}, \quad E_{22} = V_{\text{fiber}}E_{\text{fiber}} + V_{\text{matrix}}E_{\text{matrix}}, \quad \frac{1}{E_{22}} = \frac{V_{\text{fiber}}}{E_{\text{fiber}}} + \frac{V_{\text{matrix}}}{E_{\text{matrix}}} = 1
$$

where $E_{11}$ and $E_{22}$ are the longitudinal and transverse elastic Young’s modulus in the principal material axes, respectively; $\nu_{12}$ is the longitudinal Poisson’s ratio and $\nu_{21}$ is the transverse Poisson’s ratio; $G_{12}$ is the elastic shear modulus; and $E_{\text{fiber}}, E_{\text{matrix}}, \nu_{\text{fiber}}, \nu_{\text{matrix}}, V_{\text{fiber}}$, and $V_{\text{matrix}}$ are the fiber and matrix moduli, fiber and matrix Poisson’s ratio, fiber volume fraction, and matrix volume fraction, respectively.

4. THE NEW PERIDYNAMIC MODEL FOR A UNIDIRECTIONAL COMPOSITE LAMINA

As mentioned in the Introduction, the peridynamic model given by Kilic et al. (2009) for fiber-reinforced composites has significant limitations: the explicit modeling of individual fiber regions is not an option once the number of fibers in the composite is large (which is always the case). The model proposed by Silling and co-workers (Xu et al., 2007, 2008) and implemented in the EMU code from Sandia National Laboratories, requires a numerical evaluation of the parameters in the model for every particular grid used based on matching the strain energy for a homogeneous deformation with a classical elastic composite material (the discretize, then calibrate scheme). In this model (Xu et al., 2008), for every horizon and grid spacing used one performs a preliminary computation to determine the peridynamic parameters to be used in that case so that the total strain energy under a homogeneous deformation of the specific computational model matches the one corresponding to an “equivalent” classical elastic composite. Analytical expressions for this model are not given.

In this section, we present a new formulation for modeling fiber-reinforced composites, which differs from the one given by Xu et al. (2008) in the sense that, here, we obtain analytical formulas for the bond elasticity via a homogenization approach and the model is discretized only afterward. We obtain formulas for the micromodulus function and the micro-damage parameters (the critical relative elongations) that can be directly used in computations without a preliminary numerical evaluation of the solution of the problem. We evaluate scaling factors for the peridynamic material micro-scale parameters corresponding to the continuous model as well as for a specific computational grid so that the peridynamic elastic strain energy density matches the corresponding classical energy. The new model is based on a homogenization procedure similar to the one performed for isotropic materials but applied here for the elastic deformation of the UD composite lamina. We obtain the peridynamic constitutive relations for the fiber bonds and matrix bonds by relating them to the different properties of the UD composite lamina along the longitudinal and transverse directions.

Remark: Please note that in our model the peridynamic fiber bonds are not matched to the actual fiber properties, but are calibrated to the effective elastic properties of the lamina along the fiber direction. The same is true for the matrix bonds. In other words, the micromoduli of fiber bonds and matrix bonds are obtained from, respectively, matching the peridynamic strain energy to the classical strain energy along the longitudinal and transverse directions of the lamina. This description of peridynamic bonds is similar to that used in the model presented by Xu et al. (2008) but it is different from the explicit modeling of fibers used by Kilic et al. (2009).
4.1 The Peridynamic Model for a Composite Lamina

We assume that strain energy in the longitudinal direction is a result of contributions from peridynamic fiber bonds while the strain energy along the transverse direction comes from the matrix bonds. To arrive at a homogenized model for the lamina we follow the procedure schematically shown in Fig. 1. The peridynamic bonds at a point in the anisotropic peridynamic material will have different properties along the longitudinal direction than along all other directions. To compute the strain energy density along the longitudinal deformation we need to make use of the Dirac-delta function. For a given homogeneous deformation, we match the strain energy of the material along the longitudinal direction with the strain energy of homogenized anisotropic peridynamic material along the same direction. Along the transverse direction we do the same.

Given a homogeneous bi-axial deformation of size $s$ aligned with the longitudinal and the transverse directions, the peridynamic elastic strain energy density of the UD composite lamina can be written as

$$ W_1 = \frac{1}{2} \int_{H} \omega_{fb} (\eta, \xi) [D (\xi, 0) + D (\xi, \pi)] dA_{\xi} = \frac{1}{2} \int_{-s}^{s} \omega_{fb} (\eta, \xi) d\xi, $$

(10)

$$ W_2 = \frac{1}{2} \int_{H} \omega_{mb} (\eta, \xi) dA_{\xi} $$

(11)

$$ \omega_{fb} (\eta, \xi) = \frac{c_{fb} (\xi) s^2 \xi}{2}, \quad \omega_{mb} (\eta, \xi) = \frac{c_{mb} (\xi) s^2 \xi}{2}, \quad \omega_{mb} (\eta, \xi) = \frac{c_{mb} (\xi) s^2 \xi}{2} $$

(12)

where $s$ is the constant strain value of the homogeneous deformation [also see Eq. (5)]; $\omega_{fb}$ and $\omega_{mb}$ are the micro-elastic potentials for the anisotropic peridynamic material along the longitudinal and transverse directions; $c_{fb}$ and $c_{mb}$ are the elastic stiffness (micromodulus) functions for peridynamic bonds along the longitudinal direction and the transverse direction, respectively; and $D (\xi, 0)$ and $D (\xi, \pi)$ are the 2D Dirac-delta functions (distribution) for the polar coordinates $\theta = 0$ and $\theta = \pi$ (where $\theta = \arctan (\xi_2 / \xi_1), \xi = (\xi_1, \xi_2) = (\xi, \theta)$).

We impose the peridynamic elastic strain energy densities above to equal the longitudinal and transverse components, respectively, of the strain energy density under 2D plane stress conditions of a classical elasticity composite material under the same homogeneous deformation. The classical strain energy density for the homogenized composite lamina is given by

$$ W_1^{\text{classical}} = \frac{1}{2} \frac{1}{(1 - \nu_{12} \nu_{21})} \frac{(E_{11} + \nu_{12} E_{22})}{s^2}, \quad W_2^{\text{classical}} = \frac{1}{2} \frac{1}{(1 - \nu_{12} \nu_{21})} \frac{(E_{22} + \nu_{12} E_{22})}{s^2} $$

(13)

We use here the “conical” micromodulus function (see Ha and Bobaru, 2010) because this function gives a slightly smaller error against the classical solution in the limit of the horizon going to zero, compared with the constant.

FIG. 1: Schematic for the procedure to obtain the homogenized anisotropic peridynamic material
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micromodulus function \( \text{Bobaru et al., 2009; Ha and Bobaru, 2010; Ha et al. 2010} \). By matching the corresponding elastic strain energies, for the peridynamic fiber bonds we get
\[
\bar{c}_{fb} = \frac{6 \left( E_{11} + \nu_{12} E_{22} \right)}{(1 - \nu_{12} \nu_{21}) \delta^3} \left( 1 - \frac{\xi}{\delta} \right) \tag{14}
\]
while for bonds along the transverse direction (matrix bonds) we obtain
\[
\bar{c}_{mb} = \frac{12 \left( E_{22} + \nu_{12} E_{22} \right)}{(1 - \nu_{12} \nu_{21}) \pi \delta^3} \left( 1 - \frac{\xi}{\delta} \right) \tag{15}
\]
The micromodulus function for the homogenized anisotropic peridynamic material, therefore, is (see Fig. 2):
\[
C(\xi, \theta) = \begin{cases} 
\bar{c}_{fb}(\xi) & \text{if } \theta = 0 \text{ or } \pi \\
\bar{c}_{mb}(\xi) & \text{otherwise}
\end{cases} \tag{16}
\]
Therefore, the pairwise force function \( f \) in Eq. (1) can write as follows
\[
f(\eta, \xi) = \begin{cases} 
f_{fb}(\eta, \xi)[D(\xi, 0) + D(\xi, \pi)] & \text{if } \theta = 0 \text{ or } \pi \\
f_{mb}(\eta, \xi) & \text{otherwise}
\end{cases}
\]
where \( f_{fb}(\eta, \xi) = \bar{c}_{fb}(\xi)s(\partial \parallel \xi + \eta\parallel)/(\partial \eta) \) and \( f_{mb}(\eta, \xi) = \bar{c}_{mb}(\xi)s(\partial \parallel \xi + \eta\parallel)/(\partial \eta) \), with \( s \) given in Eq. (5).

Notice that if we were to consider an isotropic peridynamic material that would match \( W_1 \), the micromodulus for such a material would have been
\[
c_{iso}^{11} = \frac{12 \left( E_{11} + \nu_{12} E_{22} \right)}{(1 - \nu_{12} \nu_{21}) \pi \delta^3} \left( 1 - \frac{\xi}{\delta} \right) \tag{17}
\]
Similarly, for the transverse direction, to match \( W_2 \), we would get
\[
c_{iso}^{22} = \frac{12 \left( E_{22} + \nu_{12} E_{22} \right)}{(1 - \nu_{12} \nu_{21}) \pi \delta^3} \left( 1 - \frac{\xi}{\delta} \right) \tag{18}
\]
Observe that the ratio between \( \bar{c}_{fb} \) and \( c_{iso}^{11} \) is \( \pi \delta/2 \). Notice also that \( c_{iso}^{22} \) is the same as \( \bar{c}_{mb} \).

In the bond-based peridynamics the Poisson ratios and the shear modulus are set by the selection of fiber and matrix bonds stiffness. For the Poisson’s ratio \( \nu_{12} \) in Eqs. (14), (15), (17), and (18), we use a value of 1/3. Because of the dependency mentioned, the actual value for this parameter may be different from this. In an isotropic material the 1/3

---

**FIG. 2:** Conical micromodulus function for the UD composite lamina (left) at a point in the bulk. The variation of the micromodulus at a fixed distance from the node, with respect to the angle between the bond and the fiber direction (right).
value is the resulting Poisson ratio for a bond-based peridynamic model in two dimensions. Because of the symmetry of the behavior for an orthotropic material, for the other Poisson ratio \( \nu_{21} \) we employ the following reciprocal relation:

\[
\nu_{21} = \frac{E_{22} \nu_{12}}{E_{11}}
\]

(19)

Note that the shear modulus does not enter specifically in the formulation. Its value will be dependent on the elastic moduli and the Poisson ratios. We mention that in the state-based peridynamics (Silling et al., 2007) the Poisson ratios and the shear modulus values can be independently modeled.

### 4.2 The Peridynamic Micro-Damage Model for Fracture and Damage in a UD Composite Lamina

The damage model in peridynamics (Silling, 2000) consists in breaking the peridynamic bonds connecting any two nodes when the relative change in distance between the nodes exceeds a certain prescribed value. This critical relative elongation parameter \( s_0 \) is obtained by equating the work, per unit fracture area, required to break all the bonds across the fracture surface to the fracture energy required for complete separation of the two halves of the body (Silling and Askari, 2005).

We first briefly review the formulation of damage in peridynamics. As mentioned by Silling and Askari (2005), the pairwise force for a micro-elastic material with damage is

\[
f(\eta, \xi) = \frac{\xi + \eta}{\|\xi + \eta\|} c(\xi) \mu(t, \xi)
\]

(20)

where \( \mu(t, \xi) \) is a history-dependent scalar-value function that has the value of either 0 or 1:

\[
\mu(t, \xi) = \begin{cases} 
1 & \text{if } s(t, \xi) < s_0 \\
0 & \text{if } s(t, \xi) > s_0
\end{cases}
\]

The model is now history dependent. The bonds cannot sustain any force after breaking and this procedure is irreversible. Reversible-type damage can also be introduced (Silling and Bobaru, 2005; Bobaru, 2007) and allow bonds to re-form.

In an isotropic and homogeneous material, the critical relative elongation \( s_0 \) at the micro-scale can be obtained from the macro-scale measureable fracture energy \( G_0 \). In two dimensions (Ha and Bobaru, 2010), the fracture energy is

\[
G_0 = 2 \int_0^s \int_0^{\cos^{-1}(Z/\xi)} \int_0^Z [c_{iso}(\xi) s_0^2 \xi/2] \xi d\theta d\xi dz
\]

(21)

where \( c_{iso} \) is the micromodulus of the isotropic material and the integration domain is shown in Fig. 3 as given by Ha and Bobaru (2010). The 3D form is given by Silling and Askari (2005). The critical relative elongation \( s_0 \) can be obtained from the above equation.

Next, we introduce our damage model for UD composites. The simplest way to introduce failure into the model is by allowing fiber bonds and all other bonds (matrix bonds) to break when they are stretched beyond a critical relative elongation, \( s_{fb}^0 \) and \( s_{mb}^0 \). The critical relative elongation \( s_{fb}^0 \) is obtained by matching the work needed to break all bonds in a material made entirely out of fiber bonds (not fibers), across a line (for the 2D case) to the fracture energy \( G_{11}^0 \). The value for \( s_{mb}^0 \) can be obtained in a similar way by matching \( G_{22}^0 \) with the work needed to break all bonds in a material made entirely out of matrix bonds (not matrix material), across a line (in two dimensions). The values we obtain are

\[
s_{fb}^0 = \sqrt{\frac{20 G_{11}^0}{c_{iso}^0 \Delta^4}}, \quad s_{mb}^0 = \sqrt{\frac{20 G_{22}^0}{c_{iso}^0 \Delta^4}}
\]

(22)

where \( G_{11}^0 \) and \( G_{22}^0 \) are the fracture energies for a UD composite with 0° fiber orientation and 90° fiber orientation lamina, respectively. Recall that the fiber bond properties are not matched to the fiber material, but to the effective properties along the fiber direction. The same goes for matrix bonds.
The fracture energies $G_{11}^0$ and $G_{22}^0$ are experimentally measured from the intralaminar mode I fracture test (Jose et al., 2001). We emphasize that in this damage model, the critical relative elongation only depends on the material properties, $G_{11}^0$, $G_{22}^0$, $E_{11}$, $v_{12}$, and $E_{22}$, and also depend on the horizon size. Note that dependencies of the critical relative elongation on the current elastic deformation state, manufacturing defects, and time (Silling and Askari, 2005), or current damage state (Ha and Bobaru, 2010), can be easily introduced into the model if desired. The effect of the peridynamic material’s response to these dependencies will be studied in the future.

4.3 The Discrete Model and the Scaling of the Micromodulus Function

In our model, the peridynamic fiber bonds emanating from a particular node are only those bonds that have the same or nearly the same direction as the longitudinal direction. All other bonds connected to this node are matrix bonds (see Fig. 2). Note that the discretization below is restricted to regular square grids with the principal directions aligned with the fiber direction, or to small perturbations of such grids. For random nodal arrangements or for grids not aligned with the fiber direction, the formulation is presented by Hu et al. (2011). The preference for uniform grids is due to the simplicity of generating them and conducting convergence tests, as well as the convenience for modeling the 0° and 90° fiber orientations, two of the most used in practice. Uniform grids aligned with the fiber direction are used in all of the computations in this paper.

In the discrete form of the peridynamic equation for the unidirectional fiber-reinforced lamina this singular function will be approximated by a sequence of functions that are zero outside the areas of nodes connected to the central node by fiber bonds. The micromodulus in Eq. (16) will, therefore, change because of the discretization. In what follows, for clarity, we directly derive these scaling factors for a given discretization based on matching the strain energy of the discrete peridynamic model to the classical longitudinal and transverse strain energies.

As a result of grid refinement for a fixed horizon size [the so-called $m$-convergence introduced by Bobaru et al. (2009), where $m$ is the ratio between the horizon and the grid spacing; see Ha and Bobaru (2010); see also Fig. 4], the fiber bond area in the peridynamic discretization at a node changes. This is schematically shown in Fig. 3(b), and the change is reflected in a change in the strain energy density at the node unless proper scaling is employed.

Let $W_1^{el}$ the elastic strain energy density computed over the fiber bond area in the discretized configuration in Fig. 3 based on the $c_{11}^{iso}$ in Eq. (17). Obviously, this will not match $W_1$ since we do not integrate over the entire horizon area. Similarly, let $W_2$ be the elastic strain energy density computed over the matrix bond area in the discretized...
configuration in Fig. 3 based on the $\varepsilon_{\text{con}}^{ij\|}$ in Eq. (18). We find the scaling factors $\lambda_{fb}$ and $\lambda_{mb}$ for the fiber bonds and matrix bonds in the discretized model, respectively, so that

$$\lambda_{fb}W_1 = W_1, \quad \lambda_{mb}W_2 = W_2$$

From Eqs. (10), (11), (23), and (24), the scaling factors for fiber bonds and matrix bonds are found as

$$\lambda_{fb} = \frac{1}{2} \int_{A_{fb}} \frac{\varepsilon_{\text{con}}^{ij\|}(\xi)S^2}{2} dA_{\xi}$$

$$\lambda_{mb} = \frac{1}{2} \int_{A_{mb}} \frac{\varepsilon_{\text{con}}^{ij\|}(\xi)S^2}{2} dA_{\xi}$$

where $A_{\delta}$ is the total area covered by the horizon of radius $\delta$ [see the circle area in Fig. 3(b)]; and $A_{fb}^d$ and $A_{mb}^d$ are the fiber bond area [see Fig. 3(b), the red area inside the circle] and matrix bond area (the white areas inside the circle) for the particular discretization, respectively.

The discrete version for the conical micromodulus function case is then written as

$$C_d^\theta(\xi, \theta) = \begin{cases} 
\lambda_{fb}\varepsilon_{11}^{ij\|}(\xi) & \text{if } \theta = 0 \text{ or } \pi \\
\lambda_{mb}\varepsilon_{22}^{ij\|}(\xi) & \text{otherwise} 
\end{cases}$$

where $\lambda_{fb} = 2\lambda_{fb}/\pi\delta$ and $\lambda_{mb} = \lambda_{mb}$. Moreover, the scaling factor $\lambda_{fb}$ is independent of the horizon size. Because of this, in practice we will use the scaling of the discrete micromodulus function in the form of Eq. (26).

**Remark:** in practice, for the conical micromodulus function, instead of the values for $\lambda_{fb}$ and $\lambda_{mb}$ obtained above, we use the following approximations:

$$\tilde{\lambda}_{fb} = \frac{A_{\delta}}{A_{fb}^d} \approx \frac{\pi m}{2}, \quad \tilde{\lambda}_{mb} = \frac{A_{\delta}}{A_{mb}^d} \approx \frac{\pi m}{\pi m - 2}$$

where $m = \delta/\Delta x$, with $\Delta x$ is the grid spacing in a uniform discretization. These ratios of areas are good approximations for the ratios of strain energies above because of the nature of the integrand functions in Eqs. (24) and (25): these functions are zero at the node and at the boundary of the horizon. These approximations are less than 1% in error for values of $m = 5$ or larger (see Table 1), and they should not be used for the constant micromodulus function (see Ha et al., 2010). In general, the scaling parameters can be computed, for example, from Eqs. (24) and (25) using numerical integration.
TABLE 1: Comparison between the approximate and analytical values for the scaling factor for the conical micromodulus function

<table>
<thead>
<tr>
<th>m</th>
<th>( \lambda_{fb} )</th>
<th>( \tilde{\lambda}_{fb} )</th>
<th>( \text{Error}^1 )</th>
<th>( \lambda_{mb} )</th>
<th>( \tilde{\lambda}_{mb} )</th>
<th>( \text{Error}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.1974</td>
<td>6.2832</td>
<td>1.38%</td>
<td>1.1924</td>
<td>1.1893</td>
<td>0.26%</td>
</tr>
<tr>
<td>5</td>
<td>7.7764</td>
<td>7.8540</td>
<td>1%</td>
<td>1.1475</td>
<td>1.1459</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

1 Relative error between approximate and analytical scaling factor for fiber bonds.
2 Relative error between approximate and analytical scaling factor for matrix bonds.

5. NUMERICAL STUDIES OF CONVERGENCE FOR DYNAMIC SPLITTING IN A COMPOSITE LAMINA

In peridynamics, three types of convergence studies have been introduced by Bobaru et al. (2009): these are \( \delta \)-convergence (decrease the horizon size, while the number of nodes covered by a horizon is kept constant), \( m \)-convergence (increase \( m \) while holding the horizon fixed), and \( (\delta m) \)-convergence (decrease horizon size as well as increase \( m \)). See Fig. 4 for the first two convergence types. In the present study, we perform \( m \)-convergence calculations and make observations related to the behavior of the solution in terms of the crack propagation speed under a changing \( \delta \). As discussed by Ha and Bobaru (2010), for problems involving damage and fracture changing \( \delta \) changes the size of the damage zone associated with a pre-crack. Therefore, \( \delta \)-convergence has to take this aspect into account.

Moreover, note that in the actual implementation we use, for computational efficiency, a mid-point integration rule for evaluating spatial integrals with a special algorithm for approximating the nodal areas inside the horizon of a node (see Bobaru and Ha, 2011). This approximation affects the results only near the boundary where the integrand in the peridynamic formulation for the conical micromodulus goes to zero. Therefore, the results should not be influenced much, as long as \( m \) is larger than \( \sim 4 \).

For the remainder of this paper, all of the simulations are performed based on the conical micromodulus function.

5.1 Problem Setup

Consider a central-crack thin rectangular plate with dimensions 0.2m \( \times \) 0.1m (see Fig. 5). Along the left and right edges a uniform tensile load \( \sigma = 40 \text{ Pa} \) is applied suddenly and maintained constant in time after that. The practical implementation of traction boundary conditions in peridynamics and convergence studies have been discussed by Ha and Bobaru (2009).

The composite material used here is the M55J/M18 carbon/epoxy (Jose et al., 2001). The elastic and fracture properties are given in Table 2. Notice that in the present bond-based peridynamic model, the only inputs in the model are the values of the Young’s moduli and values for mode I fracture energies for 0° and 90° fiber orientations. The values of the Poisson ratio, shear modulus, and mode II fracture energy are determined in this bond-based peridynamic model by the Young’s moduli and mode I fracture energies. These limitations are removed if one uses the state-based peridynamics (Silling et al., 2007). With the state-based peridynamic composite model one can model a composite.

FIG. 5: Problem setup for the dynamic tensions test of a 0-degree UD composite with a center notch.
material with arbitrary material properties. We use here the somewhat simpler bond-based version because our focus is on demonstrating the capabilities of the peridynamic approach in modeling dynamic fracture in a fiber-reinforced composite.

### 5.2 The Elastic Strain Energy for the Scaled and Non-Scaled Models

In this section we compare the total elastic strain energy of the scaled model and the non-scaled model with the exact classical elasticity solution. The elastic strain energy of a composite lamina with 0° fiber orientation without a per-crack is examined for the homogeneous deformation (constant bi-axial strain $\alpha = 0.005$) given below:

$$ F = \alpha I $$

where $F$, and $I$ are deformation gradient tensor and identity tensor, respectively, and $\alpha$ is a constant positive value. The total strain energy for the rectangular plate (without the center cut) shown in Fig. 5 is the integral over the plate area of the nodal strain energy density. Since we are employing an approximate scheme for the spatial integration (see the algorithm for partial area evaluation in Bobaru and Ha, 2011; Ha et al., 2010b), we will only obtain approximations of the exact classical strain energy density. Moreover, because of the “skin effect” near the boundaries (see, e.g., Ha and Bobaru, 2011) additional error will be introduced. Nevertheless, as $m$ increases the approximate numerical integration approaches the exact integration, while decreasing the horizon $\delta$ the skin effect is reduced as well. The results for both the scaled [see Eq. (26)] and non-scaled [directly use Eqs. (17) and (18)] model are given in Table 3. The exact classical strain energy with the same homogeneous deformation and configuration, which can be obtained from Eq. (13), is 84.92 KJ.

For all results obtained from here on we employ the scaled model. For a computationally efficient solution one needs to use small values of $m$. A value of $m = 5$ seems a reasonable compromise between efficiency and accuracy (relative to the classical model).

### TABLE 3: Comparison of strain energy between scaled and non-scaled model with conical micro-modulus function

<table>
<thead>
<tr>
<th>Model</th>
<th>$\delta = 4$ mm</th>
<th>$\delta = 2$ mm</th>
<th>$\delta = 1$ mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SE-S$^1$ (KJ)</td>
<td>SE-NS$^2$ (KJ)</td>
<td>SE-S (KJ)</td>
</tr>
<tr>
<td>$m = 3$</td>
<td>72.93</td>
<td>16.86</td>
<td>73.37</td>
</tr>
<tr>
<td>$m = 6$</td>
<td>80.79</td>
<td>10.16</td>
<td>81.33</td>
</tr>
<tr>
<td>$m = 12$</td>
<td>83.07</td>
<td>6.16</td>
<td>83.82</td>
</tr>
</tbody>
</table>

$^1$SE-S: Strain energy with the scaled model.

$^2$SE-NS: Strain energy with the non-scaled model.
5.3 \( m \)-Convergence for the Crack Path

We perform \( m \)-convergence for two different horizon sizes: \( \delta = 4 \) mm and \( \delta = 2 \) mm. All of the models use uniform grid spacing. The peridynamic models for horizon \( \delta = 4 \) mm use \( m = 3 \) or \( \Delta x = 1.33 \) mm (11,552 nodes), \( m = 6 \) or \( \Delta x = 0.67 \) mm (45,602 nodes), and \( m = 12 \) or \( \Delta x = 0.33 \) mm (181,202 nodes). The results in terms of the damage maps are shown in Fig. 6. We observe that the crack paths (seen as zones with non-zero damage) are similar for the different grids used and that the splitting fracture mode is captured for this lamina with 0° fibers. We also mention that the damage takes place only in the matrix bonds; no fiber bonds break under the applied shock loading \( \sigma = 40 \) Pa.

The damage index for a node is defined as the number of currently broken bonds by the initial number of bonds associated with that node. The expression for the damage index is, therefore,

\[
d = \frac{n_{\text{broken}}}{n}
\]

where \( n_{\text{broken}} \) and \( n \) are the number of broken bonds and the number of initial bonds at a node. The damage index is a number between 0 and 1 (“0” means no bonds are broken, and “1” means all of the bonds are broken). Note that a damage index of around 0.4–0.5 may indicate that a fracture surface exists.

For horizon \( \delta = 2 \) mm, the grids used are for \( m = 3 \) or \( \Delta x = 0.67 \) mm (45,602 nodes), \( m = 4 \) or \( \Delta x = 0.5 \) mm (80,802 nodes), and \( m = 8 \) or \( \Delta x = 0.25 \) mm (321,602 nodes). The results are given in Fig. 7. The difference between the case with \( m = 4 \) and \( m = 8 \) is minimal. The splitting fracture mode is again captured well in this UD composite lamina with 0° fibers. Also, no fiber failure occurs in these simulations. In Fig. 7(a), we use \( m = 3 \) instead of \( m = 2 \) because the number of nodes inside the horizon for \( m = 2 \) is not sufficient to allow a sufficiently large number of directions in which a crack can grow as a result of bond breaking.

The above results indicate that using \( m = 5 \) is a good choice since the crack path does not suffer significant changes if one uses an even denser grid, and this choice is computationally efficient, too. For all the remaining studies below we use \( m = 5 \).

FIG. 6: Damage index maps (or crack path) computed with different grids for \( \delta = 4 \) mm at 50 \( \mu \)s: (a) \( m = 3 \); (b) \( m = 4 \); (c) \( m = 8 \). The same damage index scale is used in all plots.
FIG. 7: Damage index maps (indicating the crack paths) computed with different grids for \( \delta = 2 \) mm at 50 \( \mu \)s: (a) \( m = 3 \); (b) \( m = 4 \); (c) \( m = 8 \)

5.4 \( \delta \)-Convergence Results

As mentioned by Ha and Bobaru (2010), the size of initial damage or notch area changes when the horizon size \( \delta \) changes, and the damaged area becomes smaller as the horizon decreases. The \( \delta \)-convergence study below has to be understood in this context; note that the critical relative elongation also changes with respect to the changing horizon [as seen from Eq. (22)].

For a fixed value \( m = 5 \), we use four different kinds of horizon sizes (uniform grid spacing): \( \delta = 4 \) mm or \( \Delta x = 0.8 \) mm (31,752 nodes), \( \delta = 3 \) mm or \( \Delta x = 0.6 \) mm (56,112 nodes), \( \delta = 2 \) mm or \( \Delta x = 0.4 \) mm (126,002 nodes), and \( \delta = 1 \) mm or \( \Delta x = 0.2 \) mm (50,2002). We note that for \( m = 5 \) and \( \delta = 1 \) mm the total elastic strain energy computed with peridynamics is only about 4% different from the classical exact value.

The results showing the damage map for each case are given in Fig. 8. In all simulations the symmetric path of splitting fracture mode is obtained and only matrix bond breakage is observed, no fiber bonds break (besides those corresponding to the initial center cut). The damage patterns from these peridynamic simulations agree very well with the experimental observations given by Bogert et al. (2006), who also report only matrix breaking taking place (under quasi-static loadings). Notice in Fig. 8 that the crack length changes during the \( \delta \)-convergence study because the crack speed changes as the horizon becomes smaller. It is noted that the largest horizon used (\( \delta = 4 \)) results in a strong nonlocal effect since the size of the center cut can be, in this case, covered by only about three horizon regions. The “large” nonlocality induces a much higher crack propagation speed than realistically expected. The crack propagation speed from our \( \delta \)-convergence results and comparisons with analytical solutions for the classical steady-state dynamic debonding crack propagation are discussed in the next section.

5.5 Study of the Splitting Crack Propagation Speed

In this section we study the crack propagation speed in terms of the horizon size for the splitting fracture mode. The details of computing the crack propagation speed in peridynamics can be found in the study done by Ha and Bobaru (2010).

We could use a larger and wider panel to see if the crack propagation speed approaches a steady-state velocity before it starts interacting with the waves reflected from the boundary. However, that would require a significant
increase in the computational resources. In the future, we will run simulations with a larger and wider panel, but with a parallelized code.

As shown in Fig. 9, the crack starts propagating at about 22 \( \mu s \) after the loads have been applied at the boundaries (see Fig. 5). The larger horizon size simulation shows that the crack already reaches the boundaries at around 44 \( \mu s \). As the horizon size decreases, the average and the maximum crack propagation speeds decrease as well. The stress waves strongly affect the crack propagation speed. The observed speed-up and slow-down of the crack propagation speed seen in Fig. 9 correlate well with the propagation of the stress/strain waves in the material, as seen from Fig. 10.

FIG. 9: Crack propagation speed for different horizons
FIG. 10: Strain energy density ($\delta = 1$ mm and $m = 5$) at different times (black arrows indicate the direction of motion of the stress waves). The crack path has not yet reached the state shown in Fig. 8(d), which was obtained at 50 $\mu$s.

In Fig. 10 we show the strain energy density at different times for the case with the smallest horizon used in this paper. It is apparent that when the stress waves are moving away from the crack tip, the crack propagation speed increases, and when the reflected waves return and meet the crack tip, the crack propagation speed decreases. Because of the dynamic loading and interaction with the stress waves, the crack arrests temporarily before it continues to propagate again.

We focus next on analyzing the maximum splitting crack propagation speed. A theoretical framework has been established by Yang et al. (1991) for interface fracture mechanics, which includes dynamic crack propagation and strain-rate-dependent material response. Yang et al. (1991) argue that for cracks running at non-uniform speed, the near tip singularity is 2D, and is instantaneously in a steady state. A formula for the propagation speed of a debonding crack is given. Tsai et al. (2001) used this formulation and found that the dynamic fracture toughness is roughly equal to the static fracture toughness and is not significantly influenced by crack speeds up to 1100 m/s. In particular, modes I and II energy release rates remain nearly constant when the crack propagation speed is up to about 50% of the Rayleigh wave speed for S2/8553 glass/epoxy and AS4/3501-6 carbon/epoxy composites.

The crack propagation speed for a moving crack in a homogeneous orthotropic material can be obtained from the energy release rate and stress intensity factor (Yang et al., 1991; Tsai et al., 2001). The crack propagation speed for the splitting mode can be written as follows:

$$G_{II} = \frac{1}{2} H_{11} K_{II}^2$$

where $G_{II}$ and $K_{II}$ are the fracture energies for mode II fracture and the mode II stress intensity factor. The expression of $H_{11}$ is given as

$$H_{11} = \frac{1}{C_{66} R} \rho_{22} \alpha_2^2 \left( 2 \left( 1 + s \right) / \xi \right)^{1/2}$$

where

$$\rho_{11} = \frac{C_{11}}{C_{66}}, \quad \rho_{22} = \frac{C_{22}}{C_{66}}, \quad \rho_{12} = \frac{C_{12}}{C_{66}}, \quad \alpha_1 = \sqrt{\left( 1 - \frac{\rho_{11}^2}{C_{11}} \right)}, \quad \alpha_2 = \sqrt{\left( 1 - \frac{\rho_{22}^2}{C_{66}} \right)}$$

$$\xi = \alpha_1 \alpha_2 \sqrt{\rho_{11} / \rho_{22}}, \quad s = \frac{\alpha_2^2 + \rho_{11} \rho_{22} \alpha_1^2 - (1 + \rho_{12})^2}{2 \alpha_1 \alpha_2 \sqrt{\rho_{11} \rho_{22}}}, \quad R = \rho_{22} \left( \rho_{22} \xi - 1 + \alpha_2^2 \right) - \rho_{12}^2 \alpha_2^2 / \xi$$

where $C_{11}$, $C_{22}$, $C_{66}$, and $C_{12}$ are the elastic constants defined in Section 3; and $\rho$ and $\nu_e$ are the density and the crack propagation speed for certain values of fracture energy and the stress intensity factor, respectively.
With all of the parameters provided as given by Jose et al. (2001), the crack propagation speed of the splitting mode for the values of \( K_{II} \) and \( G_{II} \) [from Eqs. (31) and (32)] is \( \sim 820 \) m/s. For the M55J/M18 carbon/epoxy composite, the Rayleigh wave speed is about 1700 m/s. In general, the fracture energy depends on the crack propagation speed. However, as pointed out by Tsai et al. (2001), the variation is minimal for cracks moving at speeds lower than 50% Rayleigh wave speed. Therefore, it is reasonable to consider the fracture energy constant. In our peridynamic computations we use constant fracture energy in the formulas that give the critical relative elongation of the bonds. The values used in the peridynamic computations for mode I fracture energy in the 0\(^\circ\) and 90\(^\circ\) orientations are given in Table 2.

The relative error for the crack propagation speed computed with peridynamics for the different horizon sizes, against the analytical value mentioned above, is

\[
R_{\text{error}} = \frac{v - v_e}{v_e}
\]

where \( v \) and \( v_e \) are the maximum crack propagation speed from the peridynamic computations and the analytical crack propagation speed computed above, respectively. In Fig. 11(a), we give the relative error versus the horizon size and in Fig. 11(b) the same plot is given in a log-log scale.

In the log-log plot the results indicate a linear relationship. With a linear curve fit, we can obtain the crack speed for any horizon size as follows:

\[
v_S = v_e e^{\alpha} + v_e
\]

where

\[
\alpha = k \cdot \log \left( \frac{1}{\delta} \right) - 0.49
\]

where \( v_S \) is the crack propagation speed for a given horizon size \( \delta \), and \( k \) is the slope of the curve-fit line and equals -1.45 when the propagation speeds for the horizons equal to 4 mm, 2 mm, and 1 mm were used. We compute the crack propagation speed for a value of the horizon equal to 3 mm. The maximum crack propagation speed from peridynamics calculations with \( \delta = 3 \) mm is around 3,420 m/s while the value obtained from the linear curve fit above for the same horizon size is 3,281 m/s. The relative difference between these two results is less than 5%.

**FIG. 11:** Relative difference of the maximum crack propagation speed from the peridynamic computations for different horizon sizes versus the analytical value (a); linear curve fit in the log-log scale for the data on the left (b)
It appears that the maximum crack propagation speed computed by peridynamics, in the limit of the horizon going to zero, converges to the value computed analytically from the classical model for the “same” composite material. For example, if we choose a horizon size of about 0.15 mm, the crack propagation speed obtained from Eq. (34) is about 851 m/s. The relative difference between this value and the analytical results (820 m/s) is about 3.6%. Note an important difference between the parameters used in the analytical formula and those used in our peridynamic computations: in the analytical classical approach, the value for $G_{II}$ is prescribed, while in our model we input $G_I$ for $0^\circ$ and $90^\circ$ fiber orientations. The $G_{II}$ value used in Eq. (31) from Jose et al. (2001) falls between the two $G_I$ values used in the peridynamic computations (see Table 2).

The results show that a sub-millimeter horizon produces maximum crack propagation speed values in this splitting fracture mode for the given lamina geometry under the given dynamic loading conditions, close to those given by the classical analytical model.

5.6 Multiple Splitting Cracks under Higher Loading

We use the same material and problem configuration but now a higher uniform tensile load $\sigma = 400$ Pa is applied abruptly and kept constant in time after that. In the plots given in Figs. 12(a)–(c) we observe the evolution in time of damage patterns in the matrix and in Fig. 12(d) we show the damage in the fiber bonds only. We note that no fibers are broken besides those corresponding to the original center cut. The damage in the matrix bonds spreads toward the horizontal center line of the lamina. Note that initially, a single splitting takes place, but as the waves reflect back and forth from the boundaries, multiple splitting failures ensue.

To monitor the fracture behavior of the fiber bonds we define the fiber damage index of a node as the number of broken fiber bonds by the original number of such bonds for that node:

$$d_{\text{fiber}} = \frac{n_{\text{broken}}}{n_{\text{fb}}}$$

where $n_{\text{broken}}$ and $n_{\text{fb}}$ are the number of broken peridynamic fiber bonds and the original number of fiber bonds, respectively. This “fiber damage index” also ranges between 0 and 1 (“0” means no peridynamic fiber bonds are broken; “1” means all fiber bonds are broken).

FIG. 12: Damage maps under higher loading conditions: (a) single splitting forms (at 15 $\mu$s); (b) multiple splits develop (at 30 $\mu$s); (c) final failure (50 $\mu$s); (d) damage map for the fiber bonds alone at 50 $\mu$s (no fiber breakage other than the initial notch; the green area represents the initial notch). Notice that material separation happens since the matrix bonds are broken.
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6. CONCLUSIONS

In this paper, we proposed a new homogenized multiscale peridynamic model for simulating fracture in a UD fiber-reinforced composite lamina. Analytical expressions for the micromodulus function and the critical relative elongation are obtained by calibrating them, for a given horizon size, to measurable material properties of the UD composite lamina, such as the elastic strain energy density in a homogeneous deformation and mode I fracture energies. We also provide formulas for scaling factors corresponding to a discretized model.

The splitting fracture mode for a UD composite lamina with $0^\circ$ fiber orientation is easily captured by our peridynamic model. In the bond-based peridynamic model only Young’s modulus for the longitudinal and transverse directions, and modes I fracture energies for the longitudinal and transverse directions, are used. The mode II fracture energy and the Poisson ratio are implicit in this model. The results agree very well with experimental observations published in the literature. The crack propagation path for both $\delta$-convergence and $m$-convergence is symmetric, and parallel to the loading direction, reflecting the splitting fracture mode. For the particular composite material used here, no fiber breakage is observed. We notice that because of the dynamic loading the crack propagation speed is strongly affected by the stress waves in the body.

We also compared the maximum crack propagation speed from the peridynamic simulations with an analytical solution for a steady-state dynamic debonding crack. The peridynamic solutions show a maximum crack propagation speed for the splitting mode that approaches the theoretical dynamic debonding solution when the horizon goes to zero. A sub-millimeter horizon is a reasonable one to use for this type of dynamic loading.

The model introduced in this paper and the results shown demonstrate that, contrary to some published remarks in the literature, it is possible to successfully use homogenization to model fracture and damage in fiber-reinforced composites using peridynamics. The peridynamic model for UD composite lamina introduced in this paper will be used in the future to study dynamic fracture of various fiber orientations and it will be extended to model dynamic fracture and damage in composite laminates.
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