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Abstract—In this paper, we investigate the scalability of three communication architectures for advanced metering infrastructure (AMI) in smart grid. AMI in smart grid is a typical cyber-physical system (CPS) example, in which large amount of data from hundreds of thousands of smart meters are collected and processed through an AMI communication infrastructure. Scalability is one of the most important issues for the AMI deployment in smart grid. In this study, we introduce a new performance metric, accumulated bandwidth-distance product (ABDP), to represent the total communication resource usages. For each distributed communication architecture, we formulate an optimization problem and obtain the solutions for minimizing the total cost of the system that considers both the ABDP and the deployment cost of the meter data management system (MDMS). The simulation results indicate the significant benefits of the distributed communication architectures over the traditional centralized one. More importantly, we analyze the scalability of the total cost of the communication system (including MDMS) with regard to the traffic load on the smart meters for both the centralized and the distributed communication architectures. Through the closed form expressions obtained in our analysis, we demonstrate that the total cost for the centralized architecture scales linearly as $O(\lambda N)$, with $N$ being the number of smart meters, and $\lambda$ being the average traffic rate on a smart meter. In contrast, the total cost for the fully distributed communication architecture is $O(\lambda N^2)$, which is significantly lower.

Index Terms—Scalability, smart grid, advanced metering infrastructure (AMI), meter data management system (MDMS), facility location problem.

1 INTRODUCTION

Cyber-physical systems (CPSs) that utilize sensing, computation, communication, and control capabilities are widely being deployed in many application scenarios. Examples of the CPS systems include intelligent transportation systems, environment monitoring systems, and smart grid systems. A common feature of these systems is that a large amount of sensors are deployed over a wide area to implement the complex monitoring and control functions. Therefore, a main challenge is how to build a scalable communication architecture to handle the huge amount of data generated by those sensors.

As a typical example of a CPS, smart grid takes advantage of the advancement in communication and control technologies to create an automated, widely distributed delivery network through the use of bidirectional connection of electricity and information flows [1]. As the first major milestone and the fundamental step of the overall smart grid roadmap, an advanced metering infrastructure (AMI) is a system that measures, collects, and analyzes data about energy usage and power quality from the smart meters, and communicates with metering devices on request or on schedule [2]. AMI provides intelligent connections between consumers and system operators based on the information exchanged between the two sides. The vast amount of new data flowing from AMI allows improved management of utility assets, better planning of asset maintenance, additions and replacements, as well as better power quality and more reasonable price for customers. As an example, AMI can provide immediate feedback on predicting peak power usage and power quality, enabling the service provider to rapidly address grid demands.

Due to the pivotal role of information exchange in smart grid, data management is one of the most important tasks in smart grid. In AMI, there is a key component called meter data management system (MDMS). An MDMS is a database that performs long term data storage and management for the vast quantities of usage data and events [2]. It has analytical tools that enable the interaction with operation and management systems including outage management system (OMS), geographic information system (GIS), consumer information system (CIS) that manages the utility billing and customer information, and distribution management system (DMS) that provides power quality management and load forecasting based on meter data. A traditional AMI architecture is shown in Fig. 1, where a
centralized MDMS is surrounded by the main operation and management services.

Our main focus in this paper is to investigate the communication cost of data collection and usage. Since MDMS is the entity to manage and process data in a smart grid system, our core task is to design a scalable architecture centered around MDMS by considering its interactions with smart meters and with the operation and management service gateways.

To study the scalability of a communication architecture in a smart grid system, we first define a new performance metric. Then, we formulate the new performance metric in terms of the communication architecture parameters, and investigate how the performance metric scales with the communication resources needed, which are mainly determined by the number of smart meters and the meter sampling frequency.

A good pervasive computing system design has to achieve scalability by severely reducing interactions between distant entities [3]. This is justified since long communication distance leads to a high communication resource usage and a high probability to encounter a bottleneck. Following the spirit of pursuing shorter communication distance for data migration, in this paper, we use a new performance metric to measure the scalability of an architecture for MDMS in smart grid: the accumulated bandwidth-distance product, or ABDP. The term bandwidth-distance product was used in the context of fiber-optic communication [4] (defined as the product of the length of a fiber-optic link and its maximum data rate) to help comparing the performance of different types of fiber-optic links. In a smart grid AMI system, however, we use the accumulated bandwidth-distance product to measure the total resources used to support communication demands.

The major contributions of this paper are in the following:

- We define a new performance metric for measuring the scalability of communication architectures in a smart grid AMI system.
- We propose an algorithm to minimize the total cost of an AMI communication system, which takes the deployment cost of MDMS into account.
- We analyze the scalability of three typical communication architectures for smart grid AMI systems. We demonstrate that the total cost for the centralized architecture scales linearly as $O(\lambda N)$, with $N$ being the number of smart meters, and $\lambda$ being the average traffic rate on a smart meter. In contrast, the total cost for the fully distributed communication architecture is just $O(\lambda N^2)$. Furthermore, the analysis matches very well with the simulation results obtained through the proposed algorithm.

The rest of this paper is organized as follows: in Section 2, the background and related work regarding the scalability of communication infrastructures in smart grid AMI is presented. In Section 3, two distributed communication architectures for the smart grid systems are presented. Optimization problems to minimize the total cost of the system are formulated, and the solution algorithms are proposed in Section 4. In Section 5, the scalability of the distributed and the traditional centralized communication architectures are analyzed and asymptotic closed form expressions for the ABDP and total costs are derived for both architectures. The performance evaluation in Section 6 verifies the accuracy of the asymptotic analysis and demonstrates the benefits of the distributed communication architectures in terms of lower cost and better scalability. Section 7 concludes this paper.

2 BACKGROUND AND RELATED WORK

Scalability is the ability of a system to handle growing amounts of work in a graceful manner [5], [6]. It can be measured in various dimensions such as administrative scalability, functional scalability, geographic scalability, and load scalability [5]. In this paper, we mainly concern the load scalability, i.e., the easiness for a system to increase its resources to accommodate the increasing load.

It is necessary to define the specific requirements for scalability on those dimensions in different systems. For instance, in the area of Internet routing, one measurement of scalability of a routing algorithm is how the routing table on a router scales with the number of nodes (customers) of the whole Internet.

Since scalability also means that the system must be economically deployable in a wide range of sizes and configurations [7], we propose to use ABDP to evaluate the scalability of a communication architecture in a smart grid AMI system. As we stated in the previous section, the ABDP is a measurement of communication resources needed for supporting certain communication needs. It integrates two important metrics, the communication bandwidth and the communication distance. For the communication architectures studied, we will evaluate how the resulted ABDP scales with the number of smart meters and the sampling frequency on smart meters.

2.1 Why We Need a Scalable Communication Architecture

In many of the smart grid AMI systems that have been deployed, data is collected from smart meters every 15 minutes [8]. Although this is a significant improvement compared with the traditional way that only records the meter data once a month, it is far from enough in achieving the full vision of a smart grid, especially for the goals like advanced distribution automation (ADA) and advanced asset management (AAM) [2]. As discussed in [9], to support the voltage and voltage adjust rheostat (VAR)
control service in ADA, voltage and current root mean square (RMS) values measured at the substation and voltage RMS values measured at the end of the feeder should be collected every 30 seconds. Data available from regular meters of the customers, which is the averaged RMS value over a 15-minute interval, is not sensitive enough for this application [9]. As another example, for the outage management application, ideally we should be able to obtain real time data from smart meters to prevent cascading outage [10] and to recover from outage in the shortest time.

In summary, with the overall modern smart grid roadmap being implemented step by step, both the number of smart meters and the sampling frequency on a meter will increase dramatically. Consequently, huge amount of data traffic will go through the MDMS and post a great challenge on the scalability of the traditional smart grid AMI communication architecture.

2.2 Literature on Scalable Architectures in Smart Grid

There are different focuses on the scalability issues in smart grid. In [11], Arenas-Martinez et al. investigated the scalability problem from the aspects of data storage and monthly bill processing. They mainly considered the scalability of the processing ability with the number of meters. The main storage techniques they compared are the centralized relational database, the distributed relational database, and the file systems. The sampling interval at a smart meter was assumed to be 15 minutes. Since the main focus was on the scalability of processing ability, the model was highly abstractive. For example, the concentrator node they defined is different from the standard definition in [2]. It is more like the MDMS instead of the concentrator that acts as the access point for smart meters. Moreover, they only considered the logical locations of databases (i.e., located at the concentrator or in the operation center). The physical locations of databases and distances between different locations were not considered. In contrast, our main concern is how the communication cost (in terms of the ABDP value) scales with the number of smart meters and the sampling frequency. The physical location and distance are the vitally important factors to be considered in designing a scalable communication architecture.

In [12] and [13], the authors proposed to employ the computing service to support smart grid applications and discussed the main challenges. A major advantage of cloud computing service is its flexibility in providing powerful storage, processing, and communication ability for the future smart grid applications. In that sense, cloud computing can offer a scalable platform for smart grid systems. While the main focus of the cloud computing approaches [12], [13] is on providing adequate resources to support smart grid applications, they did not study the optimal deployment of the necessary resources. For the scalable architectures that we are investigating in this paper, we emphasize on the design of optimal communication infrastructures for smart grid AMI.

2.3 Scalable Communication Architectures in Internet

The client-server architecture has been dominant for providing services in Internet, for example, web services and file sharing services. This was not a problem at the earlier stage (e.g., in early 1990s) since the number of Internet users was limited. However, with the explosive increase of Internet applications and users since late 1990s, this traditional centralized architecture would no longer be a good choice as it does not scale well. For example, to provide web services in Internet to a large number of users widely distributed, a centralized server (even server farms) will have serious communication bottlenecks mainly due to the long paths traversed by the information flows as well as high-level aggregation of information flows when they get close to the server. Furthermore, as it will be demonstrated for smart grid AMI systems in this paper, the centralized communication architecture also has a much higher bandwidth waste compared with the distributed communication architectures to be presented in Section 3.

To overcome the non-scalable problem of the client-server architecture, two popular distributed communication architectures emerged for different applications in Internet, namely, content distribution networks (CDNs) [14] and peer-to-peer networks (P2P) [15]. CDNs are used to offer services to business partners, mainly for boosting the performance of web applications used by a large number of users all over the world. They are usually well planned and deployed, and the distributed servers are limited in numbers but powerful in each single server. In contrast, P2P services are autonomous, in which spontaneous nodes can be sources of contents. In other words, each node can act as either a client or a server or both. With multiple data sources exploited, desirable performance can be achieved at each user node although the processing ability and communication bandwidth at each node are limited. Due to the need to exploit a huge number of nodes to provide an ideal service, the process to locate the source of contents could be very costly and an inappropriate design may cause serious scalability problems [16], [17], [18].

A key problem in the design of a CDN is the placement of web server replicas. In [19], the optimal placement of a given number of web server replicas in a CDN is studied. It is modeled as a K-median problem, and various placement algorithms, including a greedy algorithm, a hot spot algorithm, and a tree-based algorithm, are evaluated by simulating their behaviors on synthetic and real network topologies. In addition, the sensitivity of the placement algorithms to imperfect knowledge of client workload characteristics is studied. It is concluded that a greedy algorithm for solving the web server replica placement problem can provide a CDN with performance that is close to optimal. In another related work [20], Jamin et al. study the optimal placement of tracers that are used to measure and build a distance map in Internet. They compare different heuristics when there is no knowledge about the Internet topology, including placing the tracers on the stub Autonomous Systems, or on the transit Autonomous Systems, or on both.

The communication architectures that we are proposing for smart grid systems have some similarities with the CDNs. Both require a small number yet powerful servers to be deployed. However, their differences are also prominent as discussed in the following:

- **Information collection and usage mode.** In CDNs, contents are assumed to be transferred from a central server at a low frequency, and thus can often
be neglected compared with the traffic incurred by information usage. In contrast, in smart grid large amount of data are collected at a higher frequency from the smart meters that are widely distributed, while the amount of information needed by the operation center varies depending on the specific applications.

- **Measurement of scalability.** In CDNs, the main concern is how to maintain high performance of user’s access to the web applications. Actually, the scalability issue was not explicitly studied in the literature of CDNs, mainly because it is difficult to define the scalability in terms of the access performance metric such as delay. While for smart grid in this paper, we mainly concern the scalability in terms of the communication resources used, such as the number of smart meters and the meter data sampling frequency.

A major difference in our work compared with previous work is that we not only study the optimal placement of distributed MDMS in smart grid systems, but also give a theoretical analysis on how the distributed and the centralized communication architectures scale with different load parameters, e.g., the number of smart meters and the sampling frequency on each meter.

In summary, scalability is an important issue that needs to be addressed in smart grid communication infrastructures. To the best of our knowledge, although there have been previous studies in the related areas like the scalability of storage and processing abilities in smart grid and the scalable communication architectures in Internet, they did not directly address the communication infrastructure scalability issue in smart grid.

### 3 Distributed Communication Architectures for Smart Grid

As we discussed in the previous section, scalability of a communication architecture in smart grid is a very important but not well-addressed issue. In this paper, we investigate and analyze the scalability of several different smart grid AMI architectures.

In a centralized architecture as illustrated in Fig. 1, the MDMS is located in the operation center. This facilitates the management of equipments and data, and thus all the operation and management services can fetch data from a single server in the fastest way. However, since data collected from the smart meters needs to go through the centralized MDMS, it makes the system nonscalable in several dimensions. First, it is nonscalable in terms of the access performance of data communications. It is highly possible to have bottlenecks in the zones that are close to the operation center. A large communication delay and even a significant loss of data may occur when congestion happens. Second, it is nonscalable in terms of performance of data communications. As pointed out by Gerdes et al. [23], due to the large data load, centralized processing becomes less and less feasible. Third, it is nonscalable in terms of communication resources used. Since almost each message needs to go through a long path before arriving at the MDMS, it causes a huge waste of communication resources. As an alternative, a distributed architecture may significantly reduce the needed communication bandwidth as well as the communication distance.

Our focus in this paper is on the scalability in terms of communication resources needed. In this section, we present two distributed communication architectures that can improve the scalability in that aspect. In the first architecture, multiple distributed MDMS are deployed in the entire smart grid AMI service area under study. In the second architecture, both MDMS and operation and management servers are decentralized.

#### 3.1 A Communication Architecture with Distributed MDMS

As shown in Fig. 2, multiple distributed MDMSs are deployed close to smart meters, with each MDMS being responsible for storing and processing data from the smart meters in the specific surrounding area through multiple concentrators. The communication distance for information collection is largely shortened compared with the centralized architecture, and the corresponding resources needed (measured by the ABDP) are reduced significantly. On the other hand, although the communication distance for information usage increases, the raw information has been processed and consolidated at the distributed MDMSs. Thus, the communication bandwidth needed for information usage is reduced compared with that for the raw data in a centralized architecture. This leads to a possibly significant saving of total communication resources.

The data needed by each type of service in the operation center is the refined data that has been processed by each MDMS, which is significantly lower than the raw data collected from the large number of smart meters. Let \( \alpha \) be the ratio of the refined data needed by operation and management services compared with the raw data collected by the distributed MDMS. Usually \( \alpha \) is a small value since only a small portion of the data is needed by the operation and management services. For instance, the outage management service (OMS) only needs to obtain data when the power quality (measured in current and voltage) at a customer site is abnormal. So most data, especially those that have been collected at a high frequency, are not needed at the OMS and will be filtered out.

#### 3.2 A Fully Distributed Communication Architecture

The communication cost in the architecture shown in Fig. 2 could be further reduced if the original operation and
management server is also decentralized. As shown in Fig. 3, a practical deployment in this fully distributed communication architecture is to collocate one operation and management server with each MDMS.

In the fully distributed communication architecture described above, the communication cost between a distributed operation and management server and its associated MDMS can be neglected since they are physically located together. The communication bandwidth needed is mainly for the information exchange between each distributed server and the central server, which can be viewed as a constant since it will not be affected by the number of smart meters or the sampling frequency on a smart meter. For instance, if there is an outage management server at each of the small compared with the distance between a concentrator and an MDMS. Similarly, the communication cost between the centralized MDMSs and operation and management servers is also neglected.

For a concentrator $i$ that is connected through MDMS $j$, the information collection ABDP can be expressed as $\lambda_i d_{ij}$, and the corresponding information usage ABDP is $\alpha \lambda_i C_j$. When we consider the total ABDP contributed by all the concentrators, the first part is $\sum_{i=1}^{M} \sum_{j=1}^{N} \lambda_i d_{ij} x_{ij}$, while the second part is $\sum_{j=1}^{M} \sum_{i=1}^{N} \lambda_i x_{ij} C_j$. The variable $x_{ij}$ is applied since $\lambda_i d_{ij}$ and $\alpha \lambda_i C_j$ will be counted only when concentrator $i$ is connected through MDMS $j$.

We assume that the ABDP is proportional to the deployment cost of the corresponding equipments (e.g., optical fibers and routers), the cost can be obtained by multiplying the ABDP by a unit cost $\beta$. Thus, the objective function of this optimization problem is obtained by adding the deployment cost of the distributed MDMS with the cost of needed ABDP.

As a result, the optimization problem to minimize the total cost of the system can be formulated as

$$
\text{Min } \beta \left( \sum_{j=1}^{M} \sum_{i=1}^{N} \lambda_i d_{ij} x_{ij} + \sum_{j=1}^{M} \alpha \sum_{i=1}^{N} \lambda_i x_{ij} C_j \right) + \sum_{j=1}^{M} F_j y_j,
$$

s.t.

$$
\sum_{j=1}^{M} x_{ij} = 1,
$$

where

- $\lambda_i$: Message generation rate on each concentrator $i$ in the unit of megabits/second (Mbps).
- $d_{ij}$: Distance from concentrator $i$ to MDMS $j$ in the unit of kilometer (Km).
- $C_j$: Distance from MDMS $j$ to the operation center.
- $x_{ij}$: Indicator: whether concentrator $i$ is connected to MDMS $j$.
- $A$: The size of a $a \times a$ square area, i.e., $A = a^2$.
- $N$: Total number of concentrators.
- $M$: Total number of candidate locations for MDMS.
- $\alpha$: The ratio of refined data needed by operation and management services over the raw data collected by MDMS.
- $\beta$: Unit cost of bandwidth-distance product ($\text{Mbps} \times \text{Km} / \$ $).
- $\gamma$: Bandwidth needed for information exchanged between a distributed server and a centralized server.
- $y_j$: Whether candidate location $j$ is chosen to deploy a MDMS.
- $F_j$: Cost of deploying a MDMS at location $j$.
\[ x_{ij} = 0 \text{ or } 1, \quad (3) \]
\[ y_{j} = 0 \text{ or } 1. \quad (4) \]

Note that in the formulation above we assume there is no capacity constraint with each MDMS. This is reasonable at the planning stage since our goal is to minimize the total cost.

The optimization solutions will provide the candidate MDMS locations that are eventually selected. MDMS \( j \) is chosen if \( y_{j} = 1 \). The constraint conditions (2) and (3) enforce that a concentrator can be only connected to a single MDMS, so that data collected from the same meter or the meters from the same area is stored together and can be fetched from the same MDMS. This design will guarantee desirable performance of the operation and management services such as outage management since we may often need to collect abnormal information from the smart meters in a large but connected area.

4.2 A Greedy Algorithm

The optimization formulation in (1)-(4) can be viewed as a variation of the uncaptacitated facility location problem that tries to find the optimal number and locations of warehouses to minimize the total cost [21]. Since the facility location problem is NP-hard, there is no effective method to obtain exact optimal solution for a large size problem [22]. As a practical solution, heuristic methods or approximate algorithms (for instance, a greedy algorithm and a local search method) are widely employed. A well-known example of using a greedy algorithm for the facility location problem is presented in [21]. As another example, in [19], Qiu et al. formulated the web cache replica placement problem into a K-median problem and applied a greedy algorithm. Note that K-median problem is a variation of the facility location problem that focuses on finding the optimal locations of the facilities by assuming the number of facilities is given.

In the following, we present a greedy algorithm in Algorithm 1 to find the close-to-optimal solutions for the MDMS location problem. It is an extension to the greedy algorithm in [19] and [21] by considering the specific objective function and constraints shown in (1)-(4).

Algorithm 1. GREEDY ALGORITHM

Input:  
(1) Candidate locations for distributed MDMS
(2) Deployment cost of each MDMS

Output:  
(1) Minimum total cost
(2) Deployment of distributed MDMS

1: \( m = 0 \) // The number of distributed MDMS selected
2: while \( m < M \) do
3: \( m = m + 1 \)
4: Find a new candidate location that minimizes (1) while satisfying \( \sum_{j=1}^{M} y_{j} = m \)
5: For each concentrator \( i \), assign it to MDMS \( j \) (out of the \( m \) ones already chosen) such that \( \lambda_{i} d_{ij} + \alpha \lambda_{i} C_{j} \) is minimized
6: Compute the total cost under the current assignment
7: Record the new lowest cost value if it is lower than the previous one
8: end while
9: Output the minimal total cost and the selected locations for MDMS

In Algorithm 1, we find the optimal locations of MDMSs for each given value \( m \), with \( m \) from 1 to \( M \). At the first step, all \( M \) possible locations are tested and the one that minimizes the objective cost function in (1) is selected as the location for the first MDMS. In the \( m \)th step, an optimal location for a new MDMS is found in addition to those already found in the previous steps to minimize the total cost. When considering each new candidate location, each concentrator \( i \) is assigned to one of the \( m \) MDMSs (the \( m - 1 \) ones already selected and the one under consideration) so that \( \lambda_{i} d_{ij} + \alpha \lambda_{i} C_{j} \) is minimal. This process will be repeated until that all \( M \) locations are tested. The number and locations of MDMSs that lead to the minimum cost will be the solution.

Compared with the brute force optimization method that checks every possibility to get the exact optimization result, the greedy algorithm is much simpler as it selects only one new location in each step. This makes sure that the complexity of the algorithm grows polynomially with the number of candidate locations \( M \). In contrast, the brute force optimization method will select \( m \) new locations in step \( m \). This means that \( \binom{M}{m} \) combinations of possible locations will be checked in step \( m \). As a result, the computing complexity will grow exponentially in terms of \( M \) and is much less scalable for a large size problem.

It is also worthy to mention that, although the algorithm presented above needs the full knowledge about the size of the smart grid AMI area, the locations of concentrators, and the sampling frequency on each smart meter, all these information is normally accessible at the operation center.

4.3 The Fully Distributed Communication Architecture

For the fully distributed communication architecture, the information usage cost is \( \sum_{j=1}^{M} \gamma_{j} C_{j} y_{j} \). As a result, the objective function is

\[
\min \beta \left( \sum_{j=1}^{M} \sum_{i=1}^{N} \lambda_{i} d_{ij} x_{ij} + \sum_{j=1}^{M} \gamma_{j} C_{j} y_{j} \right) + \sum_{j=1}^{M} F_{j} y_{j}. \quad (5)
\]

The constraints are the same as in (2)-(4).

The algorithm for solving this optimization problem is similar to Algorithm 1. The only difference is in Step 5, where the values of \( \lambda_{i} d_{ij} \) are compared when determining which MDMS should a concentrator be assigned to.

5 Scalability Analysis

The greedy algorithm introduced in the previous section provides a practical optimization method in solving practical infrastructure deployment problems. In this section, we further analyze the scalability of the centralized and the two distributed communication architectures. Note that the analysis is asymptotic, and we assume that there is no up limit on the number of distributed MDMSs.

5.1 Centralized Communication Architecture

When the centralized communication architecture is employed, only one MDMS is used. Since the information
usage cost in this case can be omitted due to the short communication distance between the MDMS and the operation and management server, the total cost shown in (1) is reduced to

$$
\beta \sum_{i=1}^{N} \lambda_i D_i + F_0.
$$

(6)

In the above expression, $D_i$ is the distance between concentrator $i$ and the central MDMS, and $F_0$ represents the deployment cost for the central MDMS. In practice, the distance between an MDMS and a concentrator or operation center is the length of the path that goes through the route. However, for analysis, we assume that it is the direct distance between the two locations.

The main computation part in (6) is to compute $\sum_{i=1}^{N} \lambda_i D_i$. Since both $\lambda_i$ and $D_i$ can be viewed as random variables, according to the definition of the expected value (denoted as $E[\cdot]$) for discrete random variables, we have

$$
E[\lambda_i D_i] = \lim_{N \to \infty} \frac{\sum_{i=1}^{N} \lambda_i D_i}{N}.
$$

(7)

On the other hand

$$
E[\lambda_i D_i] = E[\lambda_i] E[D_i] = \bar{\lambda} \bar{D}.
$$

(8)

Here, $\bar{\lambda}$ is the average traffic rate on concentrators and $\bar{D}$ is the average distance between a concentrator and the central MDMS.

With a large $N$, we can derive the following expression on the ABDP for the centralized architecture (denoted as $ABDP_C$) based on (7) and (8)

$$
ABDP_C = \sum_{i=1}^{N} \lambda_i D_i \approx \bar{\lambda} \bar{D} N.
$$

(9)

As a result, the total cost in the traditional centralized communication architecture can be approximated as

$$
TotCost \approx \beta \bar{\lambda} \bar{D} N + F_0.
$$

(10)

This means that under the centralized communication architecture, both the total cost and the ABDP value scale linearly with all of the following three variables: the number of concentrators (also the number of smart meters), the average data generation rate on a concentrator, and the average distance between a concentrator and the central MDMS.

### 5.2 Communication Architecture with Distributed MDMS

With the distributed MDMS architecture employed, we denote the optimal number of MDMS as $M_o$ that minimizes the total cost. As an asymptotic analysis, we assume that the area covered by a smart grid AMI system is correspondingly divided into $M_o$ subregions with equal sizes. The number of concentrators in each subregion is $\frac{N}{M_o}$, and the size of each subregion is $\frac{A}{M_o}$.

In each subregion $j$ that has $\frac{N}{M_o}$ concentrators, the ABDP value for information collection can be written as

$$
\frac{N}{M_o} \sum_{k=1}^{N} \lambda_k d_{kj}.
$$

(11)

Denote $\bar{D}_j$ as the average distance between a concentrator in subregion $j$ and MDMS $j$, and assume that the average traffic rate in each subregion is the same as that of the whole area. Similar to the derivation for the centralized communication architecture, the ABDP value of a subregion $j$ can be approximated as

$$
\sum_{k=1}^{N} \lambda_k d_{kj} \approx E[\lambda_k d_{kj}] = \frac{N}{M_o} \bar{\lambda} \bar{D}.
$$

(12)

The ratio of the average distance between a concentrator in subregion $j$ and its corresponding MDMS over the length of a side in subregion $j$ should be the same as the ratio for the whole area. Since the size of a subregion is $\frac{A}{M_o}$, the length of each side (assume that it is also a square area) is $\sqrt{\frac{A}{M_o}} = \frac{1}{\sqrt{M_o}}$. Thus,

$$
\bar{D}_j = \frac{\bar{D}}{a} = \frac{\bar{D}}{\sqrt{M_o}}.
$$

(13)

Substitute (13) into (12), we have

$$
\sum_{k=1}^{N} \lambda_k d_{kj} \approx \frac{\bar{\lambda} \bar{D} N}{M_o}.
$$

(14)

In a similar way, the ABDP for information usage cost in (1) can be estimated as

$$
\alpha \sum_{j=1}^{M} \sum_{i=1}^{N} \lambda_i x_{ij} C_j \approx \alpha \frac{N}{M_o} \bar{\lambda} \sum_{j=1}^{M} C_j.
$$

(15)

If we define $\bar{D}$ as the average distance between a distributed MDMS and the operation center, which we can approximate it as $\bar{D}$, which is the average distance between a concentrator and the operation center, then the above expression becomes

$$
\alpha \sum_{j=1}^{M} \sum_{i=1}^{N} \lambda_i x_{ij} C_j \approx \alpha \bar{\lambda} \bar{D} N.
$$

(16)

Substitute (14) and (16) into (1), we have

$$
TotCost = \sum_{j=1}^{M} \frac{\bar{\lambda} \bar{D} N}{M_o^2} + \alpha \bar{\lambda} \bar{D} N + \sum_{j=1}^{M} F_j
$$

$$
\approx \frac{\bar{\lambda} \bar{D} N}{M_o^2} + \alpha \bar{\lambda} \bar{D} N + M_o F.
$$

(17)

Note that $F$ is the average deployment cost of a distributed MDMS. To guarantee the value of (17) is minimum, $M_o$ should be

$$
M_o = \left( \frac{\bar{\lambda} \bar{D} N}{F} \right)^{\frac{1}{2}}.
$$

(18)

As a result, the optimal total cost can be approximated by

$$
TotCost = 2 \left( \frac{\bar{\lambda} \bar{D} N}{F} \right)^{\frac{1}{2}} + \alpha \bar{\lambda} \bar{D} N.
$$

(19)

If we consider the ABDP in the distributed communication architecture (denoted as $ABDP_D$), it can be approximated as
\[
ABDP_D = \sum_{j=1}^{M_o} \left( \sum_{i=1}^{N} \lambda_i d_{ij} x_{ij} + \alpha \sum_{i=1}^{N} \lambda_i x_{ij} C_j \right) \\
\approx \frac{\lambda D N}{M_o^2} + \alpha \lambda D N \\
= (\lambda D N)^2 \left( \frac{\gamma D}{\beta} \right)^{\frac{1}{2}} + \alpha \lambda D N.
\]

It can be observed that, both the ABDP and the total cost for information collection under a distributed MDMS architecture scales at \(x^2\) in terms of the number of concentrators \(N\), the average traffic rate on each concentrator \(\lambda\), and the average distance between a concentrator and the central MDMS, which is proportional to the single side length of the area. In contrast, the information usage cost, which is the second part in (19) and (20), scales linearly in terms of the three parameters. When \(\alpha\) is small, the distributed MDMS communication architecture has much better scalability compared with the centralized one. In fact, when \(N \to \infty\), the first term in (19) and (20) can be neglected compared with the second term. This means that both the total cost and the ABDP value of the distributed architecture is \(\alpha\) times of that of the centralized architecture.

5.3 The Fully Distributed Communication Architecture

Similar to the analysis for the distributed MDMS architecture as presented above, under an optimal design that has \(M_o\) distributed operation centers, the total cost computed in (5) can be estimated as

\[
TotCost = \sum_{j=1}^{M_o} \left( \frac{\beta \lambda D N}{M_o^2} + \gamma \beta C_j \right) + \sum_{j=1}^{M_o} F_j \\
\approx \frac{\beta \lambda D N}{M_o^2} + \gamma \beta M_o D + M_o F.
\]

To minimize the total cost, \(M_o\) should be

\[
M_o = \left( \frac{\beta \lambda D N}{\gamma \beta D + F} \right)^{\frac{1}{2}}.
\]

As a result, the optimal total cost can be approximated by

\[
TotCost = 2 \left( \frac{\beta \lambda D N}{\gamma \beta D + F} \right)^{\frac{1}{2}}.
\]

Correspondingly, the ABDP value of this architecture is

\[
ABDP_D \approx (\lambda D N)^{\frac{1}{2}} \left( \frac{\gamma D}{\beta} \right)^{\frac{1}{2}} + \left( \frac{\gamma \beta D + F}{\beta} \right)^{\frac{1}{2}}.
\]

It can be observed that the total cost and the ABDP of this fully distributed architecture will scale at \(x^2\) in terms of the number of concentrators \(N\), and the average traffic rate on each concentrator \(\lambda\). This means that the fully distributed architecture is more scalable than the distributed MDMS architecture.

6 PERFORMANCE EVALUATIONS

6.1 Simulation Setup

We consider a basic evaluation scenario in which 2,500 concentrators are uniformly distributed in a 100 \(\times\) 100 Km area. There are 100 candidate locations for the distributed MDMS, which are evenly spaced in the same area. The operation center is located at the center.

This scenario corresponds to a city with about 1 million population, with the assumption that each family (average size is 4 persons/family) owns a smart meter. The number of smart meters covered by each concentrator is 100 on average.

As a widely used source for the volume of data generated by a smart meter, currently about 400 Mega bytes are generated a year per meter and data is collected every 15 minutes [8]. So roughly 12K Bytes of data are collected every time. Since we aim at future applications, the sampling frequency needs to be largely increased to avoid disastrous events such as cascading outage. Thus, we assume that the sampling period at each meter is 10 seconds, which corresponds to a data rate of about 10 kilobits/second (Kbps) per meter. As a result, the average data rate at a concentrator is 1 Mbps.

6.2 Performance Results

In Section 5, the scalability of the centralized and the two distributed communication architectures is analyzed and estimated. In the following, we verify the accuracy of the estimation.

We conduct experiments for different \(N\) values, from 1,000 to 10,000. The deployment cost of each MDMS is assumed to be $100,000, and \(\alpha = 0.1\). The unit cost for the accumulated bandwidth-distance product is assumed to be \(\beta = 100\) (per Mbps \(\times\) Km). The bandwidth needed between each distributed operation center and the central one is \(\epsilon = 10\) Mbps. Note that the average distance between a concentrator and the central MDMS is estimated as \(D \approx 0.4a\) in the computation since the area we considered is a square (it is \(\frac{\pi r^2}{4}\) if the area is a circle with radius \(r\)). As shown in Fig. 4, the total costs computed through (10), (19), and (23) are compared with the simulation results by running Algorithm 1 and the algorithm for the fully distributed architecture. It can be seen that the theoretical estimations match the simulation results very well for a wide range of \(N\) values, which confirms the validity of our asymptotic theoretical analysis. Furthermore, the comparison on ABDP value is presented in Fig. 5 and it also matches the theoretical estimations well.

In the following, we conduct more simulations based on Algorithm 1 to show how the total cost of the distributed
MDMS architecture changes with different parameters. All parameters used will be the same as those in the previous part of this section unless otherwise stated.

In Fig. 6, we present simulation experiments of the effect of the traffic rate \( \lambda \) on a concentrator. Here, \( \lambda \) varies from 1 to 10 Mbps, which means the sampling interval decreases from 10 seconds to 1 second. It can be observed that in the centralized communication architecture, the total cost of the system scales linearly in terms of \( \lambda \). In contrast, the total cost in the distributed MDMS communication architecture scales much slower and the difference between its total cost and that of the centralized architecture becomes larger and larger as \( \lambda \) grows. However, this benefit is less obvious when \( \alpha \) becomes large, which means that information usage cost will play a significant role in the total cost. When \( \alpha = 1 \), it actually becomes the same as the centralized architecture since only one MDMS will be selected.

In another simulation experiment, we study the effect of the deployment cost of each MDMS. As demonstrated in Fig. 7, a higher deployment cost will also lead to a higher total cost. Actually, this growing trend can also be observed from our analytical results that are shown in (19):

\[ \text{TotCost} \propto \lambda. \]

The above observation can also be explained by the internal mechanism of the optimization algorithm. When the deployment cost of an MDMS increases, the optimization process will select less number of MDMSs to slow down the increase of the total cost. This is confirmed by the experiment results presented in Fig. 8. In fact, our analysis in (18) shows that \( M_o \propto \frac{1}{\alpha} \), where \( M_o \) is the optimal number of MDMS.

If \( M \), the number of MDMS candidate locations, is small compared with the theoretical optimal value \( M_o \), the minimum total cost and ABDP value obtained through Algorithm 1 will be higher than the theoretical optimal results that assume no constraints on selecting locations for MDMSs. As shown in Fig. 9, when \( M \) is small, the ABDP value of a distributed MDMS architecture is close to that of the centralized architecture. The minimum ABDP value obtained when there are only four candidate locations is as much as three times of the ABDP value obtained in the situation when there is no limit on the choice of locations.

7 Conclusion and Future Work

The vast amount of smart meters and the growing needs of highly frequent data readings pose a big challenge on the scalability of the smart grid AMI systems. This paper studies two scalable distributed communication architectures that aim to provide efficient smart grid AMI services in facing fast growing traffic from smart meters.
The placement of MDMSs in a distributed architecture is formulated as an optimization problem to minimize the cost that is proportional to the accumulated bandwidth-distance product, a measurement of communication resources used for data migration in the system to support the smart grid applications. Greedy algorithms are proposed to solve the optimization problems. The simulation results demonstrate that the proposed algorithm can achieve significant benefits in the distributed communication architectures compared with the traditional centralized one.

As another major contribution, an asymptotic analysis is provided to demonstrate the scalability of the distributed communication architectures compared with the traditional centralized communication architecture. The closed-form expressions for the minimal total cost, ABDP value, and the optimal number of MDMSs provide insights into the impacts of different parameters on the communication resources needed.

In the future work, the integration of communication cost scalability and processing ability will be investigated. Furthermore, application of the current work on building a scalable communication architecture into more general cyber-physical systems is a promising new research direction.
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