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Abstract—The emergence of Wavelength Division Multiplexing (WDM) technology provides the capability for increasing the bandwidth of Synchronous Optical Network (SONET) rings by grooming low-speed traffic streams onto different high-speed wavelength channels. Since the cost of SONET add-drop multiplexers (SADMs) at each node dominates the total cost of these networks, how to assign the wavelength, groom the traffic and bypass the traffic through the intermediate nodes has received a lot of attention from researchers recently. Moreover, the traffic pattern of the optical network changes from time to time. How to develop dynamic reconfiguration algorithms for traffic grooming is an important issue. In this paper, two cases (best-fit and full-fit) for handling reconfigurable SONET over WDM networks are proposed. For each approach, an integer linear programming model and heuristic algorithms (based on the tabu search method) are given. The results demonstrate that the tabu search heuristic can yield better solutions but has a longer running time than the greedy algorithm for the best-fit case. For the full-fit case, the tabu search heuristic yields competitive results compared with an earlier simulated annealing based method and it is more stable for the dynamic case.

I. INTRODUCTION

Most of today’s optical networks are built on SONET rings [1]. Using WDM technology, multiple rings can be supported on a single fiber ring [3]. In this architecture, each wavelength independently carries a SONET ring. Each SONET ring can further support multiple low-speed streams (e.g., an OC-48 SONET ring can support 4 OC-12 or 16 OC-3 streams at the same time). At each node a WDM Add/Drop Multiplexer (WADM) adds and drops or bypasses traffic on any wavelength. At each node, there are SONET add/drop multiplexers (SADMs) on each wavelength to add/drop low-speed streams. So the number of SADMs per node will increase linearly with the number of wavelengths that a single fiber ring can carry. The cost of SADMs will dominate the total cost of the optical network. But in fact, it is not necessary for each node to be equipped with SADMs on each wavelength. The problem of combining different low-speed traffic streams into high-speed traffic streams in such a way that the number of SADMs is minimized is called traffic grooming. Several studies have been done on traffic grooming [2], [5], [6].

However, most algorithms assume the traffic matrix to be static; actually, the traffic pattern over SONET rings changes from time to time. In [7], dynamic traffic is described by a multiple set of the traffic matrices and traffic grooming solution is proposed to meet the multiset instead of a single matrix. However, it is common that a change of traffic matrix happens after the configuration is established. In this paper, we consider the dynamic traffic grooming problem incorporating reconfiguration. That is, based on the current wavelength assignment, when the traffic pattern of the networks changes, we propose a dynamic traffic grooming algorithm to reconfigure the wavelength assignment according to the new traffic pattern without disrupting the old traffic assignment. Two cases, Best-fit and Full-fit are studied. Two heuristic algorithms, Greedy and Tabu-search (TS-1) are presented for the Best-fit approach. A two phase algorithm based on tabu search (TS-2) is presented for the Full-fit approach. The static traffic grooming problem, on which many studies have been done so far, is a special case of the dynamic problem (specially, the full-fit case). The simulation results illustrate that the tabu search algorithm can yield better solutions but takes more running time than greedy algorithms for the best-fit case. The tabu-search algorithm for the full-fit case is more stable compared to the earlier simulated annealing heuristic [5]. Some results for the static grooming problem are found to be better than earlier results in [5].

II. PROBLEM DEFINITION: DYNAMIC TRAFFIC GROOMING

In this section, integer linear programming models are proposed for dynamic traffic grooming. They are based on the static models proposed in [5]. There are two assumptions.

1. The old traffic matrix is known. The current configuration of the network is obtained according to the old matrix. This corresponds to the assignment of traffic to wavelengths in the network.
2. The traffic matrix changes. The new matrix is different from the original matrix. The objective is to disrupt as few current connections as possible and fit the new traffic requests in.

The following are the notations that we will use later.

1. There are N nodes numbered 0, 1, 2, ... N - 1 in the SONET ring.
2. W is the number of wavelengths in the original traffic grooming matrix.
3. The granularity of the traffic g is defined as:
   \[ g = \frac{\text{channel capacity}}{\text{base bandwidth rate}} \]
   For example, for a OC-48 channel carrying several OC-3 streams, the granularity \( g = \frac{\text{OC-48}}{\text{OC-3}} = 16 \). It is the number of circles \( C \) each wavelength can carry.
4. Original traffic matrix \( T'[n \times n] \).
5. \( T[n \times n] \) is the new traffic matrix.
6. The traffic amount from node \( i \) to node \( j \) (\( i, j = 1..N - 1, i \neq j \)) on the ring is denoted by \( t_{ij} \) (entry of matrix \( T' \) at row \( i \) and column \( j \)) and is always a multiple of the base bandwidth rate.
7. \( t_{ij} \) represents the number of virtual connections for node pair \((i,j)\) on wavelength \( w \) in circle \( c \) according to the original matrix. It is known in the reconfiguration problem.
8. The circle here refers to the circle built by the algorithm in [6].
7. $V_{ij}^{cw}$ represents the number of new virtual connections from $i$ to $j$ on wavelength $w$ of circle $c$ according to the new traffic.

8. $V_{ij}^{cw+}$ represents the number of new virtual connections from $i$ to $j$ on new wavelength $w^+$ of circle $c$ according to the new traffic matrix (applies to full-fit case only).

9. $ADM_i^{cw}$ represents the number of ADMs on node $i$ on wavelength $w$ for the original matrix.

10. $ADM_i^{cw+}$ represents the number of additional ADMs on node $i$ on wavelength $w$ (applies to full-fit case only).

11. $ADM_i^{cw+}$ represents the number of additional ADMs on node $i$ on new wavelength $w^+$ (applies to full-fit case only).

We assume that for the original traffic matrix, a solution has been found (e.g. using the algorithm in [6], [5]). So we know the number of wavelengths $W$ and the virtual connections for each pair $(i,j)$. In addition, we also know the number of SADMs and their positions. Without special indication, unidirectional rings are assumed in the following problem descriptions. For bi-directional rings, constraints for both directions should be satisfied. Here are two cases to consider in the problem:

A. Best-fit case

Without increasing the number of SADMs, we try to place as much new traffic as possible.

Maximize: $\sum_i \sum_{j} \sum_{w} \sum_{w^+} V_{ij}^{cw}$

(Objective function).

The objective is to maximize the traffic amount according to the new traffic demand. The following constraints are assumed.

1. Traffic constraint:

$\sum_w \sum_{w^+} V_{ij}^{cw} + \sum_w \sum_{w^+} V_{ij}^{cw+}$

$\leq \ell_{ij}$

The traffic constraint indicates that the total number of virtual connections from $i$ to $j$ on new wavelengths $w$ should be less than the traffic demand from node $i$ to node $j$.

2. Circle capacity constraint:

$\sum_{(i,j) \in E} (V_{ij}^{cw} + V_{ij}^{cw+}) \leq 1$

$\sum_{(i,j) \in E} V_{ij}^{cw+} \leq 1$

The circle capacity constraint requires that no two connections can share a single link on a circle.

3. Transmitter constraint:

$\sum_{c \in C} \sum_{j} V_{ij}^{cw} + \sum_{c \in C} \sum_{j} V_{ij}^{cw+} \leq g \cdot ADM_i^{cw}$

The transmitter constraint requires that the total number of virtual connections starting at node $i$ should be less than the transmitter capacity of SADM at this node on wavelength $w$.

4. Receiver constraint:

$\sum_{j \in J} \sum_{c \in C} V_{ij}^{cw} + \sum_{j \in J} \sum_{c \in C} V_{ij}^{cw+} \leq g \cdot ADM_i^{cw+}$

The receiver constraint requires that the total number of virtual connections terminating at node $j$ should be less than the receiver capacity of SADMs at this node on wavelength $w$.

$V_{ij}^{cw} \in \{0, 1, -1\}$. $ADM_i^{cw} \in \{0, 1\}$. $V_{ij}^{cw+} = 1$ only if $V_{ij}^{cw} = 1$ and there is no connection between $i$ and $j$ on wavelength $w$ of circle $c$ for the new configuration any more.

B. Full-fit case

Add the minimum number of SADM to satisfy all the new traffic.

Minimize: $\sum_i \sum_w ADM_i^{cw} + \delta \sum_i \sum_{w^+} ADM_i^{cw+}$

(Objective function).

The objective is to fit all the traffic with the minimum number of SADMs added. $\delta$ in the objective function is the weight parameter representing the cost of adding more wavelengths. Because usually adding new wavelengths will cost more than adding SADMs on existing wavelengths, $\delta$ is supposed to be no less than one. The following constraints are assumed.

1. Traffic constraint:

$\sum_w \sum_{w^+} (V_{ij}^{cw} + V_{ij}^{cw+}) + \sum_{w^+} \sum_{c} V_{ij}^{cw+} = \ell_{ij}$

The traffic constraint indicates that the total number of virtual connections from node $i$ to node $j$ should equal the traffic demand from node $i$ to $j$.

2. Circle capacity constraint:

$\sum_{(i,j) \in E} (V_{ij}^{cw} + V_{ij}^{cw+}) \leq 1$

$\sum_{(i,j) \in E} V_{ij}^{cw+} \leq 1$

The circle capacity constraint requires that no two connections can share a single link on a circle.

3. Transmitter constraint:

$\sum_{c \in C} \sum_{j} V_{ij}^{cw} + \sum_{c \in C} \sum_{j} V_{ij}^{cw+} \leq g \cdot ADM_i^{cw}$

$\sum_{c \in C} \sum_{j} V_{ij}^{cw+} \leq g \cdot ADM_i^{cw+}$

The transmitter constraint requires that the total number of virtual connections should be less than the transmission capacity of the equipment at this node.

4. Receiver constraint:

$\sum_{j \in J} \sum_{c \in C} V_{ij}^{cw} + \sum_{j \in J} \sum_{c \in C} V_{ij}^{cw+} \leq g \cdot ADM_i^{cw+}$

The receiver constraint requires that the total number of virtual connections should be less than the receiving capacity of the equipment at this node.

$V_{ij}^{cw} \in \{0, 1, -1\}$. $ADM_i^{cw} \in \{0, 1\}$. $V_{ij}^{cw+} \in \{0, 1\}$.

As we know, the integer linear programming problem is NP-complete [4]. The reconfiguration problem is described based on integer linear programming models. We expect this problem also to be intractable. In the next section, we propose heuristic approaches to solve this problem.

III. HEURISTIC ALGORITHMS

The heuristic algorithms for dynamic grooming were developed for both the best-fit case and the full-fit case.

A. Best-fit

The objective of the best-fit case is to include as much new traffic as possible using available capacity of the current configuration of the ring networks without increasing the number of SADMs.

A.1 Greedy heuristic

In our greedy algorithm, the value of each entry of both the old matrix from which the current configuration was obtained and the new matrix using which we will perform the reconfiguration is generated randomly in the range $[0, r]$. The value is uniformly distributed between 0 and $r$. We try to fit as much new traffic as possible without adding SADMs. Here is a description of the algorithm.

1. Get grooming information for the original traffic matrix using an existing algorithm (e.g., [6], [5]).

2. Find the difference traffic matrix. Given the new traffic matrix, compute the difference between the old one and the new one e.g. $D[i, j] = T[i, j] - T'[i, j]$. This is the matrix we try to groom in our algorithm with existing SADMs and traffic capacity.
For some entries $D[i, j] = -m < 0$, (there exist some connections built for the old matrix that are not needed in new matrix any more), remove the connection between $(i, j)$ from $m$ circles over at most $m$ wavelengths.

3. Merge connections. We want to keep the largest continuous gap between nodes. So if there are two continuous connections over two circles, we merge them into a bigger one on the same circle.

4. Groom new traffic. Start from the smallest hop. Groom traffic into the circle when there is enough capacity and there are SADMs on the terminating node.

A.2 Tabu search heuristic (TS-I)

Tabu search is a meta-heuristic approach to solve hard optimization problems. The optimizing function is $f(x)$ subject to $x \in X$. The set $X$ summarizes constraints on the vector of decision variables $x$. If $x$ is the initial solution, neighborhood $N(x)$ is a set obtained by going one step further from the solution $x$. Such a step is called a move. Each element in $N(x)$ is put into the candidate list. At the same time, a tabu list is built (we call it the tabu limit) which is specified by the user, there is no improvement, the program stops. Otherwise, we continue the iteration and build a new candidate list.

In TS-1, the initial solution is the solution obtained from the greedy heuristic proposed in previous section. The neighborhood $N(x)$ is defined as: $N(x) = \{ x' | x'$ is a move by swapping two circles from different wavelengths of solution $z\}$. The non-tabu solution with the most number of new connections is chosen for the next iteration. The tabu tenure for TS-1 is 48 and the tabu limit is 60.

B. Full-fit

A two phase algorithm is developed for the full-fit case. The old traffic matrix and its solution are known. Recall that for each entry of the old matrix and new matrix is generated randomly ranging from $[0, r]$. The objective is to fit all new traffic requests. Adding SADMs is allowed.

B.1 Algorithm description

1. Use a best-fit algorithm (greedy or TS-1) to groom as much traffic as is allowed with existing SADMs.

2. If the capacity on circle $c$ is available for the connection $(i, j)$, place SADMs at nodes $i$ and $j$ on the wavelength which circle $c$ is groomed on and groom traffic onto this circle.

3. Use the tabu search algorithm (TS-2) to groom the remaining traffic onto the new wavelength. Place SADMs at the nodes whenever necessary.

B.2 Tabu search heuristic (TS-2)

The problem that was solved by TS-2 is the static traffic grooming problem, on which a lot of work has been done so far [6], [5], [2], [8]. That is, given the remaining traffic matrix, groom that traffic onto wavelengths so that the number of SADMs is minimized. We observe that the static traffic grooming problem is a special case of the dynamic problem described in Section II-B when the old traffic matrix is empty and the new matrix is the traffic matrix that will be groomed. The initial solution $x$ is obtained by using algorithm in [5], [6]. The neighborhood $N(x)$ is defined as: $N(x) = \{ x' | x'$ is a move by swapping two circles from different wavelengths of solution $x\}$. The non-tabu solution with the minimum number of SADMs is chosen from the candidate list for the next iteration. The tabu limit is 170 and tabu tenure is in $[15, 20, 24]$.

IV. SIMULATION RESULTS AND ANALYSIS

In this section, we present the simulation results for both the best-fit case and the full-fit case.

A. Results for the best-fit case

First, we define an upper bound on the number of new connections that can be groomed to the current configuration to evaluate the performance of the best-fit case algorithms. Then we give the result of both the greedy and the tabu search (TS-1) algorithms according to this upper bound. The running time comparison of both algorithms are also given.

The results of reconfiguration algorithms depend not only on the algorithms themselves but also on the input matrix. The best-fit strategy strives to place as much traffic as it can, but there is no guarantee to fit all of the traffic in. Here we first develop an upper bound $U$ on the number of connections that could possibly be groomed:

$$U = \sum_i \sum_j \sum_c \left| V_{ij} \right| \text{there is enough capacity between } i \text{ and } j \text{ and there is an SADM at both nodes } i \text{ and } j \text{ on circle } c.$$  

The upper bound is computed by searching all the circles that are already built according to the old matrix to find available capacity to groom new connections. A connection can be established if there is capacity available between the terminal nodes and there are SADMs at the two nodes. The capacity of a connection is equal to the base bandwidth of one wavelength. Although this upper bound is loose, because not all the connections available in the upper bound can be established at the same time, we can prove that no more connections can be built beyond this upper bound.

We define the load factor $\alpha$ by using this upper bound:

$$\alpha = \frac{\text{actual new connections established}}{U} \times 100\%$$

This factor shows how much percentage of the new traffic could be groomed into the current configuration according to the upper bound.

Table I shows the results for the greedy algorithm and TS-1 under different numbers of nodes and different granularities for unidirectional rings $(r = 12)$. For each entry, 20 matrix pairs (old matrix and new matrix) are randomly generated. The average value of $\alpha$ is computed. We observe that tabu search yields better results than the greedy algorithm for most cases, especially with a large number of nodes and large granularity. Table II shows the average number of new connections that can be groomed by the greedy algorithm and the tabu search algorithm using the same set of input data as Table I. The tabu search heuristic gains 2% more connections than the greedy algorithm on the average.

Here we give a specific example to indicate that the tabu search
heuristic can find a better solution than the greedy algorithm. In this example, there are 5 nodes in a unidirectional SONET ring. The granularity of the ring is 3. The old traffic matrix and the new matrix are generated as follows:

\[
T = \begin{bmatrix}
0 & 2 & 6 & 1 & 0 \\
7 & 0 & 6 & 1 & 3 \\
2 & 2 & 0 & 3 & 3 \\
5 & 2 & 7 & 0 & 2 \\
4 & 5 & 7 & 2 & 0
\end{bmatrix}
\]

\[
T' = \begin{bmatrix}
0 & 4 & 6 & 2 & 5 \\
7 & 0 & 8 & 1 & 4 \\
3 & 3 & 0 & 10 & 11 \\
5 & 4 & 7 & 0 & 2 \\
6 & 5 & 7 & 3 & 0
\end{bmatrix}
\]

Figures 1 and 2 show the grooming results for the greedy algorithm and the tabu search algorithm respectively. The following two matrices \((R_g, R_t)\) are the remaining traffic matrices that cannot be groomed after employing those two algorithms. We observe from Figure 2 that two connections of \(t_{2,3}\) are groomed to wavelength 5 instead of wavelength 4 in the tabu search algorithm. Then two more connections of \(t_{2,4}\) could be groomed to wavelength 4 which results in a gain of 2 more connections for the tabu search than the greedy heuristic.

\[
R_g = \begin{bmatrix}
0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 2 \\
0 & 2 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
R_t = \begin{bmatrix}
0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 2 \\
0 & 2 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

Fig. 1. An example of a reconfiguration problem using the greedy algorithm proposed in this work.

While tabu search yields better results in most cases, it also takes more time to obtain the solution with the tabu heuristic than with the greedy algorithm. Figure 3 shows the running time of the algorithms for the unidirectional ring under different values of granularity and different numbers of nodes. It uses the same set of data that generated the result in Table I. As we note from the figure, the running time increases greatly when the number of nodes in the ring increases. But if the cost of a single link fiber is very high, it is still worthwhile to employ tabu search algorithm compared to the greedy algorithm to earn more revenue.

B. Results for the full-fit case

We mentioned in Section III-B.2 that the static traffic grooming problem is a special case of the dynamic problem (for the full-fit case). We run the algorithm (TS-2) for the static traffic grooming problem for a unidirectional ring under uniform traffic. The traffic amount of each entry in the matrix is one unit (equals base bandwidth). We compare the results with both the greedy algorithm [6] and the simulated annealing algorithm [5] in Table III. We observe that the tabu search algorithm obtains the same results as simulated annealing (SA) for most cases. One entry for the tabu search method is better than SA. For some cases, the number of SADMs used in tabu heuristic is a little bit more than in SA. The running time for each entry is less than
Fig. 2. An example of a reconfiguration problem using the tabu search heuristic (TS-1) proposed in this work.

Fig. 3. Running time of the best-fit algorithm.

27 seconds on a 450 MHz UltraSPARC II processor based SUN Ultra-60 Workstation. In [5], the SA algorithm was run for 30 trials and best result was chosen. TS-2 does not depend on a statistical result and need not be run multiple times. We observe that it is never worse than the greedy algorithm. TS-2 is relatively stable, which is preferred in dynamic models. Because the traffic pattern changes from time to time, it is usually not feasible to run the program many times to obtain the best solution.

V. CONCLUSION

In this work, we introduced the dynamic traffic grooming model for reconfiguration problems. Two cases (best-fit and full-fit) are presented in an integer linear programming description. Since integer linear programming problems are NP-hard, we expect that dynamic traffic grooming problem is also intractable for both cases. For the best-fit case, two heuristic algorithms greedy and tabu search (TS-1) are proposed. An upper bound of the number of new virtual connections is developed to evaluate the performance of the algorithms. The results show that the tabu search algorithm (TS-1) proposed in this study will yield better solutions but takes more running time than the greedy algorithm for the best-fit case. For the full-fit case, a two-phase algorithm is developed. We observe that the static traffic grooming problem is a special case of the dynamic traffic grooming problem. The algorithms we proposed here (particularly the full-fit case, TS-2) can also solve the static grooming problem. Our algorithm is more stable than the simulated annealing algorithm proposed in previous work. Moreover, some of the solutions are better than those obtained in the earlier work on the static grooming problem.
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