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reported levels of eagerness and interest were measured to provide an indication of how 

much students were motivated to read each version of the reading materials. Self-reported 

levels of difficulty were calibrated to estimate how difficult each version of reading 

material was for students. Self-reported levels of mental effort were appraised to get an 

idea about how much cognitive load exerted by students when they read one of the four 

versions of reading material. 

Post-reading test. Reading questionnaire included thirty multiple-choice 

comprehension questions and a single recall short-answer question (See Appendix F). 

The thirty comprehension questions composed of twenty five fact-related comprehension 

questions and five inference-making questions. Fact-related comprehension questions 

were constructed to evaluate how well the students learned facts in reading materials and 

the results were used to calibrate their levels of shallow understanding about the material. 

Five inference-making questions were constructed to assess their levels of deep 

understanding. A recall question was particularly made for counting how many names of 

the universities quoted in the reading material could be remembered by the students.   

Procedures 

Several steps were taken before an experiment was conducted for the current 

study: (1) e-mail notification that contained a purpose of this study and a hyperlink to an 

informed consent form was sent to students who were taking two intermediate-level 

undergraduate educational psychology courses; (2) 161 students granted their informed 

consent; (3) All 161 students were assigned to one of four conditions using a random 

number generator; (4) a hyperlink to each condition and a brief explanation about the 
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study were sent to all 161 students; and (5) finally, 147 students out of 161 participated in 

this study, reading one of four passages and answering all the questions.  

The four passages were an American signaled version, an American nonsignaled 

version, a Korean signaled version, and a Korean nonsignaled version. Students were first 

asked to provide demographical information such as age, gender, major and year in 

school. They were also requested to fill out one self-rating item asking their general 

levels of prior knowledge about global warming. Additionally, students were asked to 

offer their levels of confidence about several dimensions of their prior knowledge about 

global warming and about American and Korean geography. They wrote a number 

between 1 and 100 that showed their levels of confidence in each item (Bandura, 2006).  

After students provided this information, they read one of the four versions of the 

reading materials. They were instructed by a statement, ―This is the first segment of an 

article on Global Warming. Please read it carefully in preparation for a quiz when you 

finish reading all four segments.‖ The reading materials were segmented into four parts. 

Students were asked to rate their levels of interest, eagerness, difficulty of a reading 

material, and mental effort using 5-point Likert scale after they read each segment and 

after all four segments. Next, students were requested to answer 25 fact-related questions, 

five inference-making questions, and a single recall question. Figure 2 shows all the 

procedures for the current study.  
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Figure 2  

Experimental Procedure Steps for the Current Study 
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Statistical Methods 

Because the focus of the current study was on whether two different treatments 

(context and signaling) had significant effects on multiple dependent variables, which 

were comprehension, recall and cognitive load and because a potential influence of 

readers‘ prior knowledge of global warming phenomena needed to be controlled, a 2X2 

multivariate analysis of covariance (MANCOVA) was utilized, in which total scores of 

students‘ levels of confidence in prior knowledge about global warming and about 

American and Korean geography were used as covariates. After adjusting dependent 

variables for differences on one or more covariates, a MANCOVA provides an answer to 

the question of whether there were significant differences among groups (Gardener, 

2001). 

MANCOVA was considered to be the appropriate method for the present study 

instead of running several separate ANCOVAs because MANCOVA has several 

advantages over ANCOVA: (1) it increases the chance of discovering the significant 

effect of treatments and interaction, (2) it protects against inflated type 1 error due to the 

multiple tests of dependent variables, and (3) it may show differences not revealed in 

separate ANCOVAs (Tabachinick & Fidell, 2001).  

MANCOVA shows the result for the multivariate analysis first and then 

univariate analysis next. If the results of the multivariate analysis are significant, it means 

that the collection of comprehension, recall, and cognitive load is significantly different 

among the four conditions by the treatments. The result supported Hypothesis 1 for the 

current study, which was After controlling for students’ prior knowledge about global 

warming and American and Korean geography, the collection of comprehension, recall 
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and self-reported cognitive load variables will be significantly different among four 

groups created by variation in familiarity of context and presence or absence of signaling. 

If context produces a significant effect on the collection of comprehension, recall 

and cognitive load, the appropriate next step is to examine the results of univariate 

analysis. Theses univariate examinations revealed whether context had a statistically 

significant effect on comprehension, recall, or cognitive load individually and provided 

answers to the questions posed in Hypothesis 2, which was Context familiarity will have 

significant positive effects on comprehension, recall, and self-reported cognitive load. 

Likewise, if the multivariate results of signaling effect are significant, the univariate 

analysis should be checked as well. It also found whether Hypothesis 3, which was 

Signaling will have significant positive effects on comprehension, recall, and self-

reported cognitive load, could be statistically supported.  

Hypothesis 4 probed the interactions between the variables, asking whether 

Signaling will have different effects on comprehension, recall, and self-reported cognitive 

load depending on context familiarity. This hypothesis proposed that signaling was likely 

to be more effective in an unfamiliar context—a context that was likely to cause 

increasing cognitive load as well as creating problems for schema activation and 

utilization of prior knowledge. Hypothesis 4 was tested by individually examining the 

interaction between context and signaling on the dependent variables and also together on 

those dependent variables.  
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Chapter IV 

Results 

In the present study, the effects of background context and signaling on students‘ 

levels of comprehension, recall, and cognitive load were examined. Two different 

contexts were employed to frame explanations about global warming, which were 

American geographical background (familiar) and Korean geographical background 

(unfamiliar). Several types of signaling (e.g., titles, headings, previews, summary 

statements, logical connectives, and typographical cues) were also adopted for a signaling 

condition in each context. Context familiarity and presence or absence of signaling 

served as independent variables for this study. Students‘ levels of confidence about 

global warming and about American and Korean geography were measured to control 

their potential influences on dependent variables and used as covariates. 

Seven dependent variables were originally employed—three learning outcome 

variables and four cognitive load variables. Learning outcome variables were students‘ 

fact-level learning (Learningfacts), deep understanding (Inference-making), and recall 

(Recall). Cognitive load variables were students‘ self-reported levels of interest (Interest), 

eagerness (Eager), difficulty (Difficulty), and mental effort (Mentaleffort). Later, only six 

dependent variables were used because there was a high correlation between two 

variables (Interest and Eager) and combined them into one variable which was levels of 

motivation (Motivation).  

Students‘ fact-level learning (Learningfacts) was measured by 25 fact questions, 

their levels of deep understanding (Inference-making) were assessed with 5 inference-

making questions, and their levels of recall (Recall) were gauged by a single recall 
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question asking how many names of the universities quoted in the reading material the 

students remember. Four cognitive load variables, students‘ self-reported levels of 

interest (Interest), eagerness (Eager), difficulty (Difficulty) and mental effort 

(Mentaleffort) were measured by 5-point subjective rating scales. Results of the study are 

presented in this chapter. First, research questions and four hypotheses are reviewed. 

Next, data collected for this study are evaluated based on the assumptions of multivariate 

analysis of covariance and four research hypotheses are explored. Finally, other 

interesting findings are reported. 

Research Question and Hypotheses 

This study was designed to answer questions about the effects of context 

familiarity (American and Korean) and about the presence or absence of signaling 

(signaling and nonsignaling) on students‘ levels of comprehension, recall and cognitive 

load. Four hypotheses were made based upon the literature review in the previous 

chapter: 

Hypothesis 1: After controlling for students‘ prior knowledge about global 

warming and American and Korean geography, the collection of comprehension, recall 

and self-reported cognitive load variables will be significantly different among four 

groups created by variation in familiarity of context and presence or absence of signaling.  

Hypothesis 2: Context familiarity will have significant positive effects on 

comprehension, recall, and self-reported cognitive load.  

Hypothesis 3: Signaling will have significant positive effects on comprehension, 

recall, and self-reported cognitive load.  
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Hypothesis 4: Signaling will have different effects on comprehension, recall, and 

self-reported cognitive load depending on context familiarity.  

To examine the four hypotheses, a MANCOVA (multivariate analysis of 

covariance) was conducted using the SPSS statistical software version17.0.  

Data Evaluation 

MANCOVA provides information about whether statistically reliable mean 

differences between groups exist after adjusting dependent variables for differences on 

covariates (Tabachnick & Fidell, 2001). To achieve the best results, covariates and 

dependent variables were evaluated and unequal sample sizes, missing data, normality, 

and homogeneity of variance-covariance were examined. 

Evaluation of Dependent Variables’ Multicollinearity and Singularity 

MANCOVA works best when the dependent variables are only moderately 

correlated. According to Tabachnick and Fidell (2001), if there are two variables with a 

correlation above 0.70, one of the strongly correlated pairs needs to be removed or the 

pair combined to form a single measure. Originally, total seven dependent variables were 

employed to measure students‘ comprehension, recall and cognitive load. The 

correlations among seven dependent variables in the present study were initially 

examined (see Table 5).  

The seven dependent variables were three learning outcome variables, which were 

fact-level learning of reading materials (Learningfacts), levels of deep understanding 

(Inference-making), levels of recall (Recall), and four cognitive load variables, which 

were students‘ self-reported levels of interest (Interest), eagerness (Eager), difficulty 

(Difficulty), and mental effort (Mental effort). Because the correlation between Interest 
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and Eager was high (0.86), two dependent variables were combined into a single variable 

and rename it Motivation. Finally, six dependent variables (Learningfacts, Inference- 

Making, Recall, Motivation, Difficulty, and Mental Effort) were adopted for this study. 

Table 5 

Correlations among the Seven Dependent Variables 

 

 
Fact-Level 

Learning 

Inference-

Making 
Recall Interest Eager  Difficulty 

Mental  

Effort 

Fact-Level Learning _       

Inference-Making 0.51 _      

Recall 0.42 0.28 _     

Interest 0.25 0.16 0.12 _    

Eager 0.15 0.12 0.05 0.86 _   

Difficulty -0.31 -0.25 -0.17 -0.32 -0.27 _  

Mental Effort 0.11 -0.03 -0.05 0.50 0.60 -0.14 _ 

 

 

Univariate and Multivariate Outliers 

Univariate outliers were detected using the criterion of Z>3.3. Three cases in one 

dependent variable (Recall) were considered as outliers (see Table 6). The original scores 

were replaced by the score of the next highest plus one. 

Table 6   

Univariate Outliers 

 

Total Recall (DV) 

Id Z score Original Score New Score 

40 4.06 8 5 (next highest 4+1) 

97 4.06 8 6 (next highest 5 +1) 

135 4.68 9 4 (next highest 3+1) 
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Multivariate outliers were assessed using the regression program in SPSS. One 

multivariate outlier (id 135) was found with six dependent variables and a criterion α 

= .001, critical value χ
2
 = 22.458, and was deleted (see Table 7). 

Table 7 

Mahalanobis Distance Values for Multivariate Outliers with SPSS Syntax 

 
REGRESSION 

  /MISSING LISTWISE 

  /STATISTICS COEFF OUTS R ANOVA COLLIN TOL 

  /CRITERIA=PIN(.05) POUT(.10) 

  /NOORIGIN  

  /DEPENDENT ID 

  /METHOD=ENTER AVEMOT1TOALL AVEDIF1TOALL AVEEFF1TOALL 

TOTALCOM TOTALINFER TOTALRECALL 

  /SAVE MAHAL 

 /RESIDUALS=OUTLIERS (MAHAL). 
 

  Case Number Statistic 

Mahal. 

Distance 

1 135 25.90 

2 97 21.13 

3 37 20.60 

4 134 20.33 

5 40 19.01 

6 145 17.99 

7 82 16.12 

8 64 15.51 

9 73 14.02 

10 34 11.30 

 

Unequal Sample Sizes and Missing Data 

Initially, 147 students participated in this study but data for 146 students remained 

after one case was deleted due to its multivariate outlier characteristic. The sample sizes 

in the four groups varied by a small amount: There were 37 cases in the American 

signaled condition, 34 in the American nonsignaled condition, 38 in the Korean signaled 



84 

 

condition, and 37 in the Korean nonsignaled condition. Because the MANCOVA analysis 

in SPSS now offers adjustment for unequal sample sizes (METHOD = UNIQUE), they 

are no longer problematic. No missing data were found in the four groups. 

Univariate and Multivariate Normality 

Univariate normality was examined by review of the data‘s histogram, skewness 

and kurtosis; none of these methods revealed any serious problem in the data. Because 

each univariate variable did not seem to violate normality assumptions and because there 

were far more cases than dependent variables in the smallest cell, it was assumed that 

multivariate normality was also satisfied (Tabachnick & Fidell, 2001).   

Homogeneity of Variance-Covariance  

Homogeneity of variance-covariance was examined by Box‘s M test at the 

multivariate level and by Levene‘s test at the univariate level. In multivariate designs, 

homogeneity of variances are assumed, which means that dependent variables have equal 

levels of variance/covariance across the range of independent variable (Green & Salkind, 

2005). Table 8 indicates that Box‘s M was equal to 82.59, which confirms homogeneity 

of variance-covariance matrices (F(63, 46642) = 0.12, p>0.05). 

Table 8 

Result of Box‘s M test 

 

Box's M 82.59 

F 1.21 

df1 63 

df2 46642.18 

Sig. 0.12 
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Levene's test indicates whether the assumption of homogeneity of variance for 

each of the dependent variables is satisfied (Gardner, 2001). Table 9 shows that there was 

no statistically significant violation for the dependent variables except the Difficulty 

variable (F(3,142) = 3.69, p<0.05). Tabachnick and Fidell (2001) suggest a more 

conservative critical alpha level such as .025 or .01 rather than the conventional .05 level 

should be used for determining significance if homogeneity of error variances is violated 

for a variable in the univariate F-test. Thus, alpha level .025 for the Difficulty variable 

was used to determine the significance in the univariate F-test.  

Table 9 

Result of Levene‘s Test 

 

 

 

 

 

 

 

 

 

 

Assessing Covariates 

Homogeneity of regression. For multivariate analysis of covariance, an overall 

test of homogeneity of regression is required. That is because MANCOVA assumes that 

the regression between covariates and dependent variables in one group is the same as the 

regression in other groups. Only when this assumption is satisfied, using the average 

regression to adjust covariates is reasonable (Tabachnick & Fidell, 2001). This 

assumption was evaluated by SPSS and showed no violation of this assumption. Table 10 

provides the SPSS syntax that was utilized for evaluating homogeneity of regression. 

   

 F df1 df2 Sig. 

Fact-Level Learning 0.28 3 142 0.84 

Inference-Making  0.85 3 142 0.47 

Recall 1.51 3 142 0.22 

Motivation 0.25 3 142 0.86 

Difficulty 3.69 3 142 0.01 

Mental Effort  0.57 3 142 0.64 

http://en.wikiversity.org/wiki/Levene%27s_test
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Table 10 

SPSS Syntax Utilized to Assess Homogeneity of Regression 

 

 

Reducing dimensions for covariates. This study employed 15 questions that 

gauged students‘ levels of prior knowledge and the scores were used as covariates. To 

 
MANOVA  avemot1toall, avedif1toall, aveeff1toall, totalcom, totalinfer, totalrecall, 

confgwprwall, confgeus, confgek BY groupcon,groupsig (1,2) 
/PRINT=SIGNIF(BRIEF) 
/ANALYSIS = avemot1toall, avedif1toall, aveeff1toall, totalcom, totalinfer, totalrecall  
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = avemot1toall 
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = avedif1toall  
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = aveeff1toall  
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = totalcom 
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = totalinfer 
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig 
/ANALYSIS = totalrecall  
/DESIGN =confgwprwall, confgeus, confgek, groupcon, groupsig, groupcon BY groupsig, 
                POOL(confgwprwall, confgeus, confgek) BY groupcon +  
                POOL(confgwprwall, confgeus, confgek) BY groupsig + 
                POOL(confgwprwall, confgeus, confgek) BY groupcon BY groupsig. 
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perform dimension reduction for the 15 items, one of factor analysis methods—principal 

component analysis with rotation method (Varimax with Kaiser normalization)—was 

conducted. Results are shown in Table 11. Three distinct factors were extracted using 

Kaiser‘s criterion, which indicates that only factors with eigenvalues greater than 1 

should be retained (Kaiser, 1960). The first factor included items 1 through 8 measuring 

levels of confidence in prior knowledge about global warming, the second factor 

consisted of four items determining levels of confidence in prior knowledge about 

American geography, and the third factor contained four items assessing levels of 

confidence in prior knowledge about Korean geography. The average scores from each 

factor were employed as the covariates for this study. Those were students‘ levels of 

confidence in their prior knowledge about global warming, American geography, and 

Korean geography.  
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Table 11  

Principal Components Analysis with Varimax Rotation and Kaiser Normalization 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Evaluating covariates. To adjust dependent variables effectively, covariates 

should be significantly related to them (Pedhazur & Schmelkin, 1991). The relationship 

between six dependent variables and three covariates were examined by dependent 

variable (DV)-covariate multiple regressions. All covariates were significantly related to 

at least one of the DVs, so all of them were remained and used as covariates. 

Data Analyses 

After the data were examined based on the assumptions of multivariate analysis of 

covariance and evaluating dependent variables and covariates, a MANCOVA was 

conducted to find out whether the four hypotheses were supported. Alpha was set at 0.05 

 Component 

15 Questions 1 2 3 

Overall Prior Knowledge of GW 0.71 -0.08 0.27 

Cause of GW 0.72 0.28 0.35 

Two Consequences of GW 0.78 0.31 0.24 

Greenhouse Effect 0.79 0.15 0.24 

Greenhouse Gases 0.76 0.07 0.22 

Why GW 0.78 0.26 0.19 

GW Real 0.66 0.29 -0.19 

US Cities 0.18 0.81 -0.01 

K Cities 0.03 -0.07 0.68 

US Ocean 0.30 0.79 0.15 

K Ocean 0.29 0.16 0.69 

US Rocky Mountain 0.15 0.78 0.12 

K Peninsula 0.20 0.26 0.71 

US Capital 0.05 0.76 0.11 

K Capital .310 0.09 0.64 
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for all statistical tests except levels of perceived difficulty (Difficulty, α = 0.025). Mean 

differences on six dependent variables for four groups are displayed first in Table 12 to 

help understanding of the analyses. Those were three learning outcome variables which 

were fact-level learning, inference- making and recall, and three self-reported cognitive 

load variables which were motivation, difficulty, and mental effort.   

Table 12 

Mean and Standard Deviations on Six Dependent Variables for Four Groups 

 

Type of Measure 

  
Fact-Level 

Learning 

Inference- 

Making 
Recall Motivation Difficulty 

Mental 

Effort 

Group N M SD M SD M SD M SD M SD M SD 

AS 37 18.05 3.29 3.00 1.37 1.32 1.53 3.10 0.89 2.15 0.81 2.98 0.75 

ANS 34 17.94 3.97 3.38 1.23 1.29 1.31 3.06 0.76 2.18 0.61 2.74 0.59 

KS 38 18.03 3.90 2.79 1.32 1.82 1.52 2.98 0.92 2.48 0.95 2.97 0.84 

KNS 37 16.92 3.90 3.00 1.27 1.22 0.92 2.78 0.95 2.60 0.83 2.81 0.80 

AS (American Signaled), ANS (American Nonsignaled), KS (Korean Signaled), and KNS (Korean 

Nonsignaled) 

 

Analyses of Research Hypotheses 

Hypothesis 1: After controlling for students’ prior knowledge about global 

warming and American and Korean geography, the collection of comprehension, recall 

and self-reported cognitive load variables will be significantly different among four 

groups created by variation in familiarity of context and presence or absence of signaling. 

To examine Hypothesis 1, comparisons were made between groups with a 

multiple analysis of covariance (MANCOVA) using four groups (AS, ANS, KS, and 

KNS) as between-subject factors and the scores of students‘ fact-level learning, 

inference- making, recall, and their self-reported levels of their motivation, difficulty and 

mental effort as dependent variables. The MANCOVA revealed a significant treatment 
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effect, Wilks‘ λ=0.79 F(3,142) = 1.83, P<0.05, partial η
2
 = 0.08. Partial η

2 
is generally 

utilized to determine practical importance for MANCOVA. Cohen (1992) suggested 

criteria for partial η
2
. According to him, partial η

2 
.02 is small, 0.15 is medium and 0.35 is 

large. 

Univariate analysis revealed that groups were significantly different in their levels 

of inference- making ability (F(3,142) = 3.21, P<0.05,  partial η
2
 = 0.07) and perceived 

levels of difficulty (F(3,142) = 3.43, P<0.025,  partial η
2
 = 0.07). Results are presented in  

Table 13 

Univariate Analysis by Group 

 

Source Dependent Variable df Mean Square F Sig. 

Partial Eta 

Squared 

Observed 

Power 

GROUP Fact-Level Learning 3 13.19 1.00 0.40 0.02 0.27 

Inference-Making 3 4.60 3.21 0.03 0.07 0.73 

Recall 3 1.83 1.11 0.35 0.02 0.30 

Motivation 3 1.28 1.82 0.15 0.04 0.47 

Difficulty 3 2.23 3.43 0.019 0.07 0.76 

Mental Effort 3 0.56 0.99 0.40 0.02 0.27 

 

As can be seen in Figure 3, students who read the nonsignaled American passage 

showed the highest inference-making performance (M = 3.38) and students who read the 

nonsignaled Korean and the signaled American passages show the second highest (M = 

3.00). Students who read the signaled Korean passage displayed the lowest inference- 

making performance (M = 2.79). 
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Figure 3 

Self-Reported Level of Inference-Making in Four Groups 

 
Figure 4 shows that students who read the nonsignaled Korean passage reported 

the highest perceived level of difficulty (M = 2.60) whereas students who read the 

signaled American passage reported the lowest perceived level of difficulty (M = 2.15). 

Students who read the signaled Korean and the nonsignaled American passages 

documented the second highest (M = 2.48) and the third highest perceived level of 

difficulty (M = 2.18) respectively.  
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Figure 4 

Level of Perceived Difficulty in Four Groups 

 

Hypothesis 2: Context familiarity will have significant positive effect on 

comprehension, recall and self-reported cognitive load.  

The second hypothesis was examined by the main effect of context. Context and 

signaling as between-subject factors and the same DVs were used for the comparisons 

between groups with a multiple analysis of covariance (MANCOVA). The MANCOVA 

revealed a significant context main effect, Wilks‘ λ=0.87 F(1,142) = 3.25, P<0.05, partial 

η
2
 =0.13. 

As can be seen in Table 15, univariate analysis revealed that context had a 

significant effect on inference-making (F(1,142) = 4.73, P<0.05,  partial η
2
 = 0.03), self-

reported levels of motivation (F(1,142) = 3.11, P<0.05,  partial η
2
 = 0.03), and perceived 

levels of difficulty (F(1,142) = 6.50, P<0.025,  partial η
2
 = 0.07). 
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Table 14 

Univariate Analysis by Context 

 

Source 

Dependent  

Variable df 

Mean 

Square F Sig. 

Partial Eta 

Squared 

Observed 

Power 

CONTEXT Fact-Level Learning 1 22.95 1.73 0.19 0.01 0.26 

Inference-Making 1 6.75 4.73 0.03 0.03 0.58 

Recall 1 0.53 0.32 0.57 0.00 0.09 

Motivation 1 3.11 4.42 0.04 0.03 0.55 

Difficulty 1 6.50 9.99 0.00 0.07 0.88 

Mental Effort 1 0.02 0.03 0.86 0.00 0.05 

 

Mean differences on fact-level learning, inference- making, recall, motivation, 

difficulty, and mental effort for context are shown below in Table 15. This shows that 

American context had positive effects on inference-making (American M = 3.18 and 

Korean M = 2.89), self-reported motivation (American M = 3.08 and Korean M = 2.88), 

and perceived difficulty (American M = 2.17 and Korean M = 2.54).  

Table 15 

Mean and Standard Deviations on Six Dependent Variables between Two Contexts 

 

Type of Measure 

  
Fact-Level 

Learning 

Inference- 

Making 
Recall Motivation Difficulty 

Mental 

Effort 

Group N M SD M SD M SD M SD M SD M SD 

American 71 18.00 3.61 3.18 1.31 1.31 1.42 3.08 0.82 2.17 0.72 2.86 0.68 

Korean 75 17.48 3.91 2.89 1.29 1.52 1.29 2.88 0.93 2.54 0.89 2.89 0.82 
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Hypothesis 3: Signaling will have significant positive effect on comprehension, 

recall and cognitive load.  

The MANCOVA revealed that signaling did not have a significant effect on DVs, 

Wilks‘ λ=0.92 F(1,142) = 0.08, P>0.05, partial η
2
 =0.08. Because the multivariate 

analysis showed an unexpected result, univariate analyses were also examined even 

though the multivariate effect was not significant. Univariate analysis showed that 

signaling had a significant effect on inference-making ability (See Table 16).  

Table 16 

Univariate Analysis by Signaling 

 

Source 

Dependent  

Variable df 

Mean 

Square F Sig. 

Partial Eta 

Squared 

Observed 

Power 

SIGNALING Fact-Level Learning 1 3.46 0.26 0.61 0.00 0.08 

Inference-Making 1 6.83 4.78 0.03 0.03 0.58 

Recall 1 2.18 1.33 0.25 0.01 .209 

Motivation 1 0.53 0.76 0.39 0.01 0.14 

Difficulty 1 0.12 0.18 0.67 0.00 0.07 

Mental Effort 1 1.61 2.82 0.10 0.02 0.39 

 

Mean of inference-making between signaling and nonsignaling groups in table 17 

shows that signaling had a negative effect on inference making (Signaled M = 2.81, SD = 

1.34 and nonsignaled M = 3.18 SD = 1.26).  
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Table 17 

Mean and Standard Deviations for Six Dependent Variables in Signaled and Nonsignaled 

Groups 

Type of Measure 

  
Fact-Level 

Learning 

Inference- 

Making 
Recall Motivation Difficulty 

Mental 

Effort 

Group N M SD M SD M SD M SD M SD M SD 

Signaled 71 18.04 3.59 2.89 1.34 1.57 1.53 3.04 0.90 2.32 0.90 2.98 0.79 

Nonsignaled 75 17.41 3.94 3.18 1.26 1.25 1.12 2.91 0.87 2.40 0.76 2.77 0.70 

 

Hypothesis 4: Signaling will have different effects on comprehension, recall and 

cognitive load depending on context familiarity.  

The MANCOVA revealed no significant interaction between context and 

signaling, Wilks‘ λ=0.98  F(1,142) = 0.42, P>0.05, partial η
2
 =0.02, nor were there any  

significant univariate interaction on the dependent variables. Therefore, Hypothesis 4 was 

not supported by the statistical findings.  

Summary of Results 

The first hypothesis was supported by the data. The four groups distinguished by 

context and signaling were significantly different in the composition of dependent 

variables (Fact-level learning, inference making, recall, motivation, difficulty, and mental 

effort) after controlling covariates (the levels of students‘ confidence in prior knowledge 

about global warming, and about American and Korean Geography). Follow-up 

univariate analyses revealed that the four groups were significantly different in the levels 

of inference-making and perceived difficulty of the passages. The second hypothesis was 

also supported.  The performance of students who read the American context global 

warming passage was significantly different from that of students who read the Korean 

context passage on the combination of dependent variables. Specifically, univariate 
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analyses showed differences favoring the American context groups in their levels of 

inference-making, self-reported motivation, and perceived difficulty of the passages. The 

third and fourth hypotheses were not supported by results of the MANCOVA analysis. 

Even though the presence of signaling did not significantly differentiate groups in the 

composite set of dependent variables, the univariate analyses showed that students who 

read the nonsignaled version performed significantly better in inference-making than 

students who read the signaled version. In contrast to the expectation that signaling would 

have more effect on unfamiliar Korean context in the composition of dependent variables, 

no significant interaction between context and signaling was found.  

Other Research Findings 

Prior knowledge about American and Korean geography. Potential differnces 

between the participants‘ levels of confidence in American and Korean geography were 

investigated by an analysis of variance (ANOVA). A one way ANOVA revealed that 

there was a significant difference between the level of confidence about prior knowledge 

of American (M = 94.76, SD = 14.23) and Korean (M = 41.16, SD = 26.61) geography 

(F(1, 142) = 460.44, P <0.01, partial η
2
 = 0.61). As expected, participants in the current 

study—who all were American students— were more confident in the levels of prior 

knowledge about American geography than Korean geography.  

The effect of segments. The passages about global warming were segmented into 

four parts and the possibility of changes across the four segments in students‘ reported 

levels of motivation, judged difficulty and mental effort were examined by an analysis of 

variance (ANOVA). A one way ANOVA also revealed segments had a significant effect 

on motivation (F (3,142) = 4.47, P<0.05).  
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The mean plots for each of the four groups that are presented in Figure 5 show 

that the patterns among four segments were similar across the four groups in terms of 

their respective assessments of their motivation and mental effort. Students showed 

moderate levels of motivation on the first segment and they showed the least motivation 

on the second segment. On the third segment, their levels of motivation increased, but 

then were reduced again on the final segment. These patterns were same in self-reported 

mental effort. Students invested the highest self- reported mental effort on the third 

segment in which they exhibited the highest self- reported motivation whereas they 

reported the least mental effort on the second segment in which they showed the least 

motivation.  

 

Figure 5 

The Change of Patterns across the Four Segments in Motivation and Mental Effort  

                      

  Motivation                                                      Mental Effort 

 
 

The predictors of mental effort. Students were asked to report the amount of 

mental effort as a measure of cognitive load. Because students‘ perceived level of mental 

effort was not attributed to the independent variables in the current study, context 

familiarity and presence or absence of signaling, multiple regression was conducted in 
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order to probe significant factors that might explain the variability in mental effort. The 

predictors were the levels of confidence in prior knowledge about global warming, the 

levels of confidence about American geography and Korean geography, and the levels of 

reported motivation and difficulty. Regression analyses were performed within SPSS.  

The linear combination of predictors was significantly related to the level of 

mental effort, F(5, 145) = 15.76, p<0.001. The sample multiple correlation coefficient 

was 0.60 indicating that approximately 36% of the variance of mental effort could be 

accounted for by the linear combination of the predictors. Table 18 shows that only two 

of the independent variables (the level of confidence in prior knowledge about global 

warming and the level of self- reported motivation) contribute significantly to prediction 

of levels of self-reported mental effort.  

Table 18 

Relationships between the Five Independent Variables and Self-Reported Mental Effort  

 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

Correlations 

B Std. Error Beta Zero-order Partial Part 

 (Constant) 1.09 0.45  2.40 0.02    

Levels of prior knowledge 

about global warming  

-0.01 0.00 -0.24 -2.73 0.01 0.02 -0.23 -0.19 

Levels of confidence 

about US geography 

0.01 0.00 0.09 1.18 0.24 0.02 0.10 0.08 

Levels of confidence 

about Koran geography 

0.00 0.00 0.09 1.10 0.27 0.11 0.09 0.07 

Levels of motivation 0.54 0.06 0.63 8.50 0.00 0.57 0.58 0.57 

Levels of difficulty 0.03 0.07 0.04 0.53 0.60 -0.14 0.05 0.04 

 

To further examine the current data, the students were divided into two groups by 

a median score (median = 3.0) of self-reported motivation. Students who reported their 
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levels of motivation equal to or higher than the median 3.0 constituted a high-motivation 

group and students who informed their self- reported motivation lower than 3.0 formed a 

low-motivation group. High- and low-motivation groups then were employed as an 

independent variable and levels of mental effort as a dependent variable. The result of 

analysis of variance (ANOVA) revealed that self-reported levels of mental effort were 

significantly different between the high- (M = 2.60) and low-motivation groups (M = 

3.17), F(1, 144) = 24.25, P <0.01, partial η
2
 = 0.14.    

The effects of levels of confidence in prior knowledge. Possible effects of levels of 

confidence in prior knowledge about global warming on six dependent variables were 

examined. That is, whether effects of context or signaling on the dependent variables 

varied depending on students‘ levels of confidence in prior knowledge about global 

warming were investigated. The students were divided into two groups by the median 

level (median = 60) of confidence in prior knowledge about global warming. Thus, the 

high-confidence group included students who had confidence scores equal to or higher 

than 60 and the low-confidence group consisted of students who reported confidence 

scores lower than 60.   

The effects of levels of confidence in global warming knowledge and context on 

six dependent variables were examined first. The multivariate analysis of variance 

(MANOVA) revealed a significant main effect of context (Wilks‘ λ=0.90 F(1,142) = 2.61, 

P<0.05, partial η
2
 =0.10), and a significant main effect of levels of confidence in global 

warming knowledge (Wilks‘ λ=0.89 F(1,142) = 2.77, P<0.05, partial η
2
 =0.11). No 

interaction between them was significant in either the univariate or multivariate analysis. 

Univariate analysis showed that the level of confidence in global warming knowledge 
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had a significant effect on fact-level learning (F(1,142) = 7.16, P<0.05,  partial η
2
 = 0.05),  

inference-making (F(1,142) = 11.37, P<0.05,  partial η
2
 = 0.07) and self-reported 

motivation (F(1,142) = 4.48, P<0.05,  partial η
2
 = 0.03). All of these differences favored 

the high-confidence group. 

   The effects of levels of confidence in global warming knowledge and signaling 

on six dependent variables were also examined. The results of multivariate analysis of 

variance (MANOVA) showed a significant main effect of levels of confidence in global 

warming (Wilks‘ λ=0.90 F(1,142) = 2.45, P<0.05, partial η
2
 =0.10). The univariate 

analysis revealed that the interaction between levels of confidence in global warming 

knowledge and presence or absence of signaling was significant in inference-making 

(F(1,142) = 4.08, P<0.05,  partial η
2
 = 0.03). Table 19 shows mean scores and standard 

deviations in inference-making between the two groups, and Figure 6 also shows the 

mean differences between them.     

Table 19 

Mean Differences in Inference-Making between the High- and Low-Confidence Groups  

 

  Mean SD 

High- Confidence Group 
Signaled 3.03 1.31 

Nonsignaled 3.76 1.02 

Low-Confidence Group 
Signaled 2.74 1.38 

Nonsignaled 2.64 1.23 
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Figure 6 

Mean Differences in Inference-Making between High-Confidence and Low-Confidence 

Groups  
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Chapter V 

Discussion 

This study was undertaken based on the writer‘s curiosity about how familiar and 

unfamiliar geographical background context for the same content influences readers‘ 

comprehension, recall and cognitive load, and how presence or absence of signaling for 

the content affects them. In addition, this study examined the writer‘s question about how 

presence of signaling might modify the effects of familiar or unfamiliar context on 

comprehension, recall, and cognitive load. Four hypotheses were explored and the results 

were presented in the previous chapter. In this chapter, the results are discussed and 

interpreted from the perspectives of schema theory and cognitive load theory (CLT). 

 In this writer‘s judgment, the most important findings addressed in the previous 

chapter were that: 1) significant differences existed between American students‘ levels of 

confidence in their prior knowledge about American geography and Korean geography; 2) 

four groups created by variation in familiarity of context and by presence or absence of 

signaling exhibited significantly different levels of inference- making and perceived 

levels of difficulty; 3) context familiarity had significant positive effects on the levels of 

inference-making, the self-reported levels of motivation, and the perceived levels of 

difficulty; 4) presence of signaling had a negative effect on the levels of inference- 

making especially for the group having high-confidence in their global warming 

knowledge (a further examination found that an expertise reversal effect existed in 

students‘ inference-making performances); and 5) students‘ levels of mental effort were 

accounted for by their levels of confidence in prior knowledge about global warming and 

their self-reported levels of motivation. The pattern of changes in the level of motivation 
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across four segments and those in the levels of mental effort across the four segments 

were quite similar. After the discussion of the results, implications and limitations are 

discussed, and conclusions offered.  

Discussion of Results 

Significant Differences in Prior Knowledge about American and Korean Geography 

In the current study, context was defined by two different geographical 

backgrounds —American and Korean—that were employed in text materials used to 

describe global warming. It was assumed that the American context for encountering 

information about global warming would be more familiar for American students while 

the Korean context would be less familiar for them. The analysis for the level of self-

rated prior knowledge about American and Korean geography showed that the American 

students were in fact significantly more confident in their knowledge of American 

geography (M = 94.76) than Korean geography (M = 41.16), F(1, 142) = 460.44, P <0.01, 

partial η
2
 = 0.61.  

Based on the well-known relationship between self-efficacy and actual 

performance (e.g., Bandura, 1982; Pajares, & Miller, 1994; Schunk, 1984; Shell, Murphy 

& Bruning, 1989), participants‘ stating their greater confidence in their knowledge of 

American geography likely indicates that they also would be more familiar and 

knowledgeable about it. Thus, the finding of large differences here is reasonable evidence 

for the assumption that participants‘ American geographical knowledge was greater on 

average than their Korean geographical knowledge and that the two conditions would 

have been likely to be sufficient to create two different contexts for learning about global 

warming.  
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Significant Differences among Four Groups in Perceived Level of Difficulty  

The analysis for Hypothesis 1 compared four groups (American signaled, 

American nonsignaled, Korean signaled, and Korean nonsignaled) on the collection of 

six dependent variables (Learning facts, Inference-making, Recall, Motivation, Difficulty 

of passages, and Mental effort) after controlling students‘ levels of confidence in prior 

knowledge about global warming and about American and Korean geography. The first 

hypothesis was supported by the results of a multivariate analysis of covariate 

(MANCOVA), which showed that the four groups were significantly different on the 

combination of six variables, Wilks‘ λ=0.79 F(3,142) = 1.83, P<0.05, partial η
2
 = 0.08.  

Subsequent univariate F-tests used to interpret the MANCOVA result showed that 

the four experimental groups differed significantly in participants‘ judged levels of 

difficulty and inference-making. The study‘s participants, who were American college 

students thought that the nonsignaled Korean context was the most difficult passage (M = 

2.60) whereas the signaled American context was the least difficult (M = 2.15).  

The difference in adjudged difficulty can be explained by schema theory and CLT. 

From the perspective of schema theory, the Korean geographical background would be 

less likely to activate American students‘ schemata because it was unfamiliar to them. 

That is, information about the Korean geographical background as well as information 

relating to global warming phenomenon would need to be simultaneously processed in 

working memory. In contrast, the American geographical background would not have 

needed  deliberate processing  in working memory because the familiar geographical 

background could be comprehended with little or no effort; automatic schema-driven 

processing would free working memory capacity (Mayer, 2005; Sweller, 2005; Sweller & 
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Chandler, 1994). For instance, for those reading the ―American‖ passage, the explanation 

of global warming employed the names of U.S. cities or states/provinces, and the 

measurement units being used in the U.S. such as Fahrenheit and miles. When students 

are accessing familiar information from their long-term memory that is already 

schematically organized in their schemata, working memory limits are less likely to be 

reached. In contrast, using similar reasoning, reading materials in a Korean context would 

require more working memory capacity and also lead to judgments of the participants 

that the Korean context as being more difficult.  

These results also can be interpreted by the perspective of CLT. According to 

CLT, intrinsic load is the load inherently tied to the material being learned (Chandler & 

Sweller, 1991). Intrinsic cognitive load depends on the level of element interactivity, 

which is the number of elements that should be handled concurrently (van Merriënboer & 

Ayres, 2005). Materials with high intrinsic load are difficult to understand because the 

number of elements processed simultaneously is large (van Merriënboer & Sweller, 

2005). From this perspective, it can be inferred that the Korean context would impose 

higher intrinsic cognitive load than the American context because students‘ reading about 

global warming in the Korean context had to simultaneously process elements in the 

unfamiliar geographical background and elements in the content regarding global 

warming. This situation would be likely to increase element interactivity, generate greater 

intrinsic load and aggravate perceived level of difficulty.  

A similar explanation may be offered for why the students regarded the 

nonsignaled passages as being more difficult than the signaled passages. In general, 

signaling helps readers direct their attention to more important information and ignore 
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irrelevant information (Loman & Mayer, 1983; Mautone & Mayer, 2001). In other words, 

by minimizing extra processing of unimportant information (Moreno, 2007), signaling 

reduces element interactivity and in turn, decreases intrinsic load and perceived level of 

difficulty in text. In the present study, the signaled passages employed a title, headings, a 

preview, a summary statement, logical connectives, and typographical cues (bold face) 

for university names. As shown in previous research (e.g., Lorch & Chen, 1986; Lorch & 

Lorch, 1985; Lorch, Lorch, & Inman, 1993), providing such signaling devices was 

expected to help the students concentrate on important information and ignore 

unnecessary information and thus lead to decrease of levels of difficulty in the signaled 

passages as well as decrease of element interactivity. As a result, the students considered 

the unsignaled passages as being more difficult than the signaled passages.   

Context Effects on Comprehension and Cognitive load 

The design for analysis of Hypothesis 2 involved utilizing context as an 

independent variable and six dependent variables within a multiple analysis of covariance 

(MANCOVA). The second hypothesis was supported by the MANCOVA result 

revealing a significant context main effect, Wilks‘ λ=0.87 F(1,142) = 3.25, P<0.05, 

partial η
2
 =0.13. Subsequent univariate F-tests used to interpret the MANCOVA result 

showed that the four groups were significantly different in inference-making, self-

reported levels of motivation, perceived levels of difficulty.  

Students‘ levels of understanding were gauged by five inference-making 

questions, designed to measure deep understanding and twenty-five comprehension 

questions, designed to measure learning facts and information. Students who read 

American context passages showed significantly better inference-making about global 
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warming (inference-making M = 3.18) than students who read the Korean context 

passages (inference-making M = 2.89). Effects of context were less clear, however, for 

the multiple-choice fact-learning questions, which were targeted at fact-level learning. In 

other words, the students who read information framed in an American context also 

exhibited the result favoring fact-level learning, but only marginally higher scores (M = 

18.00) than the students who read information framed in a Korean context (M =17.48).  

Students who read the American context passages also reported a higher level of 

motivation (M = 3.08), and reported a lower level of perceived difficulty (M = 2.17) than 

students who read the Korean context passages (motivation M = 2.88; difficulty M = 2.54, 

respectively). Results also showed that familiar context exerted a positive effect on deep 

comprehension, as measured by the inference-making variable. Familiar context also had 

a positive effect on cognitive load supported by perceptions of a higher level of 

motivation and a lower level of difficulty.  

These findings support the claim that encountering information—in this case, 

information about global warming—in a familiar context can facilitate students‘ deep 

comprehension and produce higher levels of motivation and lower levels of difficulty. 

The fact that students‘ reading information in a familiar context was beneficial in terms 

of deeper understanding, higher self-reported levels of motivation, and lower perceived 

levels of difficulty is explained by the perspective of CLT, specifically by the concepts of 

germane load and intrinsic load (Sweller, van Merriënboer, & Paas, 1998). Germane load 

is the portion of load invested in processes directly relevant to learning (Sweller, 2005) 

and intrinsic load is the portion of load caused by intrinsic characteristics of the task itself 

and determined by element interactivity (Sweller, van Merriënboer, & Paas, 1998).  
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Significant differences in students‘ self-reported levels of motivation can be 

interpreted by germane load. Learners need to be motivated in order to invest their mental 

resources in learning activities for schema activation, construction and automation. Paas, 

Tuovinen, van Merriënboer and Darabi (2005), for instance, suggest that motivation is a 

critical factor for engaging learners in relevant learning activities and enhancing their 

engagement. Paas, Renkl and Sweller (2003) argue that an increase in effort or 

motivation ―...can increase the cognitive resources devoted to a task. If relevant to 

schema acquisition and automation, such an increase also constitutes an increase in 

germane cognitive load‖ (p. 2).   

Based upon the reasoning above, the self-reported level of motivation can be 

regarded as a reasonable proxy for germane cognitive load. If one group of learners were 

more motivated and obtained higher scores on a test than another group, this could 

indicate that the former group invested more mental effort in the task relevant to schema 

construction and automation, and that their self-reported levels of motivation would be 

measuring levels of germane load invested. However, this reasoning cannot be utilized in 

a case where learners in one group showed poorer learning outcomes even though they 

reported being more highly motivated than another group. In such a case, because a 

higher level of motivation has not led to higher learning outcomes, the levels of 

motivation cannot be a proxy for gauging levels of germane load. In the current study, 

however, because students‘ levels of deep understanding measured by inference-making 

questions in a familiar American context condition were in fact higher than those in an 

unfamiliar Korean condition, the higher levels of perceived motivation reported by the 
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students in an American context condition can be used as a potential index of the 

germane load allocated to inference-making.  

As addressed before, level of perceived difficulty is influenced by intrinsic load 

measured by element interactivity (van Merriënboer & Ayres, 2005). Because the 

American geographical background was familiar for American students, they presumably 

did not need to invest as much of their mental resources to comprehend information in 

the passage. That is, if the background information was processed with little or no effort, 

the number of elements that needed to be processed simultaneously (element interactivity) 

would be small, which would lead to a decrease of intrinsic load and in turn to a decrease 

perceived difficulty. Participants could allocate most of their mental resources to 

understanding the global warming content. In other words, more mental resources would 

be available for deep understanding.  

In summary, the result showing positive context effects on inference-making and 

on perceived difficulty and motivation demonstrate that a familiar context for learning 

new information can potentially increase germane load and decrease intrinsic load and, as 

a consequence, produce deeper understanding. In contrast, additional cognitive load 

introduced by presenting important content (e.g., of scientific findings, principles) in an 

unfamiliar context can decrease readers‘ motivation, increase the sense of the content‘s 

difficulty, and reduce deep understanding of the content by diverting attention away from 

the central tasks of comprehension (Tabbers, Martens, & Van Merriëboer, 2004), and 

increasing extraneous cognitive load.  
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Negative Signaling Effects on Deep Comprehension 

The third hypothesis—that signaling would have significant positive effect on 

comprehension, recall, and cognitive load—was not supported by the MANCOVA result. 

Signaling and nonsignaling groups were not significantly different in analysis of the 

combination of six dependent variables. Even though most subsequent univariate F- tests 

did not show significant differences between two groups, the results mostly favored the 

signaling groups, which showed somewhat higher levels of fact-level learning and recall, 

along with higher self-reported levels of motivation and lower levels of difficulty. 

Although only one univariate F-test was significant, this finding was an especially 

interesting one—that signaling had a negative effect on deep comprehension gauged by 

inference-making questions (signaling M = 2.81, and nonsiganling M = 3.18). This result 

was unexpected—Hypothesis 3 had predicted that signaling would have a positive effect 

on inference-making.  

A further examination was conducted to find out why signaling might have had 

this unexpected effect on deep comprehension. One possibility was that inference-making 

may have been affected by levels of prior knowledge. To examine whether the effect of 

signaling on deep understanding was different depending on participants‘ levels of 

confidence in their prior knowledge about global warming, students were divided into 

high and low-confidence group by a median split on their self-reported prior knowledge 

about global warming. A significant interaction between signaling and low/high-

confidence group was detected. Students who had high-confidence in their prior 

knowledge about global warming and were in the nonsignaled passage condition 

exhibited better inference-making ability (M = 3.76) than the signaled passage condition 
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(M = 3.03). In contrast, students in the low-prior knowledge confidence group showed 

better inference-making performance in the signaled passage condition (M = 2.74) than in 

the nonsignaled passage condition (M = 2.64).  

As previously stated, students displaying higher confidence in their prior 

knowledge of global warming was taken in the present study as an indicator of greater 

actual knowledge about the subject matter content, global warming, based on the well-

known relationship between self-efficacy and actual performance (Bandura, 1982). That 

is, high and low reported confidence about levels of prior knowledge was considered to 

be an indicator of actual level of expertise. Specifically, students reporting more 

confidence in their prior knowledge about global warming were judged to be more likely 

to actually have higher levels of expertise about global warming, while those with lower 

confidence about their prior knowledge were judged to be more likely to have low levels 

expertise about global warming. If these assumptions are true, then the expertise reversal 

effect can be applied to explain the results (Kalyuga, Ayres, Chandler, & Sweller, 2003). 

Low prior knowledge learners presumably lack schemata relevant to a task or 

situation at hand, so instructional guidance can act as a substitute for activating pre-

existing schemata relevant to learning (Sweller, 1999). Thus, providing instructional 

guidance minimizes working memory load as well as enhances their learning. In contrast, 

high prior knowledge learners bring more pre-existing schemata to the process of 

comprehending a situation or task, so additional instructional guidance is redundant. It 

may even be, as in the present instance, that providing instructional guidance can 

interfere with learning by forcing learners to invest unnecessary mental effort in the 

additional instructional guidance (Kalyuga, Ayres, Chandler, & Sweller, 2003). 
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In the present study, signaling devices such as a title, headings, a preview, a 

summary statement, logical connectives and bold face typographical cues were employed 

to help students direct their attention to important aspects of the text materials. Providing 

such signaling devices was effective for enhancing deep understanding necessary to 

inference-making for the low-prior knowledge group. Students in the high-prior 

knowledge group, however, may have been unable to avoid attending to the information 

in the signals even as they did not require signaling devices due to their high levels of 

prior knowledge. That is, for the high-prior knowledge group, providing signaling 

devices may have produced extraneous load. As a result, this group‘s processes of 

constructing more sophisticated mental representations for deep understanding may have 

been hindered, resulting in poor performances in inference-making.  

Predictors of Mental Effort 

Self-reported levels of mental effort devoted to reading one of the four different 

kinds of text (American signaled, American nonsignaled, Korean signaled and Korean 

nonsignaled) were measured by participants‘ overall estimates of how much cognitive 

load was invested to understand each of the four different kinds of text. Unlike the 

expectations based upon the literature review (Bransford & Johnson, 1972; Kalyuga, & 

Sweller, 2004; Steffensen, Joag-dev, & Anderson, 1979; Sweller & Chandler, 1994), 

neither context nor signaling made any difference among the four groups in their self-

reported levels of mental effort. In order to find out whether other factors might have 

affected self-reported levels of mental effort, however, additional exploration of possible 

factors was undertaken using a multiple regression analysis. Levels of confidence in prior 

knowledge about global warming, levels of confidence in the US geography, levels of 
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confidence in Korean geography, self reported levels of motivation and perceived levels 

of difficulty were entered as predictors of mental effort.  

The multiple regression results indicated that the level of mental effort was 

significantly accounted for by the level of self-reported motivation and level of self-

reported prior knowledge variables. There was a substantial positive part correlation 

(0.57) between the level of mental effort and the level of motivation. The part correlation 

for the level of mental effort and the level of motivation is the correlation between two 

variables after partialling out of the level of motivation variability shared with the other 

four predictors (Gardner, 2001; Tabachinick, & Fidell, 2001). This result therefore can be 

interpreted as follows—that students who were more motivated tended to invest more 

mental effort. Similar patterns in the level of motivation and mental effort across the four 

segments (See Figure 5, p. 97) also supported this interpretation. Students showed 

moderate levels of motivation on the first and fourth segments, the least motivation on 

the second segment, and the highest motivation on the third segment, a pattern also 

observed in self-reported mental effort. 

The part correlation between the level of mental effort and the level of prior 

knowledge was -0.19 indicating that students with higher levels of confidence in prior 

knowledge generally tended to invest less mental effort. As previously argued, it was 

assumed that students who were more confident in their prior knowledge about global 

warming were likely to have more knowledge about it. Being more knowledgeable about 

something means that learners already have schemata relevant to the process of 

comprehending and thus can invest less mental effort to understand.  
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Somewhat surprisingly, however, readers‘ judgments about the difficulty of 

reading tasks were not a significant factor in predicting level of mental effort. The part 

correlation between the level of mental effort and the level of difficulty was 0.04, 

indicating almost no relationship between these two variables after the level of difficulty 

variability shared with the other four predictors (levels of prior knowledge about global 

warming, levels of confidence in the US geography, levels of confidence in Korean 

geography, and levels of motivation) was partialled out. Thus, it is not guaranteed that 

learners automatically exert more mental efforts when they deal with more difficult 

materials. Instead, levels of expertise should perhaps be more closely considered in 

determining how much mental effort will be invested (Kalyuga & Sweller, 2004).  If 

learners consider a learning task as too easy or too difficult, they may not be eager to 

invest their mental effort and will quit learning. Paas, Tuovinen, van Merriënboer and 

Darabi (2005) stated, for instance, that ―…as long as a task is not too easy and not too 

difficult, ratings of task difficulty may correlate highly with ratings of invested mental 

effort‖ (p.32).  To be a significant predictor for the level of mental effort, the level of 

difficulty needs to be adequate for learners to be eager to devote their mental resources. 

To the extent which learners consider learning material as neither too easy nor too 

difficult, perceived levels of difficulty could be a predictor for how much mental efforts 

they would exert.      

Limitations and Implications 

Limitations of the Current Study 

One limitation of the current study is its generalizability. That is, the present 

findings may be limited to materials in which geographical backgrounds serve as context. 
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As previously discussed, context can be characterized in many ways. For instance, 

context has been variously defined as words (e.g., Schvaneveldt & Meyer, 1973), 

sentences (e.g., Kleiman, 1980), paragraphs, a whole story, settings, (e.g., Carey et al., 

1981), and even more broadly, as culture (e.g.,Steffensen, Joag-dev, & Anderson, 1979).  

Depending on how a researcher defines context, context effects on comprehension and 

recall could be present or not. Thus, the findings regarding the effects of context in the 

present study are restricted to materials in which the familiarity of geographical contexts 

for information is varied.    

Another generalizability-related limitation is tied to the nature of multivariate 

analysis of covariance (MANCOVA). Tabachnick and Fidell (2001) have pointed out that 

the result of MANCOVA ―… generalizes only to those populations from which the 

researcher has randomly sampled‖ (p.328). In the current study, participants were 

randomly assigned into four groups using a random number generator. Because a 

MANCOVA does not adjust for failure of random sampling, in order to generalize the 

results of MANCOVA from this study, the way of sampling should be cautiously 

examined.  

The second limitation is that even though the results were significant, most effect 

sizes presented by partial η
2 

were relatively small. Partial η
2 

is the proportion of variance 

that can be predicted from one factor when the effects of the other factor and the 

interaction between them are partialed out (Pierce, Block, & Aguinis, 2004). Partial η
2 

is 

generally used to determine practical importance. According to Cohen (1992), partial 

η
2 

.02 is small, 0.15 is medium and 0.35 is large. The present multivariate analysis of 

covariance (MANCOVA) using four groups as a between-subject factor and six 
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dependent variables showed small η
2
 (0.08) effects. Follow-up univariate F-tests likewise 

showed small η
2
 for levels of difficulty (0.07) and levels of inference-making (0.07), 

while univariate F-tests after the MANCOVA employing context as a between-subject 

factor showed small effect sizes including the level of inference-making (0.03), levels of 

self-reported motivation (0.03), and self-reported difficulty of the materials (0.07). The 

univariate F-test for signaling also revealed a small effect size on the inference-making 

outcome (0.03). The results of the present MANCOVA showed mostly small η
2
. Only the 

multivariate result by context as a factor approached a medium effect size (0.13).  

Effect sizes need to be considered in the context of each study because there is no 

simple and easy way for determining practical importance. Even a very small effect size 

can have high practical importance—for example, if the effect size shows practical 

importance of a study for life or death, such as pharmaceutical development. Also, the 

size of an effect is reliant to some extent on limitations in measurement, design and 

method. Not surprisingly, larger effects are generated by better measurement, design and 

method. If the effect size is small because of measurement errors or design and not 

because of real small differences between the treatment group and control group, overall 

methods including measurement and design should be carefully inspected (McCartney & 

Rosenthal, 2000).   

The third limitation is that the reading materials in the present study were 

presented in segments, which may have reduced the effects of context and signaling. 

Prior to segmentation, the four versions of reading materials about global warming were 

quite long, around 2000 words continuously for each version. To permit examining the 

changes of levels of motivation, difficulty and mental effort as the participants read the 
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materials, however, the reading materials were divided into four parts. While allowing for 

measurement of variables of interest, difficulty and mental effort as students read, it may 

have been that segmentation may have lowered cognitive load by reducing the amount of 

information needing to be processed in working memory at one time (Mayer, et al., 1999; 

Mayer & Chandler, 2001; Moreno, 2007).  

If the reading materials were not segmented, they presumably would have 

generated somewhat higher levels of cognitive load, especially for those participants 

encountering global warming information in the unfamiliar context conditions because 

schemata relevant to the unfamiliar geographical background would not be available. 

However, the amount of load imposed by unfamiliar context might have been attenuated 

by segmentation because the amount needing to be read at any one time was reduced 

(Pollock, Chandler, & Sweller, 2002). If the segmentation resulted in students‘ limited 

working memory capacity not being exceeded or cognitive load being effectively reduced, 

impacts of signaling on adjusting presumed levels of cognitive load would likely be 

decreased. Therefore, Hypothesis 4, which was based upon an assumption that signaling 

would more effectively reduce cognitive load for unfamiliar context might not have been 

supported because of the ineffectiveness of signaling but because of cognitive load 

reducing effects of segmentation.  

Implications for Future Research   

The present study demonstrated that presenting an unfamiliar text context (in this 

case, a geographical one) for learning technical information can constitute a disadvantage 

for students—interfering with their deep understanding of the global warming content of 

the passages, increasing  perceived difficulty of passages, and lowering the students‘ 
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motivation.  Given the pattern of these findings, it could be inferred that students‘ 

intrinsic load was increased and their germane load decreased due to the context 

unfamiliarity. Providing signaling in passages that included unfamiliar contexts generally 

did not compensate for these disadvantages. 

From this, a first implication for future research is that other possible instructional 

manipulations should be examined that might compensate for the disadvantages resulting 

from an unfamiliar text background. For example, it likely would be valuable to closely 

examine the positive effects of segmentation (e.g., Hasler, Kersten, & Sweller, 2007; 

Moreno, 2007; Mayer & Chandler, 2001) and of building learners‘ prior knowledge about 

unfamiliar contextual features before reading scientific content that will be embedded in 

an unfamiliar context. The study of Mayer, Moreno, Boire, and Vagge (1999), for 

instance, showed results favoring segmentation of information employed to reduce 

cognitive load. Students who viewed a segmented animation describing the process of 

lightning formation outperformed these students who viewed an unsegmented narrated 

animation on retention and transfer tests. Regarding the issue of unfamiliar context, the 

instructional approach of Pollock, Chandler, and Sweller (2002) illustrates the value of 

methods that build prior knowledge before learning. Their findings suggest that complex 

problems can be effectively approached only after students‘ appropriate prior knowledge 

is built.  

The second implication of the present study for future research is that possible 

indirect ways to measure levels of intrinsic load and germane load were suggested by the 

methods and findings of the current study. In CLT, it is important to clearly understand 

the three sources of cognitive load and that the sum of these sources should not exceed 
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learners‘ working memory capacities (van Merriënboer & Sweller, 2005; Sweller, 2005). 

It is not possible to measure the three different kinds of load directly. What is possible, 

however, is to indirectly measure the different kinds of load through other avenues.   

For the measurement of levels of germane load, for instance, the present 

researcher proposed that assessments of self-reported levels of motivation could be used 

as an index of germane cognitive load. If one condition of an experiment increases both 

learners‘ levels of motivation and their performances, levels of motivation presumably 

can be an indication of levels of germane load invested in that condition (Paas, Renkl, & 

Sweller, 2003). This conclusion is based on the logic that if learners are more motivated 

by a condition, the resulting higher motivation can lead to the investment of more mental 

effort relevant to learning and in turn to enhanced performance. If a condition increases 

only the level of motivation but learners‘ performance is the same or decreased, however, 

level of motivation cannot be a factor to indicate the level of germane load invested.  

If intrinsic load is assessed by element interactivity (van Merriënboer & Sweller, 

2005), it likewise is almost impossible to directly measure element interactivity in a 

material for each learner. The current study showed, however, that learners‘ self-reported 

levels of difficulty could serve as an indirect indicator of intrinsic load imposed by the 

materials. If learners in one condition perceive that they are experiencing more difficulty 

and it is possible to interpret that the condition is likely to contribute to the increase of 

element interactivity, the learners‘ levels of difficulty may indicate the level of intrinsic 

load imposed by the material. It is believed that the approach suggested by the current 

study for measuring levels of germane load and intrinsic load indirectly can provide a 

valuable addition to research on CLT.  
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In the present study, it was not always clear whether learners‘ levels of mental 

effort gauged the amount of overall cognitive load or one of the three different kinds of 

load imposed by the manipulation of context and signaling. Self-reported levels of mental 

effort by themselves are not enough to show how the sum of cognitive load or individual 

dimensions of cognitive load are being affected by the instructional manipulations of 

context and signaling. Future studies are needed that clarify the relationship among 

germane load, intrinsic load, and extraneous load and the ways to measure of each type of 

cognitive load and their sum. 

A third implication from this study is that learners‘ levels of prior knowledge 

must be considered when any instructional technique is applied to learners. An expertise 

reversal effect was demonstrated in the current study, where signaling had a negative 

effect on students‘ deep understanding in the high-prior knowledge group, but helped 

students‘ deep understanding in the low-prior knowledge group. According to Kalyuga, 

et al. (2003), highly guided instructional material can be redundant for more experienced 

learners, even though it is essential for less experienced learners. That is, instructional 

techniques that are effective for less experienced learners can lose their effectiveness or 

lead to negative learning outcomes as learners become more experienced and expert (e.g., 

McNamara et al.,1996; Tuovinen & Sweller, 1999). It also would seem highly desirable 

to examine what kind of cognitive process (e.g., shallow comprehension, deep 

comprehension, and simple recall) is the target of the instructional techniques.   

For future research related to the third implication, it is important that any 

manipulation fostered to compensate disadvantages caused by unfamiliar context be 

examined in conjunction with learners‘ levels of prior knowledge. An investigation of the 
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relationship between segmentation and learners‘ prior knowledge could be one possibility. 

It also would be interesting to examine whether segmenting a learning material is 

beneficial for more experienced learners as contrasted to less experienced learners.  

Results from the current study showed that signaling negatively affected only 

deep understanding, and then only for the learners with higher prior knowledge of the 

Korean geographical context. Fact-level learning and recall were not hindered by 

signaling in any group. Therefore, it would be also valuable in future research to examine 

the relationship among instructional techniques, kinds of learners‘ cognitive process, and 

learners‘ levels of expertise. An investigation about how instructional techniques affect 

different learner‘s cognitive processes depending on levels of learners‘ expertise would 

be important in many educational settings.  

Conclusions 

The effect of context on comprehension and recall has been defined variously in 

previous research and examined in many prior studies.  The current study extended the 

scope of context related  variables in text learning by defining it in terms of a 

geographical setting for information that was expected to be either more or less familiar 

to readers. To this writer‘s knowledge, it is among the first to explore the learning and 

recall of technical information (on global warming phenomena) presented and illustrated 

by examples drawn from different geographical background contexts (familiar American 

context and unfamiliar Korean context). Findings of this study also were interpreted from 

the perspective of CLT. The results of the current study supported the predictions that a 

familiar setting for encountering new, technically-oriented information would facilitate 
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readers‘ comprehension and reduce their cognitive load whereas an unfamiliar contextual 

framework would reduce their understanding and increase cognitive load.  

For example, the students in familiar context conditions showed a higher level 

inference-making (deep comprehension), higher self-reported levels of motivation, and 

lower perceived levels of difficulty than the students in unfamiliar context conditions. 

The results were interpreted by the perspective of CLT. It also was inferred that students‘ 

higher self-reported levels of motivation in familiar context conditions contributed to 

increasing germane load invested because the higher levels of motivation lead to a higher 

performance of inference-making. In general, students‘ lower perceived levels of 

difficulty in the familiar context conditions were attributed to low element interactivity, 

as an aspect of intrinsic load. However, an expectation that offering signaling devices 

would compensate for higher cognitive load and lower performances caused by the 

unfamiliar context conditions was not generally supported. Rather, a negative signaling 

effect was detected on inference-making. Further examination found out an expertise 

reversal effect. Providing signaling devices interfered with students‘ deep understanding 

in a high-prior knowledge group while they enhanced students‘ deep understanding in a 

low-prior knowledge group.   

The current study suggests several potential ideas for future research. Among 

these are examining ways to compensate for disadvantages resulted from information 

situated in an unfamiliar context, scrutinizing the relationship among three kinds of load 

and the measurement of them, and considering levels of learners‘ expertise in any new 

instructional manipulation. More research is needed to identify relationships among 

instructional techniques, the kinds of learners‘ cognitive process (e.g., deep 
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comprehension or recall) that are the target of any intervention, and learners‘ levels of 

expertise. 
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Appendix A  

 

Checklist of Demographic Information 

 

Gender:  (   ) Male 

               (   ) Female 

Age: (        ) 

Which year are you in?  

    (   ) Freshman 

    (   ) Sophomore 

    (   ) Junior 

    (   ) Senior 

    (   ) Graduate 

Major: (                                       ) 
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Appendix B 

Prior Knowledge about Global Warming 

1-Item Self –Rating 

How much knowledge do you have about global warming? 

      1                         2                         3                         4                         5 

    (   )----------------(   )--------------- (   )----------------(   )----------------(   ) 

   Very Little          Little                Average                Much              Very Much  

 

Students’ Efficacy for Knowledge about Global Warming 

Using the 0 to 100 scale provided below, please rate how confident you are that you can 

do each of the things described in the following six items by writing the appropriate 

number in the space provided. For each item, you can select any number between 0 and 

100 (e.g., 35, 60, 87) as your choice.  

 

0 10 20 30 40 50 60 70 80 90 100 

Absolutely  

No confidence 

that I can do 

this 

 

  

Moderate  

Confidence that  

I can do this 

 

  

Completely 

certain that  

I can do this 

 

   

1. How confident are you that you can state a cause of global warming ________ 

2. How confident are you that you can describe 2 consequences of 

global warming? ________ 

3. How confident are you that you can accurately describe the ________ 
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greenhouse effect? 

4. How confident are you that you can name at least 2 "greenhouse" 

gases? ________ 

5. How confident are you in stating why scientists are concerned 

about global warming? ________ 

6. How confident are you that global warming is really occurring? ________ 
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Appendix C 

Students’ Efficacy for Knowledge about American and Korean Geography 

Using the 0 to 100 scale provided below, please rate how confident you are that you can 

do each of the things described in the following six items by writing the appropriate 

number in the space provided. For each item, you can select any number between 0 and 

100 (e.g., 35, 60, 87) as your choice.  

 

0 10 20 30 40 50 60 70 80 90 100 

Absolutely  

No confidence 

that I can do 

this 

 

  

Moderate  

Confidence that  

I can do this 

 

  

Completely 

certain that  

I can do this 

 

 

1. How confident are you that you can name four major cities in the 

US? ________ 

2. How confident are you that you can name four major cities in South 

Korea? ________ 

3. How confident are you that you can name the ocean to the east and 

west of the US? ________ 

4. How confident are you that you can name the ocean to the east and 

west of South Korea? ________ 

5. How confident are you that you can point to where the Rocky 

Mountains are located on a map of the US? ________ 

6. How confident are you that you can point to where the Korea ________ 
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Peninsula is located on a map of Asia? 

7. How confident are you that you can name the capital city of the 

US? ________ 

8. How confident are you that you can name the capital city of South 

Korea? ________ 
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Appendix D 

 

Reading Materials about Global Warming  

(American and Korean Signaling Versions) 

 

 

Global Warming → (Title & Boldface) 

(American Version) 

  

* The grey-highlighted parts are different in two context versions (American vs. 

Korean) to provide two different contexts 

* The yellow-highlighted parts will be inserted only for the signaling version (Red- 

colored words indicates what kind of signaling is being used)   

  

  
Global warming refers to the continuous increase in the average measured 

temperature of the earth‘s atmosphere and its oceans. It is important to understand global 

warming because more and more people are concerned about how global warming will 

affect their health and the well-being of current and future generations. Most scientists 

agree that the temperature increase can permanently change the earth‘s climate and that 

climate change is one of the most serious challenges to our future well-being. Also, → 

(Logical connectives) these scientists have concluded that that there is a significant 

human influence on climate change.  

 Globally, a warmer earth will bring about increases in temperatures, increases in 

precipitation, increases in the strength of tropical cyclones, and cause rises in sea level. 

Researchers think that greenhouse gases and greenhouse effect are largely responsible for 

global warming. Global warming also leads to a wide range of impacts on wildlife and 

human health such as extreme heat waves, increases in waterborne disease, and increases 

in ground-level ozone. → (Preview) In this essay, employing examples from the US, the 

causes and impacts of global warming in America and in general will be addressed in 

detail.  
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Increases in Temperature → (Heading & Boldface)   

In America, the average temperature has been increasing and the rate of change 

has accelerated since 1983. The seven warmest years in history have occurred since 1990. 

During that period, temperatures have been above average across most of the United 

States, with temperatures in Colorado, Wyoming, and Utah much above normal for 

winter in 2004 and 2005. Also, much-above-average temperatures were observed in 

California, Nevada and Arizona during summer. A new record of seven consecutive days 

at or above 125°F was observed in July 2005 at Death Valley, California.  

These phenomena show that the US is not an exception of global warming. 

According to a report by the Intergovernmental Panel on Climate Change (IPCC), 

globally, our planet has warmed about 1.3 ºF in the twentieth century. Moreover, → 

(Logical connectives) according to research at the Massachusetts Institute of 

Technology, → (Boldface) the twentieth century was the warmest in the last 1,000 years. 

Based upon previous reports→ (Logical connectives), IPCC → (Boldface) estimates that 

global average temperatures could increase by about 3ºF to 10ºF by 2100.  

Increases in Precipitation→ (Heading & Boldface)  

Increasing temperatures of air and sea surface due to global warming tends to 

increase evaporation, with the increase in evaporation then leading to increases in 

precipitation. The US has experienced an increase in precipitation as well. The US 

average precipitation in 2005 was 29.7 inches, well above the long-term (1895–2005) 

mean of 29.1 inches. Specifically, December 2004 through February 2005 was very wet 

from the California coast through the Plains and into the Great Lakes and Northeast. 

There also was much-above-normal precipitation around the west Coast. Six northeastern 
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states, such as Maine, Vermont, and New Hampshire, reported their wettest fall on record. 

In addition, Mt. Washington set a record for the greatest October snowfall (78.7 inches), 

exceeding the previous record set back in 2000 by 40.2 inches.  

Likewise, → (Logical connectives) increases in precipitation can be observed 

globally. The research group at University College London→ (Boldface) has recorded 

precipitation over land, with their data showing that precipitation has increased by about 

2 percent globally since 1900.  

Increases in Strength of Tropical Cyclones (Hurricanes and Typhoons)→(Heading & 

Boldface)   

The strength of tropical cyclones (hurricanes and typhoons) also has been 

increasing. In 2004 and 2005, Hurricanes Katrina, Rita, and a parade of storms affected 

the US. They devastated parts of Southern states such as Mississippi, Louisiana, and 

Texas. The apparent recent increase in hurricane intensity and duration measures in the 

Atlantic basin and several other basins has received considerable attention. Hurricane 

Katrina left Florida as a Category 1 hurricane but after a few days, Katrina transformed 

herself from a mild tropical storm into a dangerous Category 5 hurricane as she spun 

through the warm waters of the Gulf of Mexico. Hurricane Katrina killed 1,836 people 

and left $80 billion in damage, making it the worst hurricane ever. 

Studies conducted by the University of Tokyo→ (Boldface) in Japan have shown 

that a combined measure of both the duration and intensity of tropical cyclones has 

doubled over the last 30 years. This trend corresponds to increases in average ocean 

surface temperature. Most of the strongest cyclones on record have occurred during the 

past 10 years just as ocean surface temperatures have reached record levels. Thus, → 
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(Logical connectives) the increases in ocean surface temperature seem likely to be 

responsible for the most severe cyclones on record. 

A number of researchers have presented evidence that global warming is a crucial 

factor that causes the increase in cyclones‘ intensity and duration. Professor James Elsner 

at Florida State University→ (Boldface), for example,→ (Logical connectives) found 

that average air temperatures during cyclone seasons between June and November predict 

sea surface temperatures, which are a vital component in nourishing cyclone winds, but 

not vice-versa. His analysis provides verification of a link between atmospheric warming 

and the recent upswing in frequency and intensity of cyclones. According to his analysis, 

future tropical cyclones (typhoons and hurricanes) are likely to become more intense with 

larger peak wind speeds and more heavy precipitation associated with ongoing increases 

of tropical sea surface temperatures.  

Rises in Sea Level → (Heading & Boldface)    

Globally, a significant amount of sea level rise has been observed and that likely 

has resulted from the observed warming of the atmosphere and the oceans. Rises in sea 

level has been also observed in the US, with sea level rising about 0.1 inch per year along 

most of the US Atlantic and Gulf coasts.  This rise is part of the effects in which a 

warmer earth has globally influenced sea level.  

Sea level, as estimated by a research team at University of Amsterdam→ 

(Boldface) in the Netherlands using tide gauge measurements, has risen approximately 6-

8 inches worldwide during the last century. Furthermore, → (Logical connectives) this 

research team found that the expansion of ocean water, the melting of mountain glaciers, 
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and the melting of polar ice sheets are the primary factors driving the past century‘s sea 

level rise.   

Glacier National Park in Montana is a good example of the melting mountain 

glaciers. The glacier has been retreating rapidly since the early 1900's. At the current rate 

of melting, all glaciers will be gone at Glacier National Park by the middle of the next 

century. Mountain glaciers are one of the excellent sources that monitor climate change. 

The universal shrinkage of mountain glaciers is thought to be caused by a combination of 

increases in temperature and greenhouse-gas emissions. 

Greenhouse Gases and Greenhouse Effect → (Heading & Boldface)    

Most scientists believe that the primary reason for global warming are the so-

called ―greenhouse gases.‖ The most important greenhouse gases are carbon dioxide 

(CO2), methane (CH4), and nitrous oxide (N2O). They are mostly produced by human 

activities. A study conducted by a research team at University of Oxford→ (Boldface) in 

England verified this supposition. The study shows that human activities, for example, → 

(Logical connectives) burning coal, oil and gas, and cutting down forests are largely 

responsible for increasing greenhouse gases.  

The primary greenhouse gas emitted by human activities in the US is carbon 

dioxide (CO2), which represents about 85 percent of the total greenhouse gas emissions. 

Carbon dioxide (CO2) has been emitted mostly by the combustion of fossil fuels. 

According to the US Environmental Protection Agency (EPA), total US greenhouse gas 

emissions have risen by about 16 percent from 1990 to 2004. In 2004, they increased by 

about 2 percent from the previous year and it is expected that this trend will continue into 

the future. Due to continuous increases in greenhouse gas emissions, some states initiated 
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action on decreasing such emissions. On February 26, 2007, the Governors of Arizona, 

California, New Mexico, Oregon, and Washington signed an agreement establishing the 

Western Climate Initiative 3 in order to reduce greenhouse gas emissions.  

Greenhouse gases play an important role in absorbing and emitting heat. 

Excessive greenhouse gases strengthen greenhouse effect, which refers to a global 

increase in temperatures as heat energy from sunlight is trapped. A stronger greenhouse 

effect will increase the rate of global warming. Thus, → (Logical connectives) it is 

expected that global warming will be accelerated as increases in greenhouse gas 

emissions strengthen greenhouse effect.  

Impacts on Wildlife→ (Heading, Boldface)    

Global warming is also a dangerous threat to the future of wildlife. The American 

eco-system is no exception. In the past 40 years, there has been an increase in catches of 

warm water fish and a decrease in the catches of cold water fish. As North American 

temperatures continue to rise, cold water fish such as trout are losing their current 

habitats. Trout habitat throughout the Rocky Mountain region may be reduced by 50 

percent or more by the end of the century. In contrast, warm water fish such as bass and 

tilapia, have begun to infiltrate to places like Monterey, California, which previously 

were dominated by colder water species.  

As shown in the example above, → (Logical connectives) plants and animals 

around the world are in real danger of falling victim because their habitats are changing 

too rapidly for them to keep up. According to plant and animal scientists at University of 

Laval→ (Boldface) in France, as many as one-third of all wildlife species in some parts 
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of the world could be headed toward extinction within the next 50 years due to global 

warming.  

Impacts on Human Health→ (Heading & Boldface)    

Extreme heat waves. → (Heading & Boldface) Climate change can directly 

affect human health by increasing the number of extreme heat waves. For example, → 

(Logical connectives) during the 1990s, Chicago experienced several severe heat waves. 

In July 1995, a heat wave resulted in 485 heat-related deaths and 739 excess deaths when 

the temperature was over 98ºF for 4 days. After consecutive heat events, Chicago 

implemented a Heat Health Watch/Warning System. The warning system was 

implemented in other US cities such as Cincinnati, New Orleans, and St. Louis.  

According to a study conducted by a research center at University of Chicago→ 

(Boldface), increases in temperature may lead to more extreme heat waves during 

summer. Heat waves are rare events that vary in character and impact, but they could 

become more frequent, intense, and long-lasting with global warming. 

Increases in waterborne disease. → (Heading & Boldface) Scholars from 

National University of Singapore→ (Boldface) pinpointed that global warming is likely 

to increase waterborne diseases. Some examples can be found in the US. A soaking rain 

in Milwaukee in 1993 caused a sewage release that resulted in the deaths of 54 people. In 

the summer of 2004, more than 1400 people reported gastrointestinal problems linked to 

several months of above-average rainfall on Ohio's South Bass Island in Lake Erie. These 

examples can be explained by deducing that global warming is likely to cause heavy 

rainfall, the heavy rainfall will trigger sewage overflows, and in turn, → (Logical 

connectives) contaminate drinking water.  
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Increases in ground-level ozone. → (Heading & Boldface) Global warming 

leads to more frequent high temperatures, which are likely to cause increases in ground-

level ozone. Several big cities in the US report the possible danger of increases in 

ground-level ozone. On the days when ozone levels are high, emergency room visits for 

asthma attacks in big cities, such as New York, Los Angeles and Chicago, have been 

shown to increase by as much as 36 percent. According to a research team in Korea‘s 

Seoul National University,→ (Boldface) ozone is a severe irritant that can cause 

choking, coughing, and stinging eyes. Moreover, → (Logical connectives) it damages 

lung tissue, aggravates respiratory disease, and makes people more susceptible to 

respiratory infections. In fact, → (Logical connectives) the increase in ground-level 

ozone is especially harmful for those with asthma and other chronic lung diseases.   

So far, the phenomena tied to global warming and examples from the US have 

been reviewed. In summary, → (Logical connectives) the strong causes of global 

warming are likely to be green house gases emitted by human activities. Global warming 

could influence so many areas surrounding human beings such as increases in 

temperature, precipitation, strength of tropical cyclones, and rises in sea level. Also, it is 

expected that a wide range of impacts on wildlife and human health such as extreme heat 

waves, increases in waterborne disease and ground-level ozone. → (Summary) Many 

threatening examples of global warming‘s effects have been observed already in the US. 

This means that urgent measures are needed to prevent global warming or slacken the 

progress of global warming. Therefore, → (Logical connectives) now is the right time to 

concern about global warming for ourselves and future generations.   
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Global Warming  → (Title & Boldface) 

(Korean Version) 

 

* The grey-highlighted parts are different in two versions (American vs. Korean) to 

provide two different contexts 

* The yellow-highlighted parts will be inserted only for the signaling version (Red- 

colored words indicates what kind of signaling is being used) 

  

 
Global warming refers to the continuous increase in the average measured 

temperature of the earth‘s atmosphere and its oceans. It is important to understand global 

warming because more and more people are concerned about how global warming will 

affect their health and the well-being of current and future generations. Most scientists 

agree that the temperature increase can permanently change the earth‘s climate and that 

climate change is one of the most serious challenges to our future well-being. Also, → 

(Logical connectives) these scientists have concluded that that there is a significant 

human influence on climate change.  

 Globally, a warmer earth will bring about increases in temperatures, increases in 

precipitation, increases in the strength of tropical cyclones, and cause rises in sea level. 

Researchers think that greenhouse gases and greenhouse effect are largely responsible for 

global warming. Global warming also leads to a wide range of impacts on wildlife and 

human health such as extreme heat waves, increases in waterborne disease, and increases 

in ground-level ozone→ (Preview) In this essay, employing examples from Korea, the 

causes and impacts of global warming in America and in general will be addressed in 

detail. 
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The Increases in Temperature → (Heading & Boldface)   

In Korea, the average temperature has been increased and the rate of change has 

accelerated since 1990. The five warmest years in history have occurred since 1995. 

During that period, temperatures have been above average across most of Korea with 

temperatures in Busan, Chunan and Gwangju much above normal for winter in 2004 and 

2005. Also, much-above-average temperatures were observed in Seoul, Guri, and Suwon 

during summer. A new record of five consecutive days at or above 34°C was observed in 

August 2005 in Daegue, Gyeongsangbuk-do. 

These phenomena show that Korea is not an exception of global warming. 

According to a report by the Intergovernmental Panel on Climate Change (IPCC), → 

(Boldface) globally, our planet has warmed about 1.3 ºF in the twentieth century. 

Moreover, → (Logical connectives) according to research at the Massachusetts Institute 

of Technology, → (Boldface) the twentieth century was the warmest in the last 1,000 

years. Based upon previous reports, → (Logical connectives) IPCC → (Boldface) 

estimates that global average temperatures could increase by about 2ºC to 6ºC by 2100.  

Increases in Precipitation→ (Heading, Bold)   

Increasing temperatures of air and sea surface due to global warming tends to 

increase evaporation, with the increase in evaporation then leading to increases in 

precipitation. Korea has experienced an increase in precipitation. The average 

precipitation in 2005 was 1464.8 mm, well above the long-term (1971–2000) mean of 

1440.2 mm. Specifically, June 2005 through August 2005 was very wet from Taeback 

province through Joongbu and into Youngdong province. There also was much-above-

normal precipitation around Daegwallyeong and Gangneung city. Six cities in 
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Youngdong province, such as Gangneung, Donghae, and Chuncheon, reported their 

wettest summer on record. In addition, Youngdong providence set a record for the the 

heaviest rainfalls per hour of 100.5 mm, exceeding the previous record set back in 2000 

by 20.8 mm. 

Likewise, → (Logical connectives) increases in precipitation can be observed 

globally. The research group at University College London→ (Boldface) has recorded 

precipitation over land, with their data showing that precipitation has increased by about 

2 percent globally since 1900.  

Increases in Strength of Tropical Cyclones (Hurricanes and Typhoons)→(Heading & 

Boldface)   

The strength of tropical cyclones (typhoons and hurricanes) also has been 

increasing. In 2002 and 2003, Typhoons Maemi, Rusa and a parade of typhoons affected 

Korean Peninsula. They devastated parts of southern regions such as Gyeongsangbuk-Do, 

Gyeongsangnam-Do and Jeju-Do. The apparent recent increase in some typhoon intensity 

and duration measures in East Sea and South Sea of Korea has received considerable 

attention. Typhoon Maemi was a powerful supertyphoon that struck South Korea. At first, 

it was a Category 4 typhoon with the speed of 130 km per hour winds. After reaching a 

Category 5, the peak of winds became 150 km per hour. Maemi killed 115 people and left 

￦ 5 Cho in damage, making it the worst typhoon ever.  

Studies conducted by the University of Tokyo→ (Boldface) in Japan have shown 

that a combined measure of both the duration and intensity of tropical cyclones has 

doubled over the last 30 years. This trend corresponds to increases in average ocean 

surface temperature. Most of the strongest cyclones on record have occurred during the 
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past 10 years just as ocean surface temperatures have reached record levels. Thus, → 

(Logical connectives) the increases in ocean surface temperature seem likely to be 

responsible for the most severe cyclones on record. 

A number of researchers have presented evidence that global warming is a crucial 

factor that causes the increase in cyclones‘ intensity and duration. Professor James Elsner 

at Florida State University→ (Boldface), for example, → (Logical connectives) found 

that average air temperatures during cyclone seasons between June and November predict 

sea surface temperatures, which are a vital component in nourishing cyclone winds, but 

not vice-versa. His analysis provides verification of a link between atmospheric warming 

and the recent upswing in frequency and intensity of cyclones. According to his analysis, 

future tropical cyclones (typhoons and hurricanes) are likely to become more intense with 

larger peak wind speeds and more heavy precipitation associated with ongoing increases 

of tropical sea surface temperatures.  

Rises in Sea Level → (Heading & Boldface)    

Globally, a significant amount of sea level rise has been observed and that likely 

has resulted from the observed warming of the atmosphere and the oceans. Rises in sea 

level has been also observed in Korea, with sea level rising about 5.7mm per year, which 

is much larger than the global rate. This rise is part of the effects in which a warmer earth 

has globally influenced sea level.                  

Sea level, as estimated by a research team at University of Amsterdam→ 

(Boldface) in the Netherlands using tide gauge measurements, has risen approximately 

15-20 centimeters worldwide during the last century. Furthermore, → (Logical 

connectives) this research team found that the expansion of ocean water, the melting of 
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mountain glaciers, and the melting of polar ice sheets are the primary factors driving the 

past century‘s sea level rise.   

Baekdu Mountain in Hamkyungdo is a good example of the melting mountain 

glaciers. The glacier has been retreating rapidly since the early 1900's. At the current rate 

of melting, all glaciers will be gone from Chunjiyun in Baekdu National park by the 

middle of the next century. Mountain glaciers are one of the excellent sources that 

monitor climate change. The universal shrinkage of mountain glaciers is thought to be 

caused by a combination of increases in temperature and greenhouse-gas emissions. 

Greenhouse Gases and Greenhouse Effect → (Heading & Boldface)     

Most scientists believe that the primary reason for global warming are the so-

called ―greenhouse gases.‖ The most important greenhouse gases are carbon dioxide 

(CO2), methane (CH4), and nitrous oxide (N2O). They are mostly produced by human 

activities. A study conducted by a research team at University of Oxford→ (Boldface) in 

England verified this supposition. The study shows that human activities, for example, → 

(Logical connectives) burning coal, oil and gas, and cutting down forests are largely 

responsible for increasing greenhouse gases.  

The primary greenhouse gas emitted by human activities in Korea is carbon 

dioxide (CO2), which represents about 90 percent of total greenhouse gas emissions. 

Carbon dioxide (CO2) has been emitted mostly by the combustion of fossil fuels. 

According to Ministry Environment Republic of Korea, total Korea greenhouse gas 

emissions have risen by about 18 percent from 1990 to 2004. In 2004, it is increased by 

about 3 percent from the previous year and it is expected that this trend will continue into 

the future. Due to continuous increases in greenhouse gas emissions, several big Korean 
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cities initiated an action on decreasing such emissions. On July 10, 2008, the energy 

policy directors of Seoul, Busan, Gwangju, Incheon, and Daegu had a meeting regarding 

detailed methods and procedures in order to reduce greenhouse gas emissions.  

Greenhouse gases play an important role in absorbing and emitting heat. 

Excessive greenhouse gases strengthen greenhouse effect, which refers to a global 

increase in temperatures as heat energy from sunlight is trapped. A stronger greenhouse 

effect will increase the rate of global warming. Thus, → (Logical connectives) it is 

expected that global warming will be accelerated as increases in greenhouse gas 

emissions strengthen greenhouse effect.  

The Impacts on Wild Life→ (Heading & Boldface)    

Global warming is also a dangerous threat to the future of wildlife. The Korean 

eco-system is no exception. In the past 40 years, there has been an increase in catches of 

subtropical fish and a decrease in the catches of cold water fish. As Donghae (the East 

Sea) temperatures continue to rise, cold water fish such as cod are losing their current 

habitats. Cod habitat throughout North Donghae region may be reduced by 30 percent or 

more by the end of the century. However, subtropical fish such as squid and mackerel 

that were usually found around Jeju Island made their way up to the northeastern shores 

of Busan.  

As shown in the example above, → (Logical connectives) plants and animals 

around the world are in real danger of falling victim because their habitats are changing 

too rapidly for them to keep up. According to plant and animal scientists at University of 

Laval→ (Boldface) in France, as many as one-third of all wildlife species in some parts 
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of the world could be headed toward extinction within the next 50 years due to global 

warming.  

The Impacts on Human Health→ (Heading & Boldface)    

Extreme heat waves. → (Heading & Boldface) Climate change can directly 

affect human health by increasing the number of extreme heat waves. For example, → 

(Logical connectives) during the 1990s, Seoul experienced several severe heat waves. In 

July 1994, a heat wave resulted in 254 heat-related deaths and 532 excess deaths when 

the temperature was over 38 ºC for 14 days. After consecutive heat events, Seoul 

implemented a Heat Health Watch/Warning System. The warning system was 

implemented in other Korean cities such as Busan, Chunan, and Gwanju.  

According to a study conducted by a research center at University of Chicago→ 

(Boldface), increases in temperature may lead to more extreme heat waves during 

summer. Heat waves are rare events that vary in character and impact, but they could 

become more frequent, intense, and long-lasting with global warming. 

Increases in waterborne disease. → (Heading & Boldface) Scholars from 

National University of Singapore→ (Boldface) pinpointed that global warming is likely 

to increase waterborne diseases. Some examples can be found in Korea. A soaking rain in 

Daegu in 1993 caused a sewage release that resulted in the deaths of 23 people. In the 

summer of 2004, more than 700 people reported gastrointestinal problems linked to 

several months of above-average rainfall on the area around Nakdong river in 

Kyungsangbuk-do. These examples can be explained by deducing that global warming is 

likely to cause heavy rainfall, the heavy rainfall will trigger sewage overflows, and in 

turn, → (Logical connectives) contaminate drinking water.  
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Increases in ground-level ozone. → (Heading & Boldface) Global warming 

leads to more frequent high temperatures, which are likely to cause increases in ground-

level ozone. Several big cities in Korea report the possible danger of increases in ground-

level ozone. On the days when ozone levels are high, emergency room visits for asthma 

attacks in big cities, such as Seoul, Inchon, Busan and Gwangju, have been shown to 

increase by as much as 28 percent. According to a research team in Korea‘s Seoul 

National University,→ (Boldface) ozone is a severe irritant that can cause choking, 

coughing, and stinging eyes. Moreover, → (Logical connectives) it damages lung tissue, 

aggravates respiratory disease, and makes people more susceptible to respiratory 

infections. In fact, → (Logical connectives) the increase in ground-level ozone is 

especially harmful for those with asthma and other chronic lung diseases.   

So far, the phenomena tied to global warming and the examples from Korea have 

been reviewed. In summary, → (Logical connectives) the strong causes of global 

warming are likely to be green house gases emitted by human activities. Global warming 

could influence so many areas surrounding human beings such as increases in 

temperature, precipitation, strength of tropical cyclones, and rises in sea level. Also, it is 

expected that a wide range of impacts on wildlife and human health such as extreme heat 

waves, increases in waterborne disease and ground-level ozone. → (Summary) Many 

threatening examples of global waming‘s effects have been observed already in Korea. 

This means that urgent measures are needed to prevent global warming or slacken the 

progress of global warming. Therefore, → (Logical connectives) now is the right time to 

be concerned about global warming for ourselves and future generations.   

 



159 

 

Appendix E 

Subjective Rating Scale 

How interesting was the information you learned in SEGMENT No. (after each segment) 

or ALL FOUR SEGMENTS (after reading all segments)? 

  

Boring                                                                                               Interesting 

      1                        2                         3                         4                        5               

    (   )----------------(   )----------------(   )----------------(   )---------------(   ) 

 

How eager were you to learn about the information in SEGMENT No. (after each 

segment) or ALL FOUR SEGMENTS (after reading all segments)? 

 

Not Eager                                                                                          Very Eager 

      1                        2                         3                         4                        5               

    (   )----------------(   )----------------(   )----------------(   )---------------(   ) 

 

How difficult was it to learn the information in SEGMENT No. (after each segment) or 

ALL FOUR SEGMENTS (after reading all segments)? 

 

Not Difficult                                                                                    Very Difficult 

      1                        2                         3                         4                        5               

    (   )----------------(   )----------------(   )----------------(   )---------------(   ) 

 

How much effort did you put into learning the information SEGMENT No. (after each 

segment) or ALL FOUR SEGMENTS (after reading all segments)? 

 

No Effort                                                                                    A Lot of Effort 

      1                        2                         3                         4                        5               

    (   )----------------(   )----------------(   )----------------(   )---------------(   ) 
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Appendix F 

Fact-Related Comprehension Questions, a Recall Question, and Inference Making 

Questions 

(Red-colored choice - the right answer) 

 

 

Comprehension Questions  

 

 

Global warming 

 

Fact 1  

Global warming refers to the continuous increase in the average measured 

temperature of the earth’s atmosphere and its oceans. 

 

Global warming refers to the continuous increase in the average measured temperature of 

the earth‘s  

 

a. atmosphere 

b. oceans 

c. atmosphere and oceans 

d. atmosphere, oceans, and mountains 

 

Fact 2 

 

Scientists have concluded that that there is a significant human influence on climate 

change.  

 

Scientists have concluded that human influence on climate change is  

 

a. infrequent 

b. significant 

c. small  

d. unobservable 

 

 

Increases in temperature 

 

 

Fact 3 

 

According to research at the Massachusetts Institute of Technology, the 20
th

 century 

was the warmest in the last 1000 years. 
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According to research at the Massachusetts Institute of Technology, the 20
th

 century was 

the warmest in the last  

 

 

a. 100 years 

b. 500 years 

c. 1000 years 

d. 5000 years 

 

 

Fact 4 

 

The IPCC estimates that global average temperatures could increase by about 3ºF 

to 10ºF (2ºC to 6ºC) by 2100. 

 

 

(American version) 

Approximately how many degrees is the temperature expected to increase on our planet 

by 2100?  

 

a. From 1 to 8 ºF          

b. From 2 to 11 ºF         

c. From 3 to 10 ºF         

d. From 4 to 11 ºF 

 

 

(Korean version) 

Approximately, how many degrees is the temperature expected to increase on our planet 

by 2100?  

 

a. From 1 to 5 ºC          

b. From 1 to 6 ºC          

c. From 2 to 6 ºC          

d. From 3 to 7 ºC 

 

 

Fact 5 

 

Intergovernmental Panel on Climate Change (IPCC) 

 

What does IPCC stand for? 

 

a. Interstate Panel on Climate Change 

b. Intergovernmental Panel on Climate Change 

c. International Panel on Climate Change 

d. Interregional Panel for Climate Change 
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Increases in precipitation 

 

Fact 6 

 

Precipitation over land has increased by about 2 percent globally since 1900. 

  

About how much has precipitation over land increased globally since 1900? 

 

a. 1 percent 

b. 2 percent 

c. 3 percent 

d. 4 percent 

 

 

Fact 7 

 

Increasing temperatures of air and sea surface due to global warming tends to 

increase evaporation, with the increase in evaporation then leading increases in 

precipitation.  

   

Increasing temperatures of air and sea surface affect _______in evaporation and  

_______ in precipitation. 

 

a. increases, increases  

b. increases, decreases 

c. decreases, increases 

d. decreases, decreases  

  

 

Increase in Strength of Tropical Cyclones (Hurricanes and Typhoons) 

 

 

Fact 8 

The increases in ocean surface temperature seem likely to be responsible for the 

most severe cyclones on record. 

Which of the following is most likely responsible for stronger cyclones? 

 

a. Stronger tornados   

b. More humid atmosphere  

c. Higher land surface temperatures  

d. Higher ocean surface temperatures 
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Fact 9  

 

Average air temperatures during cyclone seasons between June and November 

predict sea surface temperatures, which are a vital component in nourishing cyclone 

winds 

 

Which of the following is accurately reflects the relationship between average air 

temperature and sea surface temperature during the June to November cyclones season? 

 

a. Sea surface temperature is useful in predicting average air temperature 

b. Average air temperature is useful in predicting sea surface temperature 

c. Average air temperature and sea surface temperature are only occasionally related 

d. Average air temperature has no relationship to sea surface temperature 

 

 

Fact 10 

Future tropical cyclones (typhoons and hurricanes) are likely to become more 

intense with larger peak wind speeds and more heavy precipitation associated with 

ongoing increases of tropical sea surface temperatures.  

 

It is likely that future tropical cyclones will become  

 

a. less intense  

b. more intense 

c. less frequent 

d. none of the above  

 

 

 

Rises in Sea Level 

 

 

Fact 11 

 

Sea level is estimated by tide gauge measurements. 

 

One important way of calculating sea level increases is by 

  

a. testing sea depth  

b. estimating the amount of sea water  

c. tide gauge measurements 

d. careful studies of the health of coral reefs 
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Fact 12 

 

The research team found that the expansion of ocean water, the melting of mountain 

glaciers and the melting of polar ice sheets are the primary factors driving the past 

century’s sea level rise.   

 

Which of the following is not a primary factor contributing to the past century‘s sea level 

rise? 

 

a. Expansion of ocean water 

b. Melting of mountain glaciers 

c. Melting of polar ice sheets 

d. Increase in ocean salinity 

 

 

Fact 13 

 

A significant amount of sea level rise likely has resulted from the observed warming 

of the atmosphere and the oceans.  

 

A significant amount of sea level rise has resulted from the warming of the  

 

a. atmosphere and the lands 

b. oceans and the lands 

c. mountains and the oceans 

d. atmosphere and the oceans  

 

 

 

Greenhouse gases and greenhouse effect 

 

 

Fact 14 

 

The most important greenhouse gases are carbon dioxide (CO2) methane (CH4) 

Nitrous oxide (N2O). 

 

The most important greenhouse gases are  

 

a. carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O). 

b. hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and hexafluoride (SF6)  

c. methane (CH4), hydrofluorocarbons (HFCs), and nitrous oxide (N2O) 

d. carbon dioxide (CO2) perfluorocarbons (PFCs), nitrous oxide (N2O) 
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Fact 15 

 

Human activities, for example, burning coal, oil and gas, and cutting down forests 

are largely responsible for increasing greenhouse gases  

 

Which one of these human activities is not a primary factor in increasing green house 

gases? 

 

a. Burning coal 

b. Driving cars 

c. Cutting down forests 

d. Cultivating farmland 

 

Fact 16 

 

Greenhouse gases play an important role in absorbing and emitting heat. 

 

Greenhouse gases absorb and emit  

 

a. heat                

b. light 

c. smoke                   

d. sound  

 

Fact 17 

 

The greenhouse effect which refers to a global increase in temperatures as heat 

energy from sunlight is trapped. 

 

What is the natural phenomenon referring to an increase in temperatures as heat energy 

from sunlight is trapped? 

 

a. Solar magnetism 

b. Greenhouse effect 

c. Global heat waves   

d. The Kuiper Belt 
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Fact 18 

Excessive greenhouse gases strengthen greenhouse effect. A stronger greenhouse 

effect will increase the rate of global warming. Thus, global warming will be 

accelerated as the increases of greenhouse gases strengthen greenhouse effect.  

 

Which one does describe the right sequence of causes and effects of increases in 

greenhouse gas emissions? 

 

a. Greenhouse gas emissions → global warming → greenhouse effect 

b. Global warming → greenhouse gas emissions → greenhouse effect   

c. Greenhouse effect → global warming → greenhouse gas emissions 

d. Greenhouse gas emissions → greenhouse effect → global warming 

 

 

 

Impacts on wildlife 

 

 

Fact 19 

 

Plants and animals around the world are in real danger of falling victim because 

their habitat is changing too rapidly for them to keep up. 

 

What is the greatest threat to plants and animals caused by global warming?  

 

a. Significant increases in precipitation. 

b. Contamination of water-related resources 

c. Rapid changes in their habitats. 

d. Expansion of collecting and hunting areas 

 

 

Fact 20 

According to plant and animal scientists in University of Laval in France, as many 

as one-third of all wildlife species in some parts of the world could be headed toward 

extinction within the next 50 years due to global warming.  

According to plant and animal scientists, in some parts of the world, as many as all wild 

life species could be headed toward extinction due to global warming 

 

a. 1/5  

b. 1/3  

c. 2/3 

d. 9/10 
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Impacts on human health 

 

Extreme heat waves 

 

 

Fact 21 

 

Heat waves could become more frequent, intense and longer with global warming. 

Heat waves could become  

a. Frequent, intense, long-lasting 

b. Frequent, weak, shorter 

c. Rare, intense, long-lasting 

d. Rare, weak, shorter 

 

 

Increases in waterborne diseases 

 

Fact 22 

 

Global warming is likely to cause heavy rainfall in the future and as a result, that 

will trigger sewage overflows and contaminate drinking water. 

 

Which one does describe the right sequence of causes and effects of heavy rainfall? 

 

a. Sewage overflows → drinking water contamination → waterborne diseases 

b. Waterborne diseases → drinking water contamination → Sewage overflows   

c. Drinking water contamination → waterborne diseases → Sewage overflows 

d. Waterborne diseases → Sewage overflows → drinking water contamination 

 

 

Increases in ground-level ozone 

 

Fact 23 

 

The increase of ground-level ozone is especially harmful for those with asthma and 

other chronic lung diseases. 

  

Of the following, who are likely to be most affected by ground-level ozone? 

 

a. People with undiagnosed heart diseases 

b. People with chronic lung diseases  

c. People with migraine headaches 

d. Disabled people who are less mobile  
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Comprehensive Questions 

 

Question 24  

 

Which is not a phenomenon caused by global warming? 

 

a. Increases in precipitation 

b. Rises in sea level 

c. More intense tropical cyclones 

d. Increases in greenhouse gases 

 

 

Question 25 

 

Which one is not one of the negative effects on human health caused by global warming? 

 

a. Heat-related deaths  

b. Diabetes 

c. Waterborne disease 

d. Respiratory disease 

 

 

 

Inference Making Questions 

 

Fact 26 

Professor James Elsner at Florida State University, for example, found that average 

air temperatures during cyclone seasons between June and November predict sea 

surface temperatures, which are a vital component in nourishing cyclone winds, but 

not vice-versa. His analysis provides verification of a link between atmospheric 

warming and the recent upswing in frequency and intensity of cyclones. According 

to his analysis, future tropical cyclones (typhoons and hurricanes) are likely to 

become more intense with larger peak wind speeds and more heavy precipitation 

associated with ongoing increases of tropical sea surface temperatures.  

 

26. X and Y are cities located on the shore of the ocean. During the last ten years, X city 

has experienced increases in the average atmospheric temperature whereas the average 

temperature of Y city has been steady or a little decreased. Which city do you think is 

likely to be exposed to stronger hurricanes? 

  

a. X  

b. Y  

c. Both X and Y  

d. Neither X and Y  



169 

 

Fact 27 

Increasing temperatures of air and sea surface due to global warming tends to 

increase evaporation, with the increase in evaporation then leading increases in 

precipitation. Mountain glaciers are one of the excellent sources that monitor 

climate change. The universal shrinkage of mountain glaciers is thought to be 

caused by a combination of a temperature increase and by increased greenhouse-gas 

emissions. 

 

27. X mountain national park famous for mountain glaciers has had a problem decreasing 

mountain glaciers. Which action is needed to slow down melting mountain glaciers? 

  

a. Prohibiting entering the mountain glacier areas  

b. Informing people the effects of greenhouse gases on mountain glaciers 

c. Educating tourists about the danger of forest fire 

d. None of above 

 

Fact 28 

The most important greenhouse gases are carbon dioxide (CO2) methane (CH4) 

nitrous oxide (N2O). All are mostly produced by human activities. A study 

conducted by a research team at University of Oxford in England verified that. The 

study shows that human activities, for example, burning coal, oil and gas, and 

cutting down forests are largely responsible for increasing greenhouse gases.  

 

28. Which action is not helpful to slow down global warming?  

 

a. Encouraging carpooling 

b. Buying high efficiency appliances  

c. Recycling 

d. Cleaning up your environment  

 

Fact 29 

Global warming is also to be the most dangerous threat to the future of wildlife.  

Plant and Animal Scientists in University of Laval in  France recently concluded 

that within the next 50 years, as many as one-third of all wildlife species in some 

regions of the world could be headed toward extinction due to global warming. 

Plants and animals around the world are in real danger of falling victim because 

their habitat is changing too rapidly for them to keep up. 
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29. If you cannot catch cold water fish any more in an area where you caught them before, 

what could you do to still catch them? 

  

a. Go to the north to catch them 

b. Go to the south to catch them 

c. Going to areas that are not inhabited by human 

d. None of above 

 

Fact 30 

Climate change may directly affect human health through increases of the chance of 

extreme heat waves as well as increases in average temperature. According to 

research conducted by University of Chicago, temperature increases may lead to 

more extreme heat waves during the summer. Heat waves are rare events that vary 

in character and impact. However, they could become more frequent, intense and 

longer with climate change. Extreme heat increases humans’ body metabolism and 

temperature that uses up energy and magnify need for oxygen.  

According to the research team in Seoul National University in South Korea, global 

warming induced increases in the frequency of smog events and particular air 

pollution. Sunlight and high temperatures can cause ground-level ozone to increase. 

The increase of ground-level ozone is especially harmful for those with asthma and 

other chronic lung diseases. Ozone is a severe irritant that can cause choking, 

coughing and stinging eyes. It damages lung tissue, aggravates respiratory disease 

and makes people more susceptible to respiratory infections. 

  

30. Which one of the following is not increased when it is much hotter than normal? 

a. Number of visitors to ER  

b. Death rate  

c. Number of asthma attacks  

d. Number of new cases of diabetes  

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.epa.gov/air/urbanair/6poll.html
http://www.epa.gov/air/urbanair/6poll.html


171 

 

Recall Questions 

 

The article you read described research on global warming being conducted at several 

universities. Please write down as many of these universities as you can.  

   

________________________________ 

________________________________ 

________________________________ 

________________________________ 

________________________________ 

________________________________ 

________________________________ 

________________________________ 

________________________________ 
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Appendix G 

INFROMED CONSENT FORM 

(IRB Approval # 20101111351 EX) 

 

 

 

Identification of Project:  
Effects of Background Context and Signaling on Reading Comprehension and Recall: The 

Perspective of Cognitive Load Theory  

 

Purpose of the Research:  
This is a research project that will investigate the effect of context and signaling on reading 

comprehension, recall and cognitive load. You must be 19 years of age or older to participate. 

You are invited to participate in this study because you are invited to participate in this study 

because you are a student in EDPS362 or EDPS457 at the University of Nebraska – Lincoln.  

 

Procedures:  
This study will take place in a computer lab. Participation in this study will require 

approximately 60 minutes of your time. First, you will be asked to complete a demographic 

checklist and prior knowledge checklist. The demographic checklist consists of four 

questions and the prior knowledge checklist consists of seven questions about global 

warming knowledge and belief, and eight questions about self-efficacy in American and 

Korean geography. Next, you will be randomly assigned to one of the four groups and in 

each group you will be requested to read one of the four versions of global warming text that 

contains four segments. At the end of each segment, you will be asked to report your level of 

interest, motivation, difficulty and investment of metal effort. Once you finish reading the all 

four segments, you will be asked to report your level of interest, motivation, difficulty and 

investment of metal effort one more time and complete comprehension and recall test.  

 

Risks and/or Discomforts:  
There are no known risks or discomforts related to this research.  

 

Benefits: All students enrolled in Educational Psychology 362 and 457 have a 3-hour 

research requirement. The participants will receive a 1- hour research requirement for your 

participation in this study. For students who do not participate in this study, their 1- hour 

research requirement will be fulfilled by alternative activities such as reviewing research 

articles/ scholarly publications or completing other research related activities offered by 

individual instructors.  

The information obtained from this study may help us to better understand the effect of 

context and signaling on reading comprehension, recall, and cognitive load.  

 

Confidentiality:  
All the data gathered during this study will be kept strictly confidential. The data will be 

stored on a computer and can be accessed only by the investigator. The results of this study 

may be published or presented at scientific meetings but the data will be reported as 

aggregated data.  
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Compensation:  
As regular course requirement of EDPS362 and EDPS457, you will need to complete a 3-

hour research requirement. You will receive a 1-hour research requirement for your 

participation in this study.  

 

Opportunity to Ask Questions:  
You may ask any questions concerning the research either before agreeing to participate or 

during the research study. Or you may call the investigator at any time, personal phone, (334) 

671-8477. If you have any questions that have not been answered by the investigators about 

your rights as a part of this research, you may contact the University of Nebraska-Lincoln 

Institutional Review Board, telephone (402) 472-6965.  

 

Freedom to Withdraw:  
You are free to decide not to participate or to withdraw at any time without harming your 

relationship with the researchers or the University of Nebraska-Lincoln. Your decision will 

not result in any loss of benefits to which you are otherwise entitled.  

 

Consent, Right to Receive a Copy:  
You are voluntarily making a decision whether or not to participate in this research study. 

Checking the ―accept‖ box certifies that you have decided to participate and read and 

understood the information presented. You may print out a copy of this informed consent 

form to keep.  

 

Name and Phone number of investigator(s)  
Minjung Song, M.A., Principal Investigator Office: (402) 472-2223  

Roger Bruning, Ph.D., Secondary Investigator Office: (402) 472-2225 

 


