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Abstract

In addition to serving as vectors of several other human pathogens, the black-legged tick, *Ixodes scapularis* Say, and western black-legged tick, *Ixodes pacificus* Cooley and Kohls, are the primary vectors of the spirochete (*Borrelia burgdorferi*) that causes Lyme disease, the most common vector-borne disease in the United States. Over the past two decades, the geographic range of *I. pacificus* has changed modestly while, in contrast, the *I. scapularis* range has expanded substantially, which likely contributes to the concurrent expansion in the distribution of human Lyme disease cases in the Northeastern, North-Central and Mid-Atlantic states. Identifying counties that contain suitable habitat for these ticks that have not yet reported established vector populations can aid in targeting limited vector surveillance resources to areas where tick invasion and potential human risk are likely to occur. We used county-level vector distribution information and ensemble modeling to map the potential distribution of *I. scapularis* and *I. pacificus* in the contiguous United States as a function of climate, elevation, and forest cover. Results show that *I. pacificus* is currently present within much of the range classified by our model as suitable for establishment. In contrast, environmental conditions are suitable for *I. scapularis* to continue expanding its range into northwestern Minnesota, central and northern Michigan, within the Ohio River Valley, and inland from the southeastern and Gulf coasts. Overall, our ensemble models show suitable habitat for *I. scapularis* in 441 eastern counties and for *I. pacificus* in 11 western counties where surveillance records have not yet supported classification of the counties as established.
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The black-legged and western black-legged ticks, *Ixodes scapularis* Say and *Ixodes pacificus* Cooley and Kohls, respectively (herein referred to as *Ixodes* spp.), are the primary vectors to humans of the bacterial causative agents of Lyme disease (*Borrelia burgdorferi* sensu stricto), as well as of pathogens that cause other human diseases including Anaplasmosis, Babesiosis, and Powassan virus disease (Piesman and Gern 2004, Brown and Lane 2005, Ebel 2010). Lyme disease is the most commonly reported vector-borne disease in the United States with over 30,000 cases reported annually in recent years (Mead 2015, Nelson et al. 2015). Cases in the United States are focused in 14 high-incidence states in the Northeast and North-Central regions and in small numbers in the western United States. Since the late 1990s, the number of reported cases of Lyme disease in the United States has tripled (Mead 2015). Furthermore, within the North-Central and Northeastern foci, the geographic range of reported Lyme disease cases has expanded. For example, in the Northeast, the number of counties considered high risk for Lyme disease has increased by more than 320 percent since the mid-1990s (Kugeler et al. 2015). In Minnesota, the number of *I. scapularis*-borne disease cases expanded in distribution across the state and increased by 742 percent from 1996 through 2011 (Robinson et al. 2015). Coinciding with the increasing geographic range over which Lyme disease cases have been reported during the previous two decades, the number of counties in which *I. scapularis* is considered to be established has increased in the Northeastern, Mid-Atlantic, and North Central United States, while the range of *I. pacificus* has remained relatively stable (Eisen et al. 2016). This suggests that the realized niche of *I. pacificus*, or the areas that the tick is currently found, has nearly reached the extent of its fundamental niche, or the regions of the country where the tick can hypothetically survive given local environmental and climatic conditions. Alternatively, the
fundamental niche may be much larger than the realized niche, but substantial barriers to migration (e.g., mountain ranges and vast deserts) or biotic factors such as lack of hosts have slowed expansion of the tick’s range. Similarly, competition with established *I. scapularis* populations in the eastern United States may have prevented *I. pacificus* from becoming established outside of the West. The continued range expansion of *I. scapularis* suggests areas likely exist in the United States where this species can survive and reproduce but where established populations have not been reported. The goal of this study is to explore the degree to which the realized niches of *I. scapularis* and *I. pacificus* overlap with their modeled suitable habitat. This information would allow identification of counties where enhanced vector surveillance might be needed, for example in counties classified by our model as suitable for establishment but where vector populations have not yet been documented. Such areas may represent the leading edge of range expansion or where the tick is already established but surveillance activities are lacking. Habitat suitability models can aid in identifying whether and to what extent these medically important ticks are likely to continue expanding their ranges.

Others have developed habitat suitability models for *I. scapularis* (Estrada-Peña 2002, Brownstein et al. 2003) using similar county-level data on the distribution of *I. scapularis* compiled nearly two decades ago (Dennis et al. 1998). Each of these modeling efforts predicted the potential for *I. scapularis* range expansion to some degree. An updated survey of the tick’s distribution (Eisen et al. 2016) supports the earlier model predictions in some areas, but also reveals establishment in areas not predicted to be suitable by the models. Habitat suitability models based on the updated distribution records will likely differ substantially from previous models because the current distribution of these ticks indicates that they can survive under a broader range of climatic conditions than was captured using the geographical distributions of nearly two decades ago. Here we utilize updated *Ixodes* spp. distribution data (Eisen et al. 2016) and statistical ensemble modeling (Araújo and New 2007) to map the potential distribution of the tick vectors of Lyme disease spirochetes and other human pathogens in the United States. An ensemble modeling approach is used to address uncertainty in individual modeling algorithms (Buisson et al. 2010, Springer et al. 2015).

**Materials and Methods**

**Tick Distribution Data**

We used published data on the reported distribution of *I. scapularis* and *I. pacificus* by county in the United States as the basis of our modeling. Eisen et al. (2016) recently updated these data using literature searches, state health department data, and personal communications with tick and Lyme disease researchers throughout the United States. The county status in the database is defined using the definitions presented by Dennis et al. (1998). A county was classified as “established” if at least six ticks, or two or more life stages, were collected in a single year within the county. Counties were classified as “reported” if the specimen collections did not reach these thresholds, or if the number of ticks collected was not specified. All other counties lacked collection records for these tick species and were classified as “no records.”

**Climate, Elevation, and Land Cover Data Sources and Variable Selection**

We selected a variety of environmental predictor candidates for our distribution models based on previous research on the biology and ecological requirements of *Ixodes* spp. Derivation methods and data sources for the candidate variables have been described previously in Springer et al. (2015) and are briefly summarized below and in the Supp. File (online only).

We used the 19 bioclimatic variables (Nix 1986) from WorldClim (version 1.4) at 2.5 arc minute resolution (roughly 5 km). WorldClim is a set of global climate layers that represent average conditions between 1950 and 2000 (Hijmans et al. 2005). We also used two estimates of growing degree days (GDDs), which is a measure of cumulative heat over a baseline temperature. We included the mean number of GDDs > 10°C for each month as well as cumulative GDDs > 10°C from the start of the year (Eisen et al. 2006, Moore et al. 2014). Because GDDs are not a direct output of WorldClim, they were estimated using WorldClim temperature data and calibrated using daily data from Daymet (Thornton et al. 2012), as described in Springer et al. (2015). We also tested monthly average values of vapor pressure (a measure of humidity) and the average number of days per month with snow cover (based on values of snow water equivalent > 0 mm) using data for the period 1980–2000 from Daymet. We obtained elevation data from the U.S. Geological Survey GTOPO30 digital elevation model (1996). Finally, land cover data were obtained from the USGS 2011 National Land Cover Database at 30-m resolution (Homer et al. 2013). The percent forest cover in a county was calculated by summing the area of the pixels in the deciduous, evergreen, and mixed forest classes and dividing by the county area.

Because the tick surveillance data were at the county level, we used the Zonal Statistics tool in ArcGIS version 10.2 (Environmental Systems Resource Institute; ESRI, Redlands, CA) to calculate a county-level mean value for each of the climate and elevation variables. Means for each county were calculated using data from grid cells whose centroid fell inside the county boundary.

We evaluated collinearity between predictors by generating a matrix that listed the largest value from among three correlation coefficients (Pearson, Spearman, and Kendall) calculated for each pair of variables. Then we ranked the variables in descending order by their values of deviance explained, or the amount of variation explained in a univariate model for a given predictor. We used three methods to choose among correlated variables and limited the analysis to variables with pairwise correlations < 0.80. For the first method, we used expert knowledge on tick ecological requirements and deviance explained to narrow the predictor list. For the second method, we dropped variables that explained < 5% deviance and then, from the ordered list of remaining variables, we retained the one with the highest deviance explained from among correlated variables. Then we continued down the list, adding each successive variable to the candidate pool if it was not correlated with any of the predictors already selected. For the third method, we dropped all variables that explained < 1% deviance and selected variables based on their deviance explained as described in the second method; however, we also categorized each variable as a temperature, precipitation, or humidity variable. If, when moving down the ranked predictor list, we encountered a variable in a climate category that was not represented in the candidate pool, we included it and dropped any correlated predictors that had already been selected if there were other selected predictors in the same climate category. These variables are later referenced as *I. scapularis* or *I. pacificus* predictor sets 1, 2, or 3, respectively. Unless otherwise noted, all statistical analyses were conducted using VisTrails Software for Assisted Habitat Modeling (SAHM; version 2.0) (Morissette et al. 2013).
Modeling Ixodes Species Distributions

We developed the habitat suitability models for *I. scapularis* and *I. pacificus* separately because their distributions do not overlap (Eisen et al. 2016). We limited the study extent for *I. scapularis* to the Midwestern and Eastern United States, using the western borders of North and South Dakota, Nebraska, Kansas, Oklahoma, and Texas as the boundary. We modeled *I. pacificus* in Washington, Oregon, California, Idaho, Nevada, Utah, and Arizona.

We modeled the distribution of suitable habitat for these tick species using five algorithms: 1) boosted regression tree (BRT), 2) generalized linear model (GLM), 3) multivariate adaptive regression spline (MARS), 4) maximum entropy (Maxent), and 5) random forest (RF) (Talbert and Talbert 2001). Consideration of multiple algorithms allowed us to evaluate potential biases of individual approaches and optimize model parameters for subsequent analyses. We ran this set of algorithms for the three predictor sets described above for a total of 15 models for each tick species (i.e., 5 algorithms for each of 3 predictor sets). Inputs to the models included county tick status as “present” (counties that have established *I. scapularis* or *I. pacificus* populations) or “absent” (counties with reported tick populations or that have no reported tick surveillance data) as well as county-level values of each of the climate, elevation, and land cover predictors. We chose not to include counties with “reported” tick populations in our presence points because it is possible that the few ticks collected in that county represent anomalous, imported ticks that will not survive to reproduce.

In addition to running the models using all of the training data, we used a 10-fold cross-validation method to generate performance statistics for our models. This process included dividing the data into 10 equal subsets and running the models 10 times, leaving out one subset each time (henceforth referred to as the “test” dataset). Each model run produced a continuous relative probability surface of suitable habitat within the study extent. For each run, the probability threshold that maximized the sensitivity and specificity of the results based on the true presence or absence of a tick species was used to convert the continuous habitat suitability score into a binary score that classified each county as either suitable (score = 1) or unsuitable (score = 0) (Fielding and Bell 1997, Guisan et al. 2007). These binary results from the cross-validation model runs were then aggregated into several metrics that we used to assess model overfitting and to optimize model parameters.

First we assessed the Receiver Operating Characteristic (ROC) curve and associated values of area under the curve (AUC) for training and testing runs. The ROC curve is a plot of the true positive rate against the false positive rate for different cutpoints of the continuous habitat suitability score. The AUC is a measure of the accuracy of the habitat suitability model. The AUC ranges from 0.5 to 1, where a value of 0.5 indicates that the model is not useful for distinguishing suitable from unsuitable habitat while a value of 1 indicates a perfect model (Fielding and Bell 1997). We assessed overfitting by looking to see if the difference between the training AUC and mean of the testing AUC values exceeded 0.05 or if there were large differences between the training and testing sets in percent correctly classified, percent deviance explained, and sensitivity and specificity of training and testing models for each algorithm. Based on these assessments, we optimized the BRT model using a tree complexity of two, a learning rate of 0.005, and 5,000 trees (Elith et al. 2008, Springer et al. 2015). All other models used the default SAHM parameters.

After the models were optimized, we compared the performance metrics produced by the three predictor sets using each of the five algorithms to select one model for each algorithm. For example, we compared the AUC, sensitivity, specificity, and AIC for the three GLM models and selected the model with the best performance based on these statistics. We repeated this for each model algorithm to select the top five models for each tick species.

Visualization and Evaluation of Modeling Results

After selecting the top five models, we calculated the relative contribution of each climate or land use predictor to each of the models. The variables selected by each algorithm varied, so in order to compare predictors across models, we normalized the contribution values by converting them to percentages relative to all variables in an individual model. We also examined response curves of each selected predictor across the five models. These curves show the relationship between an environmental predictor and tick habitat suitability.

We completed model selection by identifying, among the top five optimized models, those that had average testing AUC >0.7, biologically realistic response curves based on expert knowledge, and sensitivity and specificity values >0.70. If any model did not meet these criteria, it was not included in the final model. We created an ensemble model from the models that met these criteria by summing their binary habitat suitability maps. Thus, each county in the ensemble model had a habitat suitability score indicating the number of individual habitat suitability models that classified it as suitable tick habitat. To evaluate the ensemble model predictions and identify areas of likely tick invasion, we compared the ensemble map to the tick surveillance records used to train the model (Eisen et al. 2016). We also created binary distribution maps from each of the ensemble members to evaluate differences in the geographic range predictions from each modeling algorithm. Finally, we identified counties where surveillance records indicate that *Ixodes* ticks are not established but at least two ensemble members predicted suitable habitat.

Results

**Ixodes scapularis** Variable Selection and Model Performance

Using the three variable selection methods described above, we reduced the original set of 68 environmental predictors to 11 (those listed in Table 1 and cumulative growing degree days in December, which subsequently was not retained by any model). Although we consistently selected many of the same predictors using the three selection methods, there were slight differences in the three groups of predictors presented to the model algorithms and at least one modeling algorithm performed best with each of the predictor sets (Table 2). The best performing BRT and GLM models used variables selected using expert opinion (predictor set 1). The best MARS model used the candidate variables selected based only on percent deviance explained (predictor set 2), and the Maxent model used variables selected with a combination of percent deviance explained and climate category (predictor set 3). We dropped the RF model from the results because there was evidence of substantial overfitting of the training data using this algorithm. In particular, the training and testing sensitivity varied by almost 15 percentage points, while the difference in the other algorithms was 0 to 3 percentage points. When interpreting the results of the modeling algorithms, it is important to note that both the Maxent and RF models do not have an internal variable selection process and therefore retain all predictors presented to them as candidates. Predictor
variables that do not explain a significant amount of variation in these models will have low normalized contribution values in these models.

Several of the predictors were retained by at least three of the four modeling algorithms (Table 1). Maximum temperature of the warmest month (Bio5) was retained by all of the models that used predictor sets 1 or 2 which included Bio5 as a candidate, and its normalized contribution was between 11 and 55 percent. Precipitation in the warmest quarter (Bio18) was also in three of four final models and had normalized contributions between 8 and 13 percent. Precipitation of the coldest quarter (Bio19) and precipitation of the driest quarter (Bio17) were highly correlated so were not included in the same model, but three of four models retained one of these precipitation variables and normalized contributions were between 5 and 16 percent. In addition to climate variables, percent forest cover in a county was a strong predictor of suitable I. scapularis habitat. Forest cover was retained by three of four modeling algorithms and had normalized contributions between 14 and 26 percent. Elevation was the only predictor retained by all four optimized models and had normalized contributions between 21 and 44 percent. Among the four optimized models, nonclimatic predictors (percent forest cover and elevation) explained an average of 46 percent (range: 40 to 55 percent) of the variation in I. scapularis habitat suitability, and climate predictors explained an average of 54 percent of the variation (range: 45 to 59 percent).

All models had high accuracy with average test AUC values between 0.85 and 0.86 (Table 2). Across all models, ~77 percent of counties were correctly classified in the testing datasets. Sensitivity, or the percent of counties with known suitable habitat that were classified as such by the models, was 75 to 77 percent in the testing data. Most of the sensitivity loss was in the inland counties in the Southeast where 106 counties with established vector populations were predicted as unsuitable by three or four ensemble members (Fig. 1). The specificity range, or the percent of counties without reported established tick populations that were classified as such by the models, was 77 to 78 percent. Performance metrics were similar for training and testing data across all models indicating that the models were not overfit to the training data and performed well on testing datasets.

**Ixodes scapularis Response Curves**

Response curves of the climate predictors show a consistent relationship between maximum temperature in the warmest month (Bio5) and relative probability of I. scapularis occurrence with the least
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### Table 1. Relative contributions of the climate, elevation, and land cover predictors selected by each of the distribution modeling algorithms for the *Ixodes scapularis* models

<table>
<thead>
<tr>
<th>Climate, elevation, and land cover predictors</th>
<th>Percent deviance explained (rank)</th>
<th>Normalized contribution values (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean diurnal temperature range (Bio2)</td>
<td>10.9 (1)</td>
<td>BRT 0.6, GLM 0.6, MARS 0.6, Maxent 3.7</td>
</tr>
<tr>
<td>Average days with snow cover in May (Swe5)</td>
<td>10.8 (2)</td>
<td>BRT 1.4, GLM –, MARS –, Maxent 0.3</td>
</tr>
<tr>
<td>Max temperature of warmest month (Bio5)</td>
<td>9.1 (3)</td>
<td>BRT 11.8, GLM 15.3, MARS 34.1, Maxent –</td>
</tr>
<tr>
<td>Precipitation of coldest quarter (Bio19)</td>
<td>8.4 (4)</td>
<td>BRT 7.1, GLM –, MARS 5.3, Maxent –</td>
</tr>
<tr>
<td>Precipitation of driest quarter (Bio17)</td>
<td>7.4 (6)</td>
<td>BRT 16.3, GLM –, MARS –, Maxent –</td>
</tr>
<tr>
<td>Precipitation of warmest quarter (Bio18)</td>
<td>6.8 (7)</td>
<td>BRT 10.4, GLM 13.0, MARS 8.8, Maxent 26.8</td>
</tr>
<tr>
<td>Percent forest cover (PercForest)</td>
<td>6.8 (8)</td>
<td>BRT 19.6, GLM 14.6, MARS 28.1, Maxent 26.8</td>
</tr>
<tr>
<td>Elevation (Elev)</td>
<td>5.8 (10)</td>
<td>BRT 21.3, GLM 30.6, MARS 28.1, Maxent 27.0</td>
</tr>
<tr>
<td>Vapor pressure in February (Vp2)</td>
<td>5.4 (14)</td>
<td>BRT –, GLM –, MARS –, Maxent –</td>
</tr>
<tr>
<td>Mean temperature of coldest quarter (Bio11)</td>
<td>1.8 (37)</td>
<td>BRT –, GLM –, MARS –, Maxent –</td>
</tr>
</tbody>
</table>

For each variable, the value of deviance explained is parenthetically accompanied by the rank of this value in the list of values for all of the 68 originally considered predictor variables, arranged in descending order (i.e., a rank of 1 indicates the highest value). Also provided are the normalized contribution values that quantify the amount of variation explained by each variable in each of the four optimized models. A blank cell indicates that this variable was not included in the corresponding optimized model. Variables obtained from WorldClim have their associated Bioclim labels indicated parenthetically. BRT, boosted regression tree; GLM, generalized linear model; MARS, multivariate adaptive regression spline; Maxent, maximum entropy.

### Table 2. Model selection criteria and performance metrics for the models selected for each modeling algorithm used in the ensemble model of *Ixodes scapularis* distribution

<table>
<thead>
<tr>
<th>Model selection</th>
<th>BRT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>GLM&lt;sup&gt;b&lt;/sup&gt;</th>
<th>MARS&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Maxent&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance metric</strong></td>
<td><strong>Test split</strong></td>
<td><strong>Train</strong></td>
<td><strong>Test split</strong></td>
<td><strong>Train</strong></td>
</tr>
<tr>
<td>AUC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.85</td>
<td>0.87</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>Percent correctly classified</td>
<td>77.1</td>
<td>78.1</td>
<td>77.1</td>
<td>77.5</td>
</tr>
<tr>
<td>Percent deviance explained</td>
<td>30.26</td>
<td>33.38</td>
<td>34.02</td>
<td>36.81</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.78</td>
<td>0.78</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.78</td>
<td>0.78</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>Mean threshold</td>
<td>0.31</td>
<td>0.28</td>
<td>0.30</td>
<td>0.30</td>
</tr>
</tbody>
</table>

<sup>a</sup>Candidate variables (predictor set 1): Bio2, Swe5, Bio5, Bio11, Bio17, Bio18, PercForest, Elev, Cumulative growing degree days in December.

<sup>b</sup>Candidate variables (predictor set 2): Bio2, Swe5, Bio5, Bio18, Bio19, PercForest, Elev.

<sup>c</sup>Candidate variables (predictor set 3): Bio2, Swe5, Bio18, Bio19, PercForest, Elev, Vp2.

<sup>d</sup>Area under the (ROC) curve.

BRT, boosted regression tree; GLM, generalized linear model; MARS, multivariate adaptive regression spline; Maxent, maximum entropy.
suitable habitat in areas experiencing summer temperatures between 28 and 35°C (Fig. 2). Curves of precipitation of the warmest quarter (Bio18) show a nearly linear relationship between increasing suitability and increasing precipitation. Precipitation of the coldest quarter (Bio19) and precipitation of the driest quarter (Bio17) show similar relationships and indicate the most suitable habitat occurs in areas that receive around 200 mm of precipitation during these time periods. Although only selected by one model, the curve of the mean temperature of the coldest quarter (Bio11) shows high habitat suitability at temperatures less than 0°C. There was a strong positive linear association between vapor pressure in February and habitat suitability, while the association between average days per month with snow cover and habitat suitability was weakly negative. Mean diurnal temperature range (Bio2) was the only predictor with conflicting response curves. Both the GLM and Maxent models showed decreasing suitability with increasing mean diurnal range, while the MARS model showed a threshold effect where habitat suitability increased in areas with high variability in mean diurnal range. The normalized contribution of this variable was comparatively small (0.6–3.7%). The curves of percent forest cover showed increasing habitat suitability from zero to ~75 percent forest cover in a county and then decreasing suitability in areas of higher forest cover. Finally, the elevation curves show the most suitable habitat at elevations below 150–200 m, and low suitability at elevations higher than 500 m.

**Ixodes scapularis Ensemble Model**

The area predicted by the ensemble distribution model as suitable *I. scapularis* habitat largely followed the known distribution of the tick represented by the county surveillance records compiled by Eisen, Eisen, and Beard (2016); however, there were notable areas of discordance between the distribution model and known *I. scapularis* occurrence (Fig. 3). The ensemble model predicted suitable habitat restricted to a coastal ring around the southeastern United States. As a result, it appears to underpredict suitability along the Appalachian Mountains extending through Tennessee and northern Alabama where surveillance data show *I. scapularis* to be either reported or established (Fig. 1). Additionally, only one or two of the distribution models predicted suitable tick habitat throughout Arkansas and southern Missouri where the tick surveillance data
Fig. 2. Response curves for the climate, elevation, or land cover predictor variables selected by the optimized *Ixodes scapularis* models. The x-axis represents the range of each predictor in the training dataset, and the y-axis represents the associated probability of suitable habitat (0 = not suitable, 1 = maximum suitability).
demonstrated *I. scapularis* occurrence. The ensemble model also predicted several areas of suitable tick habitat where *I. scapularis* has not yet been identified (Fig. 3). For example, the BRT model predicted suitable *I. scapularis* habitat extending into North Dakota where current surveillance information shows patchy occurrence. Similarly, *I. scapularis* has currently only been reported on the western edges of Michigan’s lower and upper peninsulas, while the distribution models show strong agreement that suitable habitat is found throughout most of the state. Finally, the ensemble model shows contiguous suitable *I. scapularis* habitat within the Ohio River Valley, another area where the tick has only been found sporadically.

### *Ixodes pacificus* Variable Selection and Model Performance

The second and third variable selection methods produced the same predictor sets for the *I. pacificus* models, so we only present
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**Fig. 3.** Maps depicting *Ixodes scapularis* surveillance records and results of the habitat suitability modeling. (A) County-level classification of *I. scapularis* surveillance records based on (Eisen et al. 2016). (B) Map of ensemble model consensus habitat suitability scores. Scores indicate the number of the four optimized models that classified a given county as having climate, elevation, and land cover conditions suitable for the establishment of *I. scapularis*. (Right column) Maps depicting the predicted distribution of *I. scapularis* by each of the individual optimized models: BRT, GLM, MARS, and Maxent, respectively. BRT = boosted regression tree; GLM = generalized linear model; MARS = multivariate adaptive regression spline; Maxent = maximum entropy.
modeling results using expert opinion and percent deviance explained (predictor sets 1 and 2, respectively). Using these two variable selection methods described above, we reduced the original set of 68 environmental predictors to 17 (those listed in Table 3 and temperature seasonality (Bio4), precipitation of driest quarter (Bio17), vapor pressure in October, and cumulative growing degree days in February, which were not retained by any model). The best performing GLM, Maxent, and RF models used variables selected using expert opinion (predictor set 1, Table 4). The best MARS model used the candidate variables selected based on percent deviance explained (predictor set 2). We dropped the BRT model from the results because there was evidence of substantial overfitting of the training data using this algorithm. In particular, the training and testing sensitivity varied by 10 percentage points while the difference in the remaining algorithms was 0 to 5 percentage points.

Several of the predictors were retained by three or four modeling algorithms (Table 3). Precipitation of the coldest quarter (Bio19) was retained by all four algorithms, and its normalized contribution was between 3 and 80 percent. Percent forest cover was also retained by all four modeling algorithms and had normalized contributions between 0.1 and 31 percent. Precipitation of the warmest quarter (Bio18) and mean temperature of the wettest quarter (Bio8) were retained by three of four modeling algorithms and had normalized contributions between 6 and 18 percent and 8 and 28 percent, respectively. The cumulative number of growing degree days in December was also retained by three modeling algorithms, but the normalized contribution values were less than 8 percent. Minimum temperature of the coldest month (Bio6) was retained by the Maxent and RF models, and the normalized contribution values were 26 and 8 percent, respectively. Isothermality (Bio3), maximum temperature of the warmest month (Bio5), and vapor pressure in July were retained by the Maxent and RF models as well, but their normalized contribution values were less than 4 percent. Precipitation seasonality (Bio15) and annual mean temperature (Bio1) had high values of deviance explained in univariate models, but they were dropped as predictor candidates in the expert opinion model (predictor set 1) because they were highly correlated with other predictors selected to represent temperature extremes such as the minimum temperature of the coldest month (Bio6). The MARS algorithm performed best with the deviance explained predictor set (predictor set 2), which included Bio15 and Bio1. These variables were retained in the final model and had normalized contribution values of 47 and 8 percent, respectively. Among the four optimized models, land cover predictors (percent forest cover) were 26 and 8 percent, respectively.

Table 3. Relative contributions of the climate and land cover predictors selected by each of the distribution modeling algorithms for the Ixodes pacificus models

<table>
<thead>
<tr>
<th>Climate and land cover predictors</th>
<th>Percent deviance explained (rank)</th>
<th>GLM Normalized contribution values (%)</th>
<th>MARS</th>
<th>Maxent</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation seasonality (Bio15)</td>
<td>51.1 (1)</td>
<td>47.4</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Minimum temperature of coldest month (Bio6)</td>
<td>42.1 (5)</td>
<td>26.6</td>
<td>8.5</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Precipitation of coldest quarter (Bio19)</td>
<td>38.8 (10)</td>
<td>22.9</td>
<td>80.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Isothermality (Bio3)</td>
<td>23.3 (20)</td>
<td>0.8</td>
<td>0.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Annual mean temperature (Bio1)</td>
<td>22.8 (21)</td>
<td>8.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Precipitation of warmest quarter (Bio18)</td>
<td>14.4 (28)</td>
<td>18.1</td>
<td>6.0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mean temperature of wettest quarter (Bio8)</td>
<td>8.2 (31)</td>
<td>22.8</td>
<td>22.7</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mean temperature of driest quarter (Bio9)</td>
<td>12.1 (38)</td>
<td>1.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mean diurnal temperature range (Bio2)</td>
<td>11.6 (40)</td>
<td>1.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cumulative growing degree days in December (GDD12Cum)</td>
<td>7.2 (44)</td>
<td>1.5</td>
<td>0.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Max temperature of warmest month (Bio5)</td>
<td>5.6 (53)</td>
<td>1.4</td>
<td>0.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Percent forest cover (PercForest)</td>
<td>31.3 (54)</td>
<td>3.0</td>
<td>0.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Vapor pressure in July (Vp7)</td>
<td>2.3 (61)</td>
<td>0.3</td>
<td>3.6</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

For each variable, the value of deviance explained is parenthetically accompanied by the rank of this value in the list of values for all of the 68 originally considered predictor variables, arranged in descending order (i.e., a rank of 1 indicates the highest value). Also provided are the normalized contribution values that quantify the amount of variation explained by each variable in each of the four optimized models. A blank cell indicates that this variable was not included in the corresponding optimized model. Variables obtained from WorldClim have their associated Bioclim labels indicated parenthetically. GLM, generalized linear model; MARS, multivariate adaptive regression spline; Maxent, maximum entropy; RF, random forest.

Table 4. Model selection criteria and performance metrics for the models selected for each modeling algorithm used in the ensemble model of Ixodes pacificus distribution

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>GLM</th>
<th>MARS</th>
<th>Maxent</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>0.95</td>
<td>0.98</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>Percent correctly classified</td>
<td>89.9</td>
<td>90.8</td>
<td>89.2</td>
<td>92.4</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.91</td>
<td>0.91</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.89</td>
<td>0.91</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td>Mean threshold</td>
<td>0.35</td>
<td>0.26</td>
<td>0.33</td>
<td>0.31</td>
</tr>
</tbody>
</table>


*Area under the (ROC) curve.

GLM, generalized linear model; MARS, multivariate adaptive regression spline; Maxent, maximum entropy; RF, random forest.
explained 12 percent (range: 0.1 to 31 percent) of the variation in I. pacificus habitat suitability on average, and climate predictors explained ~88 percent of the variation (range: 69 to 100 percent). The I. pacificus models had higher accuracy than the I. scapularis models with average test AUC values between 94 and 95 percent (Table 4). Across all models, 88 to 93 percent of counties were correctly classified in the testing datasets. Sensitivity was 89 to 91 percent. Specificity was 89 to 95 percent. Performance metrics were similar for training and testing data across all models indicating that the models were not over-fit to the training data and performed well on testing datasets.

Ixodes pacificus Response Curves
The response curve of precipitation seasonality (Bio15) shows that I. pacificus can survive in areas with substantial wet and dry seasons, although this is likely a proxy for other highly correlated climatological variables (Fig. 4). High precipitation in the warmest (Bio18) or coldest (Bio19) quarter can reduce I. pacificus habitat suitability, but between 300 and 600 mm of precipitation in the coldest quarter may be conducive for the ticks. Curves of minimum temperature of the coldest month (Bio6) show decreasing suitability in areas that experience extreme cold temperatures below ~5°C. Other temperature predictors such as annual mean temperature (Bio1), cumulative growing degree days in December, and maximum temperature of the warmest month (Bio5), show similar relationships and indicate that warmer temperatures provide more suitable I. pacificus habitat. However, response curves for the mean temperature of the wettest (Bio8) and driest (Bio9) quarters show that average temperatures greater than 20°C tend to reduce habitat suitability in either season. This maximum temperature threshold is ~8°C lower than the maximum temperature for I. scapularis in the eastern United States, perhaps due to the overall drier climate in the West. The two response curves for isothermality (Bio3) show conflicting results with the RF model showing increasing suitability with increased variation in the daily temperatures relative to the annual temperature fluctuation while the Maxent models shows a negative relationship; however, the normalized contribution of Bio3 in both models is <1%. The response curve for the annual diurnal temperature range (Bio2), or the annual mean of the monthly temperature range, shows a negative relationship with I. pacificus habitat suitability indicating that the ticks are more likely found in areas with smaller range in monthly temperature extremes. Finally, the response curves for percent forest cover show increased suitability in areas with more forest cover, and vapor pressure in July (a measure of humidity) also shows a positive relationship with I. pacificus habitat suitability.

Ixodes pacificus Ensemble Model
The I. pacificus ensemble members show strong agreement in predicting suitable habitat across California and the west coasts of Oregon and Washington (Fig. 5). This largely follows the distribution of known I. pacificus populations from surveillance data (Eisen et al. 2016), although only the RF model shows suitable habitat in northwestern Utah where established I. pacificus populations have been reported. The ensemble model also shows suitable habitat in western Washington as well as potential habitat expanding along the Oregon–Washington border. Surveillance data show reported, but not established, populations in western Washington and no recorded occurrences along the eastern half of the Oregon–Washington border.

Discussion
We used an ensemble modeling approach to predict areas of suitable habitat for I. scapularis and I. pacificus in the contiguous United States. Each of the four statistical models comprising the ensembles retained different predictors, limiting our ability to identify the key factors limiting the distributions of the two ticks. Nonetheless, the I. scapularis ensemble members consistently predicted suitable habitat in the North-Central and Northeastern United States as well as coastal counties along the Atlantic and Gulf coasts. They also consistently predicted unsuitable habitat in Tennessee, northern Georgia, and northern Alabama. Similarly, the I. pacificus models agreed in predicting suitable habitat along much of the Pacific coast and unsuitable habitat in alpine and desert counties. Overall, our ensemble models showed suitable habitat for I. scapularis in 441 eastern counties and for I. pacificus in 11 western counties where surveillance records have not yet supported classification of the counties as established. Based on these findings, continued range expansion is expected for I. scapularis, particularly in the North-Central states.

Predicted Distribution of Suitable Habitat for Ixodes scapularis
There have been two previous efforts to model the nationwide distribution of I. scapularis, both of which used climate and land use predictors and modeling algorithms similar to those used in the present study (Estrada-Peña 2002, Brownstein et al. 2003). Similar to the results of our ensemble model, both previous studies characterized the two primary I. scapularis foci in the Northeastern states and to a lesser extent in the North-Central states as suitable habitat. Nonetheless, there were notable differences in the predicted distributions when compared with each other and with the predicted distribution from this study. For example, using county-level records of
Fig. 4. Response curves for the climate, elevation, or land cover predictor variables selected by the optimized *Ixodes pacificus* models. The x-axis represents the range of each predictor in the training dataset, and the y-axis represents the associated probability of suitable habitat (0 = not suitable, 1 = maximum suitability).
the distribution of *I. scapularis* (Dennis et al. 1998) similar to the data used in our models, Brownstein et al. (2003) used a logistic regression modeling framework to predict the spatial distribution of the tick in the contiguous United States. Model predictions were strongly driven by several temperature variables as well as vapor pressure. The model correctly predicted the eventual expansion of established *I. scapularis* populations throughout the Northeast and in eastern North Carolina in areas where the tick was only reported at the time. The model predicted several regions of the eastern United States, including northern Minnesota, western Michigan, and the Ohio River Valley, to be unsuitable or very marginally suitable for *I. scapularis*. Updated tick distribution records indicate establishment throughout these regions. Consistent with our model, Brownstein et al. (2003) showed unsuitability or low suitability for inland counties in the Southeast. Using the same county-level records (Dennis et al. 1998) to train a discriminant analysis model of *I. scapularis* in the eastern United States, Estrada-Peña (2002) predicted a near complete expansion of *I. scapularis* in the eastern United States.

![Figure 5](http://jme.oxfordjournals.org/)

**Fig. 5.** Maps depicting *Ixodes pacificus* surveillance records and results of the habitat suitability modeling. (A) County-level classification of *I. pacificus* surveillance records based on (Eisen et al. 2016). (B) Map of ensemble model consensus habitat suitability scores. Scores indicate the number of the four optimized models that classified a given county as having climate, elevation, and land cover conditions suitable for the establishment of *I. pacificus*. (Right column) Maps depicting the predicted distribution of *I. pacificus* by each of the individual optimized models: GLM, MARS, Maxent, and RF, respectively. GLM = generalized linear model; MARS = multivariate adaptive regression spline; Maxent = maximum entropy; RF = random forest.
United States with gaps in the distribution in western Minnesota, Michigan, and much of Indiana, Illinois, and Ohio. The primary variables defining suitability included winter temperature and vegetation vitality.

Our current study provides an update to these modeling efforts using recent tick surveillance data that document a much expanded distribution and broader climatic envelope of *Ixodes* spp., particularly in the eastern United States. For example, expansion of the tick into Minnesota and the Northeast shows that *I. scapularis* can survive in a broader range of climatic conditions than would have been thought based on the distribution from Dennis et al. (1998). The average temperature of the coldest quarter (Bio11) in counties that had established *I. scapularis* populations in 1998 was 2°C (Dennis et al. 1998). Two decades later, updated surveillance records show that the average temperature during the coldest quarter in counties with established tick populations is lower, 0.25°C (Eisen et al. 2016). This change in habitat range likely accounts for some of the discrepancy between the habitat distribution results from Brownstein et al. (2003) and Estrada-Peña (2002) and this study.

In addition, the ensemble modeling approach used in this study can provide more accurate predictions than a single model when there is a high degree of uncertainty in the system being modeled (Buisson et al. 2010). Several modeling frameworks have been used to model species distributions with varying degrees of accuracy (Elith 2002, Segurado and Araújo 2004, Elith et al. 2006) and model performance in part depends on if the method used by the algorithm to identify relationships between the species locations and environmental gradients corresponds to the species’ empirical presence or absence response to environmental variables (Segurado and Araújo 2004). For example, the distribution of a species that responds strongly to an environmental gradient, perhaps that requires a minimum temperature threshold for survival, could likely be captured using a regression technique such as GLM or MARS (Segurado and Araújo 2004). In contrast, a species with a complex distribution pattern that does not respond to clear environmental gradients might be more accurately modeled using machine learning techniques such as BRTs, RF, or Maxent (Segurado and Araújo 2004). A third class of models that relies only on presence locations such as the DOMAIN algorithm used in Estrada-Peña (2002) tends to overestimate species presence and is often out-performed by modeling algorithms that characterize the background environment during model training either with absence or pseudo-absence data (Engler et al. 2004, Elith et al. 2006). There are known temperature and humidity thresholds for *Ixodes* spp. survival that are discussed below. But also, distribution records of *I. scapularis* and *I. pacificus* (Eisen et al. 2016) have shown that these ticks are able to survive in a wide variety of climates, perhaps due to their ability to find suitable microclimates in otherwise inhospitable areas (Bertrand and Wilson 1996, Vail and Smith 1998). As a result, their biological response to environmental gradients may sometimes be captured with a simple function, while in other cases, their response to broad-scale climatic predictors may require a more flexible model. Our ensemble modeling approach incorporated both classes of modeling algorithms and likely captured more of this variation in tick biology than a single model approach.

The *I. scapularis* ensemble in the current study predicted no suitable habitat in Tennessee, or northern portions of neighboring states (Mississippi, Georgia, and Alabama) despite reports of established tick populations in these areas (Rosen et al. 2012, Goltz and Goddard 2013, Goltz et al. 2013). Estrada-Peña (2002) and Brownstein et al. (2003) showed low to moderate habitat suitability for *I. scapularis* in this region, although the predicted distribution from these studies may have been less extensive if the continuous probability values were dichotomized following the methods used in the present study. Notably, several of the climate variables used in our habitat suitability models distinguish this area from the coastal counties where the model predicts suitable habitat (Fig. 2 and Supp. Fig. 1 [online only]). The models showed that suitability is lowest when the maximum temperature of the warmest month (Bio5) is between 30–33°C (Ogden et al. 2004, Eisen et al. 2015). Such a temperature range is typical for inland counties in the Southeast during the warmest month of the year. Similarly, the model that employed temperatures in the coldest quarter as a predictor showed decreased suitability between temperatures 5–12°C, also characteristic for the region predicted as unsuitable. Several other climatic factors associated with low suitability in the models characterize the inland counties in the Southeast that were classified as unsuitable. These included low February vapor pressure, between 250–350 mm of precipitation in the warmest quarter (Bio18), and between 350–450 mm of precipitation during the coldest quarter (Bio19). In addition, high elevation along the southern portion of the Appalachian mountain range along the Tennessee-North Carolina border into northern Georgia and the low forest cover along the Mississippi River Valley may account for the lack of suitable habitat in these areas (Supp. Fig. 1 [online only]).

These climatic conditions and land cover characteristics that separate inland counties in the Southeast from other counties within the *I. scapularis* range likely explain why the area was classified as unsuitable. However, contradictory to model predictions, surveillance records indicate that *I. scapularis* is established in some of these counties (Rosen et al. 2012, Goltz and Goddard 2013, Goltz et al. 2013, Eisen et al. 2016), demonstrating that the tick can survive and reproduce under the climatic conditions representative of much of this region and highlight an area where model sensitivity is relatively low (a high false negative rate). It is likely that because of the relatively low number of records from inland counties in the Southeast, the climatic conditions of that region were underrepresented in the model of the eastern United States. We attempted to test the impact of the lack of surveillance records in this area by training a regional model that included Tennessee, Kentucky, Illinois, Missouri, Arkansas, northern Mississippi, Alabama, and Georgia, western North and South Carolina, and southwestern Virginia using the limited presence locations from counties in this region. Attempts to train the regional model yielded low accuracy, likely due to the paucity of presence records. Overall, this is a region where additional surveillance and fine-scale modeling studies are needed to elucidate the true distribution of the tick and the variables that define the habitat-climate suitability envelope.

A range of variables capturing warm- and cold-season temperatures and moisture was retained in the *I. scapularis* models. Across models, the most suitable habitat was found in forested areas below 500 m where summer temperatures are generally below 25–32°C and moisture throughout the year is sufficient to reduce the likelihood of desiccation-induced mortality. Two of three models that retained maximum temperature of the warmest month (Bio5) showed declining suitability as temperature increased from ~25–32°C. These findings are consistent with laboratory studies that showed that host-seeking activity of *I. scapularis* nymphs peaked at 25°C and fell after 30°C (Vail and Smith 2002). Typically, at very high temperatures, ticks are vulnerable to desiccation-induced mortality (Eisen et al. 2015). There is evidence for this to occur at temperatures as low as 32°C for *I. ricinus* but generally occurs above 40°C for other ixodid ticks (Balashov 1971, Sonenshine and Roe 2013). Furthermore, ticks are less likely to seek hosts when temperatures
are high (Vail and Smith 1998), which may increase tick mortality rates by reducing host-finding success (Randolph and Storey 1999). Above 32°C, one ensemble member showed a continued decline in habitat suitability while the other two models showed an increase in suitability. The models showing increasing suitability at high temperatures are influenced by the presence of ticks in counties along the Gulf coast where precipitation in the warmest quarter helps to overcome the risk of heat-induced desiccation (Supp. Fig. 1 [online only]).

There was a consistent positive relationship between precipitation in the warmest quarter and habitat suitability (Bio18). Precipitation is generally positively correlated with humidity, which in turn is important for tick survival (Needham and Teel 1991, Stafford 1994, Vail and Smith 1998, Eisen et al. 2003). Ticks are highly sensitive to desiccation and need humidity when they are questing on the upper part of vegetation or a moist refuge near the soil (Lees and Milne 1951, Randolph and Storey 1999). Experiments have shown that low humidity can force questing ticks to return more frequently to the leaf litter to rehydrate, depleting their energy and decreasing their ability to find a host (Lees and Milne 1951, Eisen et al. 2015).

All three *I. scapularis* ensemble members that retained percent forest cover as a predictor showed increasing habitat suitability as the percent of a county classified as forest increased, up to about 60–75 percent coverage. A review of studies on the spatial distribution of Lyme disease and the vector ticks found the only environmental variable consistently associated with increased Lyme disease risk was presence of forests (Killilea et al. 2008). In addition to providing leaf litter, shade, and humidity for ticks (Stafford and Magnarelli 1993), wooded areas may support deer populations or the ecotone areas that separate the woods and lawns or public green

Predicted Distribution of Suitable Habitat for *Ixodes pacificus*

Habitat suitability models for *I. pacificus* across the western United States are lacking. Overall, our ensemble members showed good agreement in the expected distribution of suitable habitat along the Pacific coast. Although other variables, including percent forest cover and temperature during key periods contributed to describing suitable habitat for *I. pacificus*, seasonal variability in precipitation contributed strongly and fairly consistently across models, albeit captured by different variables in the various ensemble members. For example, precipitation seasonality (Bio15) was only retained by one ensemble member (MARS) where it explained almost half of the variation in *I. pacificus* habitat suitability. Precipitation seasonality is a measure of month-to-month precipitation variability. Areas that have distinct wet and dry seasons, like much of the western coast of the United States, have high precipitation seasonality. Our response curves indicate that areas with a coefficient of variation >40 which includes all of California, southern Arizona, and the western portions of Washington and Oregon (Supp. Fig. 2 [online only]) are highly suitable for *I. pacificus*. The other three remaining models captured the variability in precipitation using a combination of precipitation during the coldest (Bio19) and warmest (Bio18) quarters. Across models, these variables combined explained between 41–86% of variation in suitability. In the expert opinion predictor set, precipitation seasonality (Bio15) was not selected as a predictor because the timing of precipitation (Bio18 and Bio19) was more directly linked to the life cycle of the tick than month to month variability. Although there was disagreement among models about the impact of more than 500 mm of precipitation during the coldest quarter (Bio19) on *I. pacificus* habitat suitability, all models agreed that suitability increases as precipitation increases from 200 to 500 mm, which corresponds to much of central Washington, Oregon, and California (Supp. Fig. 2 [online only]). This finding may be related to larval or nymphal survival over winter, or winter precipitation may be important for *Ixodes* adults questing during winter months (Carroll and Kramer 2003, Daulet et al. 2008). At higher elevation sites that typically experience very low minimum temperature and constant snow pack over the winter months, precipitation in the form of snow may provide additional insulation to enhance survival during the extreme cold (Templer et al. 2012). This insulating snow may be particularly important in areas above tree line where the leaf litter does not maintain a viable soil temperature (Burris et al. 2016). Areas that are dry during the warmest quarter (Bio18) were more suitable for *I. pacificus* than areas that receive more than 100 mm of precipitation during these months. Most of the western United States falls into this drier category except for the western coast of Washington, the northwest coast of Oregon, northern Idaho, and most of Arizona (Supp. Fig. 2 [online only]). Field and laboratory work to elucidate the life cycle of *I. pacificus* living in northern California has shown that the tick has adapted to the dry summer climate in the western United States (Padgett and Lane 2001). In particular, larvae and nymphs in this area quest in the spring to avoid hot and dry conditions during the summer (Padgett and Lane 2001). Field sampling at sites in central and southern California, an area that is hotter and drier than the rest of the state, showed that all *I. pacificus* life stages have a relatively truncated questing season compared to ticks collected in northern California (MacDonald and Briggs 2015).

The relationship between increasing percent forest and habitat suitability that was found for *I. scapularis* in the eastern United States was found for *I. pacificus* in the West. Unlike the *I. scapularis* model, there was no decline in habitat suitability at high percent forest cover for *I. pacificus*, but most counties in the western United States had less than 75 percent forest cover. As mentioned above, the leaf litter may support overwintering *I. pacificus* by shielding the ticks from prolonged cold temperatures (Burris et al. 2016), may provide a refuge of cooler temperatures and increased humidity during hot summer months (Schulze et al. 1995, Vail and Smith 2002), or could provide habitat for vertebrate hosts (Eisen et al. 2006).

Three of four models showed that an average temperature around 10°C during the wettest quarter (Bio8) is ideal for *I. pacificus* habitat but that suitable habitat is found in areas with temperature ranges between 0 and 20°C during this time period. This
climate predictor therefore excludes western Washington and Oregon, most of Idaho, and southern Arizona as suitable *I. pacificus* habitat (Supp. Fig. 2 [online only]). For most of the West coast, the wettest quarter of the year falls between October and January, and having mild temperatures during the cold season may improve over-wintering success of immature life stages and could facilitate survival of host-seekling adults that are active mainly from November to May (Lane 1990, Lane et al. 1991).

Limitations and Future Directions
The *I. pacificus* models had higher accuracy, sensitivity, and specificity than the *I. scapularis* models, likely in part because *I. pacificus* occupies nearly its full fundamental niche. The geographic distribution of *I. pacificus* has remained stable over the last two decades (Dennis et al. 1998), and the habitat model closely follows this known distribution, suggesting that there are few counties where we might expect to see expansion of this tick species. *I. pacificus* would have to overcome significant physical and climatological barriers to continue an eastward expansion over the Sierra Mountains and into the deserts of Nevada and Arizona.

In contrast to *I. pacificus*, the distribution of *I. scapularis* has expanded substantially over the same time period (Eisen et al. 2016), and will likely continue to expand as predicted by our ensemble model. Specifically, we expect expansion into northwestern Minnesota, central and northern Michigan, within the Ohio River Valley, and inland from the southeastern and Gulf coasts. As a result, the fundamental niche of *I. scapularis* is only partially occupied, with an estimated 441 counties considered suitable but currently lacking records of established populations. As a result, sensitivity of the model is compromised (i.e., the tick is absent from counties where climatic conditions and land cover are expected to be suitable). Another reason for low sensitivity in the *I. scapularis* model, particularly in the inland counties in the Southeast, is that the lack of routine and systematic tick surveillance throughout the United States means that some areas where *I. scapularis* ticks are already established may not have been included in our models as presence points. For example, tick surveillance records from Tennessee were collected from a convenience sample of hunter-killed deer which likely do not capture the extent of the tick distribution in that region (Rosen et al. 2012, Eisen et al. 2016). Additionally, in the South, *I. scapularis* larvae and nymphs are rarely collected by drag cloths so established tick populations may be missed even in areas with systematic drag surveillance (Goddard and Piesman 2006). If any of these missing counties has climatic features that are unique compared to the presence points included in our model, then our predictions would leave out potentially suitable habitat within the same climate regime.

We used average climate, elevation, and land cover values for each county as predictors in our habitat models. Although averaging the pixel values across a county provides a more representative estimate of a variable than using a single value for each county, some counties may cover a substantial gradient with regard to these environmental variables. For example, there are counties along the Appalachian Mountain range that include areas with elevations less than 500 m to nearly 2,000 m. If a county contains unsuitable and suitable habitat, models based on the average climatic conditions may identify the county as unsuitable despite the availability of tick habitat at lower elevations. Subcounty models for these ecologically diverse regions may improve the accuracy of habitat suitability predictions. Additionally, the baseline climate data we used may have impacted model calibration as the locations records extended beyond the year 2000.

Although our models have defined the potential distribution of *Ixodes* spp. with reasonable accuracy based on current vector surveillance data, the expansion of tick populations into new areas depends on either dispersal of a gravid female, male and female adults, or several immature ticks that survive until reproduction (Springer et al. 2015). Ticks are generally dispersed by the movement of hosts (Madhav et al. 2004, Khatchikian and Prusinski 2012) and therefore, *Ixodes* spp. range expansion will also be affected by available host habitat or host movement, which was not explicitly included in our models. Although the expansion in the distribution of *I. scapularis* ticks is driven in large part by the movement of white-tailed deer (Rand et al. 2003), the primary host of the adult life stage of the tick, others have pointed to the potential role of migratory birds in *B. burgdorferi* transmission dynamics through the introduction of infected larvae and nymphs to areas without established *I. scapularis* populations or with only pathogenically naïve tick populations (Scott et al. 2001, Brinkerhoff et al. 2011, Newman et al. 2015). Future tick surveillance and modeling efforts could target riparian corridors or known migration routes that could be a factor in the long-range dispersal of ticks (Weisbrod and Johnson 1989).

Vector surveillance coupled with habitat modeling can provide a useful public health tool for detecting new areas of tick invasion and potential human risk (Koffi et al. 2012). This study identified several areas that could provide suitable habitat for medically important ticks but where surveillance records indicate that these tick species are not yet established. These areas in northwestern Minnesota, central and northern Michigan, within the Ohio River Valley, along the southeastern and Gulf coasts, and in eastern Washington are regions where enhanced tick surveillance could verify the presence of *Ixodes* spp. which could serve as an early indicator of the potential for Lyme disease risk (Mather et al. 1996, Pepin et al. 2012). However, follow up studies would then be needed to assess the density of host-seeking infected ticks in these areas. We also showed the limitations of this approach when there is no routine or systematic vector surveillance, in particular, this type of modeling is likely to have low sensitivity in areas with limited surveillance records. Additionally, because we utilized surveillance data that included ticks from all clades and life stages and that did not incorporate information on the presence of *B. burgdorferi* infection, the distribution map from the present study is not predictive of human risk. For example, others have noted the expansion of human Lyme disease cases in southwestern Virginia, an area where our *I. scapularis* habitat models show disagreement on the suitability of the region for establishment of tick populations (Brinkerhoff et al. 2014, Lantos et al. 2015). Similarly, in the Southeast where *I. scapularis* is established, Lyme disease cases are rare, which may be attributable to differences in host-seeking behavior between northern and southern clades of the tick, and/or low infection rates in ticks (Stromdahl and Hickling 2012, Arsnoe et al. 2015). To more closely approximate human risk for exposure to ticks infected with human pathogens, we recognize a need for modeling the density of host-seeking infected nymphs, similar to work by Diuk-Wasser et al. (2012), rather than simply assessing the establishment of tick populations.
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