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Abstract—Orthogonal Frequency Division Multiplexing Access (OFDMA) has been increasingly deployed in various emerging and evolving cellular systems to reduce interference and improve overall system performance. However, in these systems Inter-Cell Interference (ICI) still poses a real challenge that limits the system performance, especially for users located at the cell edge. Inter-cell interference coordination (ICIC) has been investigated as an approach to alleviate the impact of interference and improve performance in OFDMA-based systems. A common ICIC technique is interference avoidance in which the allocation of the various system resources (e.g., time, frequency, and power) to users is controlled to ensure that the ICI remains within acceptable limits. This paper surveys the various ICIC avoidance schemes in the downlink of OFDMA-based cellular networks. In particular, the paper introduces new parameterized classifications and makes use of these classifications to categorize and review various static (frequency reuse-based) and dynamic (cell coordination-based) ICIC schemes.

Index Terms—OFDMA, Long Term Evolution (LTE), Inter-cell Interference coordination (ICIC), Frequency Reuse.

I. INTRODUCTION

NEXT generation cellular systems promise significantly higher cell throughput and improved spectral efficiency as compared to existing systems such as GSM, EDGE, and HSPA+ (High-Speed Packet Access Release 7). For example, system performance requirements for the 3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE) of UMTS [1] and LTE-Advanced [2] target significant improvements in cell-edge spectral efficiency and peak transmission rates that can reach, respectively, 0.04-0.06 bps/Hz/cell and 100 Mbps and beyond. In order to achieve these targets, dense frequency reuse of the scarce radio spectrum allocated to the system is needed. Efficient use of radio spectrum is also important from a cost-of-service point of view, where the number of served users is an important factor. However, as the frequency reuse increases, so does the interference caused by other users using the same channels. Therefore, interference becomes a decisive factor that limits the system capacity, and hence, the suppression of such interference becomes of a particular importance to the design of next generation cellular networks.

Generally speaking, cellular mobile communication systems suffer from two major classes of interference, namely, intra-cell interference and inter-cell interference. In the former, interference is caused between frequency channels within the same cell due to adjacency of both frequencies and power leakage from one channel to an adjacent channel. In the latter, however, interference is caused between a frequency channel in one cell and the same frequency channel used in another adjacent cell.

In the downlink of the emerging cellular systems such as Worldwide Interoperability for Microwave Access (WiMAX), LTE and LTE Advanced, Orthogonal Frequency Division Multiplexing (OFDM) or Orthogonal Frequency Division Multiple Access (OFDMA) was selected to reduce interference and to efficiently meet their high performance requirements [50].

In OFDMA systems the system spectrum is divided into a number of channels; each channel consists of a cluster of a number of consecutive orthogonal OFDM subcarriers (See Figure 1) [50]. As subcarriers are orthogonal, intra-cell interference is highly reduced. Time is divided into slots consisting of a few consecutive OFDM symbols. The number of OFDM symbols per slot is defined according to the cyclic prefix type used to mitigate inter-symbol interference. In the case of the normal cyclic prefix, the number of symbols per slot is 6, otherwise it is 7. The smallest resource unit that can be scheduled is the resource block (RB). A resource block is a single channel for the duration of one time slot. A super-frame is constructed by a number of consecutive frames and a frame is constructed by a number of consecutive slots. Depending on the application, one or more RBs can be allocated to a single user at a time. Each RB is assigned exclusively to one user at any time within a given cell; however, neighboring cells may reuse the same RB for different users.

In OFDMA systems, the transmission rate of a channel is variable and differs based on the user allocated to this channel due to the use of Adaptive Modulation and Coding (AMC). Each enhanced NodeB (eNB) collects the Channel Quality Indicator (CQI) reports fed back from the users which are derived from the downlink received reference signal quality. The CQI is then used to determine the Modulation and Coding Scheme (MCS) for a channel. The modulation schemes range from the robust low rate QPSK scheme to the high rate but more error prone 64-QAM scheme. Same MCS is used for all sub-carriers in a RB allocated for a given user though different MCS can be allocated to different resource blocks [50]. The channel throughput is determined based on the used...
MCS (selected based on the channel CQI reported from the user) which is mapped to the Transport Block Size (TBS) that can be used by using the mapping tables in [62]. Since different users perceive different channel qualities, a “bad” channel (due to deep fading and narrowband interference) for one user may still be favorable to other users. Thus, OFDMA exploits the multi-user diversity by avoiding assigning “bad” channels, which is an important feature in OFDMA [30].

Even with almost no intra-cell interference, inter-cell interference (ICI) still presents a great challenge that greatly limits the system performance, especially for users located at the cell edge. In OFDMA systems, ICI is caused by the collision between resource blocks [49]. With such collision model, the overall system performance is determined by the collision probabilities and the impact of a given collision on the Signal to Interference and Noise Ratio (SINR) associated with the colliding resource blocks. Inter-cell interference coordination (ICIC) mechanisms aim at reducing the collision probabilities and at mitigating the SINR degradation that such collisions may cause in order to improve the system performance and increase the overall bit rates of the cell and its cell edge users. Generally speaking, ICIC techniques can be classified into mitigation and avoidance techniques.

In interference mitigation, techniques are employed to reduce the impact of interference during the transmission or after the reception of the signal. In the literature [3]-[7], a wide range of techniques is presented in order to improve the throughput of the cell-edge users by reducing or suppressing...
Interference mitigation techniques include [6]: (1) interference randomization, where some cell-specific scrambling, interleaving, or frequency-hopping (spread spectrum) [6], (2) interference cancellation: where the interference signals are detected and subtracted from the desired received signal, or if multiple antenna system is employed, the receiver can select the best quality signal among the various received signals [4], (3) adaptive beamforming: where the antenna can dynamically change its radiation pattern depending on the interference levels.

Interference avoidance schemes represent the frequency reuse planning algorithms used by the network elements to restrict or allocate certain resources (in both frequency and time domains) and power levels among users in different cells. The objective of these frequency reuse planning algorithms is to increase the SINR, and hence, allow the system to support as many users as possible. These frequency reuse planning algorithms must satisfy the power constraint in each cell by ensuring that the allocated transmission power of an eNB does not exceed the maximum allowable power. A fundamental concept common to most interference avoidance schemes is to classify users in the cell based on their average SINR to a number of users’ classes (also known as “cell regions”). Interference avoidance schemes then apply different reuse factors to the frequency band used by the different classes of users (i.e., to different cell regions).

Various avoidance (allocation) techniques have been studied in the literature under various traffic conditions and network structures. Schemes under this category can be classified along several orthogonal dimensions to mainly differentiate between static versus dynamic, and centralized versus distributed techniques. Moreover, avoidance schemes differ with respect to the resources that are being allocated/ coordinated between users, and whether various power levels need to be used at different locations in the cell. Figure 2 depicts the various types of interference avoidance schemes.

In Static allocation schemes, the resources allocated to each cell and users class are computed and evaluated during the radio planning process and only long-term readjustments are performed during the operation of the network. Thus, the set of sub-carriers and the power levels allocated to each cell and user class is fixed (i.e., static). Static allocation schemes are relatively easy to implement as they require no frequent interaction among involved base stations. However, since it is based on static frequency reuse, once this allocation scheme is used, it is not easy to perform modifications to the major frequency distributions [3]. Consequently, this scheme is not adaptive to meet dynamic demand changes per sector as it adapts to the cell loads only by changing power used over different sub-carriers. To confront this limitation, cell coordination based schemes were investigated, where coordination among neighboring base stations, on both sub-carriers and power levels is used. As a result, such schemes allow for efficient adaptation to the variations in cell loads.

A. Motivation and Scope

Motivated by the pressing need for developing high-speed high-performance cellular networks, the last few years have witnessed an increasing interest in the research community to develop various inter-cell interference avoidance schemes for OFDMA-based cellular networks. As a result, several research papers have been published and, to the best of our knowledge, there exists no comprehensive survey that investigates such a wide range of ICIC avoidance schemes. Moreover, due to the large number of published work in this area, there have been several confusions and contradictions between the various schemes either in their naming conventions or their operational principles. The following are some examples that can create such confusions:

- Some published work uses the notion of “Partial Frequency Reuse (PFR)” [12] while others use “Fractional Frequency Reuse with full isolation (FFR-FI)” [8] to refer to the same scheme.
- Some published work refers to the well known “Reuse-3” scheme as “Hard frequency reuse” [57].
- The notion of “Soft Frequency Reuse (SFR)” was originally proposed in [9] with a particular definition, whereas in [11] a different scheme was introduced with the same name of “Software Frequency Reuse (SFR)”. In addition to the above, there has been a large number of approaches proposed for dynamic interference avoidance (e.g., power aware, fixed power, coordinated, distributed, autonomous, eNB initiated, UE initiated, etc.). These techniques are difficult to comprehend and compare as they focus on the ICI problem from different perspectives.

Based on the above, we believe that there is a need for a survey to collate and present, in a systematic way, current advances in the area of ICIC. Moreover, we believe that such a survey should attempt to resolve the confusion and ambiguity by providing a more precise classification criterion that does not depend merely on the traditional naming convention that has been used so far in the research community. Accordingly, this paper surveys various techniques proposed for static (frequency reuse based) as well as dynamic (coordination-based) inter-cell interference avoidance schemes for the downlink of OFDMA-based cellular networks. In addition, the paper proposes novel parameterized classification approaches to express various static and dynamic avoidance schemes based on their structure and operation in order to reduce ambiguity and increase understandability.

It is worth noting that, even though recent collaborative communications technologies, such as multi input multi output (MIMO), coordinated multi-point (CoMP), and Relay transmission schemes, can contribute to the solution of interference problem; however, these areas have wider scope and may require a separate focused survey, and hence, they are not included in the scope of this work.

B. Related Work

This section briefly reviews main survey papers related to interference avoidance schemes.

In [57], Zhang proposed a classification for interference avoidance schemes with four categorizes. A scheme is allocated to one of these four categories based on its degrees of freedom to adapt to network conditions. The proposed four categories are:


- **Static Schemes**: where in design time, the best values for the different parameters (power ratio allocated to each user class, number of sub-bands allocated to each user class, frequency allocated to each cell) are determined based on full traffic load scenarios and then these values are kept fixed.

- **Low level dynamic Schemes**: As the best values for the different parameters may not always be “best” with different traffic loads, **Low level dynamic Schemes** uses several pre-planned sets of best values for the different traffic loads and varied distributions of users. Given that base stations (BSs) can know the total number of user and there are reliable and efficient connections between BSs, a scheme can switch based on the traffic load between two or more sets of best values each optimized for a certain traffic load.

- **Intermediate level dynamic schemes**: Given the serving-user’s quantity in each cell and locations of users in its own cell data available to the BSs, BSs calculates the best values for the different parameters to escape the limitation of using one of the pre-planned best value sets in **Low level dynamic Schemes**.

- **High level dynamic schemes**: Unlike the above categorizes that depend only on the user’s quantity, schemes in this category require the availability of the channel condition information. **High level dynamic schemes** works similarly to **Intermediate level dynamic schemes** to calculate the best values for power ratio, the sub band number and allocation of frequency but it also calculates the number of sub channel to be allocated to each user based on its channel condition. However, there were no implementation or evaluation to **High level dynamic schemes** in the paper.

  In his paper [57], Zhang only introduced the static interference avoidance schemes, provided no analysis of their performance and didn’t use the proposed categorizes to classify any of the published work. Regarding the proposed schemes classification, the analysis showed that as the degrees of freedom increases the total throughput and 10% throughput increase. However, while **low level dynamic schemes** and **Intermediate level dynamic schemes** can provide better performance than the **Static schemes**, they are not justified as nowadays users can send channel condition reports to the base stations on regular relatively small intervals which makes **High level dynamic schemes** much more logical than both of them and so there would be no need for either the **low level dynamic schemes** or **Intermediate level dynamic schemes**.

  Even though, multi-cell interference avoidance in OFDMA systems has been for a couple of year now a hot research area with a large number of recently published work, as far as we know, there are no published surveys covering the multi-cell interference avoidance schemes in OFDMA systems. The only comprehensive survey that is related to this research area is the work published by Katzela et al. in 1996 [48], which surveys the various channel allocation schemes and a number of channel reuse schemes with limited focus on the ICI problem.

  Katzela et al. in [48] classify the channel allocation schemes into the following three categories:

  - **Fixed Channel Allocation (FCA)**: In FCA, a set of nominal channels is permanently allocated to each cell for its exclusive use. Where Channels can be allocated to cells either uniformly (equal shares) or nonuniformly (based on expected traffic loads) with the option of allowing cells to borrow channels from one another.

  - **Dynamic Channel Allocation (DCA)**: In DCA, all channels are kept in a central pool and are assigned dynamically to cells when requested and then returned back to the central pool when became idle. The main idea of DCA schemes is to allocate a channel that minimizes the system cost provided that certain interference constraints are satisfied. Based on information used for channel assignment, DCA schemes can be classified either as call-by-call (use only current channel usage conditions) or adaptive (use previous as well as current channel usage conditions). Based on the type of control employed, DCA schemes can be classified either as Centralized (a centralized controller assigns channels to users) or Distributed (base stations assigns channels to users). Distributed DCA schemes can be either cell-based (base stations use local information collected from users and the exchanged information from other base stations) or adaptive (base stations rely only on the signal strength measurements collected locally from its users).

  - **Hybrid Channel Allocation (HCA)**: HCA presents a mixture between FCA and DCA where the total number of channels available is divided into *fixed* and *dynamic* sets. The *fixed* set is assigned as in the FCA schemes while the *dynamic* set is shared by all cells.

  The schemes covered in [48] were evaluated on multi-cell traditional cellular networks but not on OFDMA systems which make the schemes doubtful to perform as stated in the survey when imported to any of the emerging OFDMA systems such as WiMAX, LTE or LTE-Adv [30]. This is due to several reasons. Firstly, unlike traditional cellular networks that assumes a predetermined SINR threshold (for homogeneous applications such as voice), modern data networks utilize adaptive modulation which makes channel assignment decision non-binary from SINR standpoint. UEs employ different modulation and coding schemes with different SINR, thus different throughputs (or achievable rates) are obtained at different SINR levels. Secondly, UEs are frequency selective and their data rate requirements are also different. Finally, the emerging OFDMA systems have put aggressive performance targets that were not planned for traditional cellular networks to handle. Emerging OFDMA systems have triggered a new wave of studies both within the academia and the industry for radio resource management in general and interference coordination in particular that were not included in [48].

  While our focus is on the downlink, Yaacoub et al. present in [18] a survey of resource allocation and scheduling schemes for the *uplink* channels in OFDMA wireless networks. As the main concern of this survey was resource scheduling, single cell was considered most of the time while ICI in multi-cell scenarios was not heavily discussed.

  In [42] Sadr et al. presented a survey on resource allocation algorithms for the downlink of multi-user OFDM system. However in this survey a single cell was assumed, thus inter-cell interference and inter-cell interference coordination for the downlink were not discussed.
C. Notations

Because various OFDMA-based cellular technologies make use of different terminologies and definitions for various components in the network, we unify these terminologies and use them throughout the paper to avoid confusion and improve clarity.

The term User Equipment (UE) is used to refer to the network end users. We use the term eNB to refer to the network element used by the UEs to access the network. An eNB can be a Base Station (BS) or an Access Point (AP). For the central entity controlling a number of eNBs, the term Radio Network Controller (RNC) is used. The term channel is used to indicate a resource unit to be assigned or restricted to users. A channel can be a resource block (RB), a sub-channel, sub-band, chunk, or a sub-carriers group. These terms will be used throughout the paper interchangeably.

The term cell and sector will be used interchangeably throughout the rest of the paper. Finally, The term inter-cell interference coordination (ICIC) schemes will be used throughout the rest of the paper to refer to the interference avoidance schemes.

D. Paper Organization

The remainder of this paper is organized as follows. In Section II, a classification of frequency reuse-based schemes is presented and various schemes are explained. Section III presents a classification for various coordination-based interference avoidance schemes and explains some of these schemes. A discussion on future research directions is presented in Section IV. Finally a summary is given in Section V.

II. STATIC ICIC: FREQUENCY REUSE-BASED SCHEMES

One of the fundamental techniques to deal with the ICI problem is to control the use of frequencies over the various channels in the network. Frequency reuse-based schemes include: conventional frequency planning schemes (Reuse-1 and Reuse-3), fractional frequency reuse (FFR), partial frequency reuse (PFR), and soft frequency reuse (SFR).

Despite their differences, all frequency reuse-based schemes need to specify: (1) the set of channels (sub-bands) that will be used in each sector/cell, (2) the power at which each channel is operating, and (3) the region of the sector/cell in which this set of channels are used (e.g., cell-centre or cell-edge). Different schemes define different values and approaches for these various parameters.

Accordingly, we can identify a unified structured description for any frequency reuse-based scheme. We believe that such a structured description will not only simplify the expression of various schemes, but it will also reduce ambiguity in understanding some of the subtle schemes reported in the literature. To this end, in the following subsections, we introduce a new classification model, and use this model to explain some of the key frequency reuse-based schemes reported in the literature.

A. Definitions and Notation

The following are the basic parameters that we use to develop the proposed classification model.

- \( S = \{s_1, s_2, s_3\} \): the set of sectors per cell
- \( B = \{B_1, B_2, ..., B_k\} \): the set of consecutive frequency bands that constitute the frequency spectrum in each cell such that \( B_i = (b_{i-1}, b_i] \), where \( b_i \) refers to frequency \( i \).
- \( R = \{r_1, r_2, ..., r_m\} \) the set of co-centric rings that constitute the cell such that: \( \forall r_j \in R, j > 1, r_j \) represents a ring that is bounded between the two radii \( \rho_{j-1}, \rho_j \). A ring \( r_j \) defines a user class (center, edge, ... ) that can be allocated to a set of specified channels. While \( \rho_j \) defines the threshold after which a user is not classified as \( r_j \). For \( j = 1, r_j \) represents the cell center users.
- \( \alpha = \{a_1, ..., a_n\} \): the set of ascending power levels used within the sub-bands of a cell with respect to the maximum available power in the system. That is, \( a_z \in \alpha = \frac{P_z}{P_{\text{max}}} \), where \( P_z \) is the power level used in a particular sub-band, and \( P_{\text{max}} \) is the maximum power used in the system. A sub-band that is not used in a particular cell will be assigned a power level 0.

A particular frequency reuse-based scheme can be described by defining the cardinality and elements of the above parameters, then, each sector/cell, \( s_i \in S \), can be expressed as follows:

\[ s_i = \{B_k(a_n, r_m) : 1 \leq k \leq |B|; a_n \in \alpha; r \in R \} \]

B. Conventional Frequency Planning

The simplest scheme to allocate frequencies in a cellular network is to use a frequency reuse factor (FRF) of 1, that is, all available frequency spectrum is reused in each sector without imposing any restrictions on frequency resource usage or power allocation [Figure 3-(a)]. The reuse-1 scheme can be described as follows: \( B = \{B_1\} \), \( R = \{r_1\} \), and \( \alpha = \{a_1\} \).

The three sectors are identical, hence:

\[ s_1 = s_2 = s_3 = \{B_1(a_1, r_1)\} \].
Apparently, this scheme allows for achieving the high peak data rate. However, this comes at the cost of suffering the worst case inter-cell interference levels, especially for cell edge users. This in turn, will greatly limit the performance of these users, leading to an overall lower spectral efficiency.

To reduce the ICI level resulted in the reuse-1 scheme above, the whole frequency band can be divided into three equal but orthogonal sub-bands. Adjacent sectors will be allocated different sub-bands [Figure 3-(b)]. This scheme is known as reuse-3, and it can be described as follows: $B = \{B_1, B_2, B_3\}$, $\mathcal{R} = \{\alpha_1\}$, $\alpha = \{a_1\}$. Accordingly, the three sectors of this scheme can be expressed as follows:

$$s_1 = \{B_1(0,0), B_2(0,0), B_3(a_1, r_1)\}$$
$$s_2 = \{B_1(0,0), B_2(a_1, r_1), B_3(0,0)\}$$
$$s_3 = \{B_1(a_1, r_1), B_2(0,0), B_3(0,0)\}$$

This clustering obviously leads to an improved (lower) inter-cell interference; however, this comes at the cost of very low bandwidth utilization due to the restrictions imposed on the reuse of the available resources. In fact, only one third of the resources are utilized in each sector.

It appears from the above discussion that conventional frequency planning schemes represent the lower and upper bounds on the interference as well as resource utilization in the network. While reuse 1 does not employ any interference coordination, reuse 3 can be regarded as an extreme case of partition based static interference coordination.

C. Fractional Frequency Reuse (FFR)

To avoid the shortcomings of the conventional frequency reuse schemes, the fractional frequency reuse (FFR) scheme is introduced to achieve a FRF between 1 and 3. FFR divides the whole available resources into two subsets or groups, namely, the major group and the minor group. The former is used to serve the cell-edge users, while the latter is used to cover the cell-center users. Generally speaking, the FFR scheme can be divided into three main classes:

1) Partial Frequency Reuse (PFR) Schemes: in these schemes a common frequency band is used in all sectors (i.e., with a frequency reuse-1) with equal power, while the power allocation of the remaining sub-bands is coordinated among the neighboring cells in order to create one sub-band with a low inter-cell interference level in each sector.

2) Soft Frequency Reuse (SFR) Schemes: in these schemes, each sector transmits in the whole frequency band. However, the sector uses full power in some frequency sub-bands while reduced power is used in the rest of the frequency band.

3) Intelligent Reuse Schemes: in these schemes, band allocated to different sectors expands and dilates based on the existing workloads. These schemes start with a reuse-3 like configuration at low workloads which can be changed with the increase of workloads to become PFR, SFR or even reuse-1.

In [10] a study that attempts to find an optimum FFR is presented where the problem is formulated as sum-power minimization problem subject to minimum rate constraints in both the regions. The study considers the optimal FFR factor for the cell-edge region, bandwidth assigned to each region and subcarrier and power allocation to all the users in the cell. The key result is that for the same minimum demand rate for all users, it is found that the power consumed is minimal when the reuse factor used for the cell-edge region is 3. In the following, a detailed discussion of different frequency reuse schemes is presented.

1) Partial Frequency Reuse (PFR): From the above discussion, it is clear that using the same FRF value for the entire cell is not bandwidth-efficient [8]. One way to improve the cell-edge SINR, while maintaining a good spectral efficiency, is to use an FRF greater than unity for the cell-edge regions and an FRF of unity for the cell-center regions [11]. In a homogeneous network, the cell centre regions have equal areas.

The idea of the partial frequency reuse (PFR) is to restrict portion of the resources so that some frequencies are not used in some sectors at all. The effective reuse factor of this scheme depends on the fraction of unused frequency [12].

The PFR is also known as FFR with full isolation (FFR-FI), as users at cell-edge are fully protected (isolated) from adjacent cells’ interference [8]. An example for sites with 3 sectors is shown in Figure 4. The effective reuse of PFR is greater than one. To see this, consider a system with available bandwidth equal to $\beta$. This bandwidth is divided into inner and outer zones with bandwidth equal to $\beta_i$ and $\beta_o$, respectively. Band $\beta_i$ is used with a reuse factor of 1, and for the tri-sector BSs, the reuse factor for $\beta_o$ is usually 3 in the outer zone. In this case, the effective frequency reuse factor is given by $1/(\beta_i + (\beta_o/3))$. Therefore, the effective reuse of PFR scheme is generally greater than 1 [12].

This scheme can be described as follows: $B = \{B_1, B_2, B_3, B_4\}$, $\mathcal{R} = \{r_1, r_2\}$, $\alpha = \{a_1, a_2\}$. Accordingly, the three sectors of this scheme can be expressed as follows:

$$s_1 = \{B_1(a_1, r_1), B_2(0,0), B_3(a_2, r_2), B_4(0,0)\}$$
$$s_2 = \{B_1(a_1, r_1), B_2(0,0), B_3(a_2, r_2), B_4(0,0)\}$$
$$s_3 = \{B_1(a_1, r_1), B_2(0,0), B_3(0,0), B_4(0,0)\}$$

A numerical method for calculation of interference generated by co-channel cells is proposed and discussed in [13] [14]. The level of co-channel interference in three different scenarios is compared, in particular, cellular system with universal frequency reuse, cellular system with reuse-3 and cellular system with implemented ICIC based on fractional frequency reuse. Analysis shows that the interference experi-
encased by users in their own cells is almost two times smaller when using fractional frequency reuse instead of frequency reuse factor 3 and approximately three times smaller than universal frequency reuse case.

A novel fractional frequency reuse scheme combined with interference suppression for orthogonal frequency division multiple access (OFDMA) networks is introduced in [20]. The **PFR with only one interference in the worst case** scheme (Figure 5) ensures maximum of one-type interferer, that is only users in the neighboring cells using the same band will cause interference to the cell edge users, and hence, it was possible to suppress this interference by using interference exploitation techniques. Results indicate a reduction in power at no cost of increased complexity. This FFR scheme can be classified as a variation of the PFR scheme, and it can be described as follows: \( B = \{B_1, B_2, B_3, B_4\} \), \( R = \{r_1, r_2\} \), \( \alpha = \{a_1, a_2\} \). Accordingly, the three sectors of this scheme can be expressed as follows:

\[
\begin{align*}
  s_1 &= \{B_1(a_1, r_1), B_2(a_2, r_2), B_3(0, 0), B_4(a_2, r_2)\} \\
  s_2 &= \{B_1(a_1, r_1), B_2(0, 0), B_3(a_2, r_2), B_4(a_2, r_2)\} \\
  s_3 &= \{B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_2, r_2), B_4(0, 0)\}
\end{align*}
\]

2) **Soft Frequency Reuse (SFR):** The PFR scheme may result in under-utilization of available frequency resources due to its strict no-sharing policy. Soft Frequency Reuse (SFR) was proposed in [5] [9] to present a balance between the FRF and the PFR schemes. It avoids the high ICI levels associated with the unity FRF configurations, while providing more flexibility to the PFR scheme. The term soft reuse is due to the fact that effective reuse of the scheme can be adjusted by the division of powers between the frequencies used in the centre and edge bands.

SFR makes use of the concept of zone-based reuse factors in the cell-center and cell-edge areas. Unlike the PFR; however, frequency and power used in these zones are restricted. In particular, a frequency reuse factor of 1 is employed in the central region of a cell, while frequency reuse factor greater than 1 at the outer region of the cell close to the cell edge.

For example, consider the 3-sector cell sites shown in Figure 6, the cell-edge band (major band) uses 1/3 of the available spectrum which is orthogonal to those in the neighboring cells and forms a structure of cluster size of 3. The cell-centre band (minor band) in any sector is composed of the frequencies used in the outer zone of neighboring sectors. According to the original contribution in which the SFR is proposed [9], the major band can be used in the cell-centre as well if it is not occupied by the cell-edge UEs, resulting in a frequency reuse factor of 1 for the inner part of the cell, but the minor band is available to the centre area only [Figure 6-a)]. Each group is assigned transmission power depending on the desired effective reuse factor, such that the major band group is higher than the power of the minor group while keeping the total transmission power fixed. Higher transmit power is used on the major band as shown in the right side of Figure 6.

This scheme can be described as follows: \( B = \{B_1, B_2, B_3\} \), \( R = \{r_1, r_2\} \), \( \alpha = \{a_1, a_2\} \). Accordingly, the three sectors of this scheme can be expressed as follows:

\[
\begin{align*}
  s_1 &= \{B_1(a_1, r_1), B_2(a_1, r_1), B_3(a_1, r_1) \cup B_3(a_2, r_2)\} \\
  s_2 &= \{B_1(a_1, r_1), B_2(a_1, r_1) \cup B_3(a_2, r_2), B_3(a_1, r_1) \} \\
  s_3 &= \{B_1(a_1, r_1) \cup B_3(a_2, r_2), B_2(a_1, r_1) \cup B_3(a_1, r_1) \}
\end{align*}
\]

However, the authors in [11] define the SFR differently. In their work, they refer to the SFR as a scheme in which the available bandwidth is divided into orthogonal segments, and each neighboring cell is assigned a cell-edge band, where a higher power is allowed on the selected cell-edge band, while the cell-centre UEs can still have access to the cell-edge bands available. In this way, each cell can utilize the entire bandwidth while reducing the interference to the neighbors [Figure 6-b)]. A less ICI at the cell-edge is achieved at the expense of spectrum utilization.

This scheme can be described as follows: \( B = \{B_1, B_2, B_3\} \), \( R = \{r_1\} \), \( \alpha = \{a_1, a_2\} \). Accordingly, the three sectors of this scheme can be expressed as follows:

\[
\begin{align*}
  s_1 &= \{B_1(a_1, r_1), B_2(a_1, r_1), B_3(a_2, r_2)\}
\end{align*}
\]
s₂ = \{B₁(a₁₁), B₂(a₂₂), B₃(a₁₁)\}

s₃ = \{B₁(a₂₂), B₂(a₁₁), B₃(a₁₁)\}

In [5], a parameter called “Power Ratio” is defined as the ratio between transmit power limitation of minor sub-carriers and major sub-carriers. Adjusting the power ratio from 0 to 1 effectively moves the reuse factor from 3 to 1. Therefore, SFR is seen as a compromise between reuse 1 and 3 in a network with tri-sector BSs. UTs are categorized into cell-edge and cell-centre based on user geometry determined by the received signal power (averaged over multipath fading) taking into account the large-scale path-loss, shadowing, and antenna gains [12].

Simulation results reported in [5] [9] show that: if the power ratio equals one (i.e., major and minor subcarriers are given same power), the cell-edge bit rate equals one third of the cell-edge bit rate in case of the universal reuse factor (i.e., reuse-1). As the power factor decreases towards 0, the total cell throughput decreases as well. Also, the throughput of the inner zone decreases as well. However, the cell-edge throughput increases due to the increasing transmission power for cell-edge users and the mitigation of co-channel interference. The above discussion can lead to the general conclusion that the edge users and the mitigation of co-channel interference. The increases due to the increasing transmission power for cell-edge users. This leads to a cell-edge performance improvement almost linear with SINR while the degradation to the cell-centre UEs is logarithmic with SINR. In SFR, the power ratio between the cell-edge band and the cell-centre band can be an operator-defined parameter, thereby increasing the flexibility in system tuning.

In [15], the performance of the SFR with partial frequency reuse at the cell centre for large scale networks in realistic radio environments and with irregular cell patterns is investigated. According to simulations, two key conclusions are drawn. SFR’s parameters have to be carefully selected and optimized since any improvement for the cell edge users comes at the expense of performance of the cell centre users. Therefore, it was suggested that the SFR is better used for resolving interference issues at some specific areas, at which the performance reduction at the center zones is much significant compared to the improvement in the cell edge, rather than being used in the entire network. It is also found that the cell-edge performance is sensitive to the bandwidth allocated; an interesting result is that the two sub-bands have better performance over the conventional three sub-bands. A recommendation for further work is then presented for performing comparison studies between the SFR scheme and other schemes. Also, the usage sub-bands of unequal sizes is recommended. This can better adapt the reuse pattern to the cell layout.

\[ s₂ = \{B₁(a₁₁), B₂(a₂₂), B₃(a₁₁)\} \]
\[ s₃ = \{B₁(a₂₂), B₂(a₁₁), B₃(a₁₁)\} \]

Soft Fractional Frequency Reuse (SFFR) is an enhanced SFR scheme. The PFR and SFR schemes can improve the throughput for the cell-edge users by reducing the ICI experienced by users in that region. However, both schemes may lead to a lower cell throughput as compared to the conventional reuse-1 scheme. The PFR scheme does not utilize the whole available frequency bandwidth, and thus, it has a lower cell throughput as compared to reuse-1 scheme. Moreover, although SFR can make use of the overall frequency band available in the cell, and thus, increase the overall system capacity compared to that of the PFR; however, the overall system capacity of SFR maybe lower than that of reuse one scheme.

Soft FFR (SFFR) scheme has been proposed as a way to improve the overall cell throughput of FFR [16]. Unlike the PFR that does not make use of the sub-bands allocated to the outer region in the adjacent cells, the Soft FFR scheme utilizes these sub-bands for the inner UEs, but with low power levels (See Figure 7). As a result, the SFFR is similar to the SFR in that both adopt a non-uniform power profile (it uses high power levels for some sub-bands and low power levels for others). Unlike the SFR; however, the Soft FFR uses the common sub-band which can enhance the throughput of the inner users. This scheme can be described as follows: B = \{B₁, B₂, B₃, B₄\}, R = \{r₁, r₂\}, α = \{a₁, a₂\}. Accordingly, the three sectors of this scheme can be expressed as follows:

\[ s₁ = \{B₁(a₁₁), B₂(a₁₁), B₃(a₁₁), B₄(a₂₂)\} \]
\[ s₂ = \{B₁(a₁₁), B₂(a₁₁), B₃(a₁₁), B₄(a₁₁)\} \]
\[ s₃ = \{B₁(a₁₁), B₂(a₂₂), B₃(a₁₁), B₄(a₁₁)\} \]

In [17], several variations of the power profile used in the Soft FFR scheme are investigated. Several interesting observations were presented and can be summarized as follows:

- Transmission power level of the common part does not have a significant influence on the overall cell throughput. Accordingly, the total transmission power used in the cell can be reduced by minimizing the power level of this common part without impacting the required cell throughput level.
- Transmission power level in the outer region has a direct impact on the throughput of that region. In particular, it was observed that the throughput of this region is directly proportional to its power, and inversely proportional to the inner region’s throughput. As a result, according to the throughput requirements in the outer region, the power
consumption for the outer region can be reduced, while maintaining high overall system throughput.

Downlinks transmit power allocation in soft FFR under two different coordination cases, namely: loosely and tightly coordinated cells are studied [19]. In the loosely coordinated cells case, the sub-band transmit powers are allocated so that the cell edge user meets the required throughput. The loss in average cell throughput can be reduced by configuring appropriate number of sub-bands for inner and outer regions. However, in the tightly coordinated cells, sub-band power allocation can be changed packet by packet in each scheduling period. It is found that in this cell coordination case, the loss of spectral efficiency can be minimized regardless of the number of sub-bands due to its fast coordination.

A FFR with multiple user class scheme that deals with different user classes is presented in [21] [22]. The scheme uses an approach similar to that of the PFR with only one interference in the worst case scheme [20] where cells are divided into a number of concentric zones, each with a different frequency reuse factors as illustrated (Figure 8). However, unlike the PFR with only one interference in the worst case scheme where some bands are restricted, under this scheme, the cell uses the entire band but under different power level restrictions based on the type of UEs. Central UEs are served first with the low power sub-band (if this is not enough, next sub-bands can be used, but should still maintain the low power level). Next, intermediate and finally cell edge UEs are served with the same criterion. This scheme can be expressed as follows: $B = \{B_1, B_2, B_3\}$, $R = \{r_1, r_2, r_3\}$, $\alpha = \{a_1, a_2, a_3\}$. Accordingly, the three sectors of this scheme can be expressed as follows:

$$s_1 = \{B_1(a_3, r_3), B_2(a_1, r_1), B_3(a_2, r_2)\}$$

$$s_2 = \{B_1(a_2, r_2), B_2(a_3, r_3), B_3(a_1, r_1)\}$$

$$s_3 = \{B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_3, r_3)\}$$

3) Intelligent Reuse: Incremental Frequency Reuse (IFR): Under the SFR scheme, cell edge users have a maximum of one third of the entire bandwidth to utilize. However, typically, cellular systems have more cell edge users than cell center users. Thus, SFR may result in low spectrum efficiency. Moreover, as shown in Figure 9, under the SFR scheme, co-channel interferences may increase even under low traffic load situation, while there are still sub-channels in idle and underutilized in the system. This is due to the fact that resource allocation of all cells under the SFR scheme starts always from the first sub-channel up. Again, this may reduce the spectrum utilization efficiency.

In addition, results on the usage of SFR showed that the cell throughput is even lower to the conventional reuse-1 scheme when loading factor is over 0.5 [23]. This is because under the SFR scheme, at most one third of the sub-channels can be used to transmit data with higher power while the remaining two third sub-channels work with lower power, which induces an overall throughput loss. Thus, the SFR ameliorates performance of the cell edge users at the expense of degrading the overall cell capacity [24].

In order to overcome some of the shortcomings of the conventional SFR scheme discussed above (low spectrum efficiency, increased co-channel interferences at low loading traffic, and loss of cell capacity system when system is over half-full loaded), in [23], Kim et al. proposed the concept of Incremental Frequency Reuse (IFR) scheme. IFR attempts to reduce the ICI effectively under low offered traffic, while maintaining the overall system capacity.

Figure 10 illustrates the basic concept of the IFR scheme in a tri-sector cell system with 3 various types of neighboring cells. The only difference between the IFR and the classical reuse-1 is, from which point of the available bandwidth it starts dispensing resources to the users. In an IFR system the directly adjoining cells assign resources from different sub-channels. Cells of type-A occupy resources from the first sub-channel, whereas cells of type-B from one third of the whole bandwidth, and cells of type-C from two third of the bandwidth. They allocate consecutive sub-channels successively along with traffic load increasing until the entire bandwidth is used up. The ICI generated by directly adjoining cells can be avoided completely at low traffic situation, since frequency reuse of the first tier neighboring cells doesn’t occur when loading factor below 0.3, and the whole system operates as in the classical reuse-3 system. Effectively, under the IFR scheme, the system operates with increasing traffic load like moving from a reuse-3 system to a reuse-1 system.

Despite the fact that the IFR scheme can overcome most of the limitations inherited in the SFR scheme; however, the
The SFR scheme performs better only under low traffic. When the loading factor in the system is above 0.3, the IFR performance is lower than that of the SFR. Simulation results reported in [23] concluded that both the IFR and the SFR schemes do not perform better than the classical reuse-1 scheme in over-middle-load or full-load situations. For IFR, all bandwidth becomes available to all cells resulting in an overall cell capacity equals to that of reuse-1. The SFR scheme performs worse than reuse-1 as two-thirds of the users are allocated to the secondary-band achieving relatively lower throughputs due to the limited transmit power, while only one-third achieving higher throughput. Accordingly, it is concluded that the system capacity cannot be substantively improved by the IFR and higher throughput. Accordingly, it is concluded that the system capacity cannot be substantively improved by the IFR and the SFR schemes. This scheme can be described as follows: $S = \{B_1, B_2, B_3\}$, $R = \{r_1\}$, $\alpha = \{a_1\}$. Accordingly, the three sectors of this scheme can be expressed as follows:

$$s_1 = \{B_1(a_1, r_1), B_2(a_1, r_1), B_3(a_1, r_1)\}$$
$$s_2 = \{B_2(a_1, r_1), B_3(a_1, r_1), B_1(a_1, r_1)\}$$
$$s_3 = \{B_3(a_1, r_1), B_1(a_1, r_1), B_2(a_1, r_1)\}$$

Enhanced Fractional Frequency Reuse (EFFR): To further improve the performance of the IFR and the SFR schemes and overcome their limitations, a scheme called Enhanced Fractional Frequency Reuse (EFFR) was proposed in [24]. EFFR attempts to enhance the system capacity especially under overload situations.

Similar to the IFR scheme, the EFFR scheme defines 3 cell-types for directly neighboring cells in a cellular system, and reserves for each cell-type a part of the whole frequency band named Primary Segment, which is shown in the right part of Figure 11 with thick border.

The Primary Segments among different type cells should be orthogonal. The remaining sub-channels excluding the Primary segments constitute the Secondary Segment. The Primary Segment of a cell-type is at the same time a part of the Secondary Segments belonging to the other two cell-types. Each cell can occupy all sub-channels of its Primary Segment at will, whereas only a part of sub-channels in the Secondary Segment can be used by this cell in interference-aware manner.

The Primary Segment of each cell will be further divided into a reuse-3 part and reuse-1 part. The reuse-1 part can be reused by all types of cells, while reuse-3 part can only exclusively be reused by other same type cells. The reuse-3 sub-channels cannot be reused by directly neighboring cells, that attenuates the co-channel interferences among them and therefore it is specified for the vulnerable cell edge users to take priority of using these sub-channels over cell center users.

Since a cell acts on the Secondary Segment as a guest, and occupying secondary sub-channels actually reuses the primary sub-channels belonging to the directly neighboring cells, therefore, the Secondary Segment to be reused should be first monitored, then being reused based on the SINR estimation.

Each cell listens on every secondary sub-channel all the time. And before occupation, it makes SINR evaluation according to the gathered channel quality information (CQI) and chooses resources with best estimation value for reuse. If all available secondary resources are either occupied or not good enough to a link, it will give up reusing for this link. This will not lead to resource wasting, which means some resources maybe not reusable for this link, but can be reused by other links. Another gained merit is that it will not generate excessive interference for the neighboring cells which would degrade their performance. So, an upgrade of spectrum efficiency is expected by using the interference-aware-reuse mechanism on the Secondary Segment.

Simulation results for comparing the EFFR scheme with conventional reuse-1, reuse-3, and the IFR schemes show a significant improvement in the overall capacity gains at cell edge as compared to other schemes. This scheme can be described as follows: $S = \{B_1, B_2, B_3, B_4, B_5, B_6\}$, $R = \{r_1, r_2\}$, $\alpha = \{a_1, a_2\}$. Accordingly, the three sectors of this scheme can be expressed as follows:

$$s_1 = \{B_1(a_2, r_2), B_2(a_1, r_1), B_3(0, 0), B_4(a_1, r_1), B_5(0, 0), B_6(a_1, r_1)\}$$
$$s_2 = \{B_1(0, 0), B_2(a_1, r_1), B_3(a_2, r_2), B_4(a_1, r_1), B_5(0, 0), B_6(a_1, r_1)\}$$
$$s_3 = \{B_1(0, 0), B_2(a_1, r_1), B_3(0, 0), B_4(a_1, r_1), B_5(a_2, r_2), B_6(a_1, r_1)\}$$

Combined Partial Reuse and Soft Handover: An interesting ICIC scheme that employs both partial frequency reuse (PFR) and soft handover (SH) is proposed in [25]. This proposed scheme differentiates between the cell interior users (CIUs) from the cell edge users (CEUs) using the soft-handover (SH), where a user is considered as a cell edge user if there is at least two cells in its handover list, accordingly the user is allocated one of the sub-channels that are designed to serve this region of the cell. Effectively, this scheme capitalizes on the information already available from the handover algorithm, and thus, it eliminates the complexity of geometry determination based on the duplicate calculation of SINR. In addition, it eliminates the need for extra signaling. Simulation results reported in [25] shows that the combined approach can provide a significant cell edge throughput gain over the conventional
D. Comments on Frequency Reuse-Based ICIC Schemes

In [55] and [56], Gonzalez et al. conducted a comparison among a number of static schemes to evaluate the performance of static ICIC schemes in regular cells and realistic irregular cells layouts.

In [55], three static ICIC schemes (PFR [11] Figure 6-(b), FFR with multiple user class [21] Figure 8 and FFR-FI [8] Figure 4) were compared in a regular cells layout. The role of the different elements affecting their spectral efficiency versus fairness tradeoff was investigated. These elements are:

1. **Threshold to classify users (ρ_j)** which can be either *Class Proportionality* where the SINR thresholds are selected so that each class has the same average number of users or *Bandwidth Proportionality* where the SINR thresholds guarantee that the number of users is proportional to its allocated bandwidth.

2. **Effect of the power level allocated to different user classes (α)**.

3. **Effect of the number of user groups (R)** which in turn reflect the effect of the size of the bandwidth allocated to each user group (B). With the increase of the number of user groups, the bandwidth allocated to each user group tends to decrease.

4. **Effect of inter-class interference** which is caused due to using the same band for different user classes at the different cells. Restricting inter-class interference would mean using a reuse-n where n ≥ 3 for the edge bands as in FFR-FI scheme [8]. Center-users receive ICI of types inter-class (coming from users of different classes (i.e. edge users) using the same band in the neighboring cells) and intra-class (coming from users of the same class (i.e. center users) using the same band in the neighboring cells). Edge users only receive inter-class interference.

Based on their findings, Gonzalez et al. provided the following recommendations:

- The choice of the *threshold to classify users (ρ_j)* has an immediate impact on the scheduler decisions and so on the system performance. When *bandwidth proportionality* is used, the set of cell-edge users becomes smaller leaving more Resource Blocks (RBs) for them to use than the *class proportionality* case leading to a slightly better fairness value. On the other hand, *class proportionality* brings a significant spectral efficiency improvement at the expense of a small fairness degradation.

- Regarding the *effect of the power level allocated to different user classes (α)*, it was found that an increase in the power allocated to center-users leads to better values of efficiency no matter which *threshold to classify users* criterion has been selected. The higher the difference in the power assigned to the different user classes, the higher value of fairness and the lower value of efficiency. The reason behind this behavior is that given that the bandwidth assigned to each class is fixed, having a small difference in the power assigned to the different user classes causes the energy previously assigned to the users having worse channel to move to users with better channel conditions.

- For the *effect of the number of user groups (R)*, the analysis showed that as users are grouped into more classes, fairness is improved. Nevertheless, smaller number of user groups increases the spectral efficiency since the allocation of a wider band to the set of users enjoying a better radio channel becomes the predominant effect, especially when the SINR threshold is shifted to higher values.

- The *inter-class interference* can be completely removed but at the expense of a reduction in the available bandwidth at each cell as it can be seen in Figure 4. The advantage of doing so is that higher levels of SINR can be achieved for edge users within the cell as no other cell is using the same band. On the other hand, the reduction in the bandwidth causes a reduction in terms of spectral efficiency. However, the effectiveness in the use of resources is higher compared to schemes with inter-class interference indicated by high values of bits per RB and bits per Watt.

In [56], Gonzalez et al. extended their evaluation of static schemes by a comparative study of the performance of four ICIC schemes (reuse-1 Figure 3-(a), reuse-3 Figure 3-(b), SFR [9] Figure 6-(a), FFR-FI [8] Figure 4) in a realistic non-regular cellular layout giving special attention to the efficiency vs. fairness tradeoff. The evaluation scenarios simulated the city of Vienna and its surroundings using the digital elevation model, system layout and propagation data provided by the MORANS initiative [58] which was framed within the European COST 273 Action to provide common system simulation environments so that different researchers can compare results.

However, we failed to get such scenario data sets or access the related documentation as they seem have been restricted for public access. Another openly available alternative for real life cellular layouts is the network planning scenarios for Berlin and Lisbon provided by the European Momentum project [59] which contains the city’s realistic radio propagation setting. The Momentum project data sets were used in [15] to evaluate the performance of SFR in large networks with irregular cell patterns.

Comparing the scheme’s evaluation in realistic irregular cells conducted in [56] to the evaluation conducted on regular shaped cells in [55] led to the following conclusions:

- Regarding the *effect of the power level allocated to different user classes*, the same behavior remains in realistic layouts where an increase in the power allocated to center-users leads to better values of efficiency and lower values of fairness. Also, the higher the difference in the power assigned to the different user classes, the higher value of fairness and the lower value of efficiency.

- The *effect of the number of user groups* in realistic scenarios increases on all performance metrics due to the irregular geometry.

- Also, as users are grouped into less classes, the *effect of the power level allocated to different user classes* increases on all metrics.

In their study, Gonzalez et al. concluded that the best performance cannot be obtained by applying traditional ICIC
TABLE I

SUMMARY OF FREQUENCY REUSE-BASED SCHEMES.

<table>
<thead>
<tr>
<th>Scheme Name(s)</th>
<th>Representation with proposed notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuse-1</td>
<td>$B = {B_1, B_2, B_3}$ $\alpha = {a_1}$ $s_1 = s_2 = s_3 = {B_1(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 3-(a)</td>
<td></td>
</tr>
<tr>
<td>Reuse-3</td>
<td>$B = {B_1, B_2, B_3}$ $\alpha = {a_1}$ $s_1 = {B_1(0, 0), B_2(0, 0), B_3(0, 0)}$ $s_2 = {B_1(a_1, r_1), B_2(0, 0), B_3(0, 0)}$ $s_3 = {B_1(a_1, r_1), B_2(0, 0), B_3(0, 0)}$</td>
</tr>
<tr>
<td>(Hard frequency reuse [57]) Figure 3-(b)</td>
<td></td>
</tr>
<tr>
<td>PFR [12]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(0, 0), B_3(0, 0), B_4(a_1, r_2)}$ $s_2 = {B_1(a_1, r_1), B_2(0, 0), B_3(a_1, r_2), B_4(0, 0)}$ $s_3 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(0, 0), B_4(0, 0)}$</td>
</tr>
<tr>
<td>PFR-P [8]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_2, r_2)}$ $s_2 = {B_1(a_1, r_1), B_2(0, 0), B_3(a_2, r_2), B_4(0, 0)}$ $s_3 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(0, 0), B_4(0, 0)}$</td>
</tr>
<tr>
<td>SFR (Original)</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(0, 0), B_4(a_2, r_2)}$ $s_2 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_1, r_1), B_4(0, 0)}$ $s_3 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 7</td>
<td></td>
</tr>
<tr>
<td>SFR (2nd definition) [11]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_2, r_2)}$ $s_2 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_1, r_1)}$ $s_3 = {B_1(a_2, r_2), B_2(a_1, r_2), B_3(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 6-(a)</td>
<td></td>
</tr>
<tr>
<td>SFRFR [16]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_1, r_1)}$ $s_2 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$ $s_3 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 8</td>
<td></td>
</tr>
<tr>
<td>FFR with multiple user class [21]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_1, r_1)}$ $s_2 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$ $s_3 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$</td>
</tr>
<tr>
<td>IFR [23]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_1, r_1), B_2(a_1, r_2), B_3(a_1, r_1)}$ $s_2 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$ $s_3 = {B_1(a_1, r_1), B_2(a_2, r_2), B_3(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 9</td>
<td></td>
</tr>
<tr>
<td>EFFR [24]</td>
<td>$B = {B_1, B_2, B_3, B_4}$ $\alpha = {a_1}$ $s_1 = {B_1(a_2, r_2), B_2(a_1, r_1), B_3(0, 0), B_4(a_1, r_1)}$ $s_2 = {B_1(0, 0), B_2(a_1, r_1), B_3(a_2, r_2), B_4(a_1, r_1)}$ $s_3 = {B_1(0, 0), B_2(a_1, r_1), B_3(0, 0), B_4(a_1, r_1)}$</td>
</tr>
<tr>
<td>Figure 10</td>
<td></td>
</tr>
</tbody>
</table>

schemes [56]. The optimal settings for ICIC are particular to each geometry and the performance of static ICIC schemes is different from one network to another. Static ICIC schemes could penalize cells receiving more interference due to irregular cell layouts and thus irregular cell layouts require non-overlapping bandwidth allocations that suit each cell geometry. Furthermore, static schemes are unsuitable for Heterogeneous Networks (HetNets) with femto/pico/macro cells as these cells are placed at the end-user’s locations in an ad-hoc manner making any prior frequency planning difficult [12]. These shortcomings of static schemes are addressed by dynamic ICIC schemes as they do not require prior frequency planning and operate based on dynamic interference information from surrounding transmitters.

III. DYNAMIC ICIC: CELL COORDINATION-BASED SCHEMES

The scale and complexity of modern mobile communication systems have motivated the exploration of cell coordination-based schemes as possible models for management and control.
of such highly complex systems [61]. The complexity of these systems is due to several factors including the diversity of applications, volume of connections, geographic spread of users, localized ownership of the network, and “connectivity, anytime, anywhere” with an ever increasing demand for bandwidth.

The issue with the apriori frequency planning schemes discussed in Section II is that the inhomogeneous traffic load and varying user group distribution within each cell is ignored to simplify the cell-planning phase. This consequently leads to significant performance degradation in terms of cell and user throughput [33]. In realistic systems, the traffic load is unlikely to be spatially homogeneous and may exhibit significant variations over time. For example, one might see concentrations of users in different regions at different times of the day, e.g., train stations, shopping districts, and lunch time. As such, it is crucial that interference coordination schemes should be designed to adapt to different network interference conditions, user traffic load, and user distribution in order to maximize the total network throughput.

Cell coordination schemes have emerged as an efficient solution to cope with the continuous dynamic traffic load changes in cells. In cell coordination, interference reduction is realized by real time coordination using adaptive algorithms to efficiently manage the resource utilization among cells without apriori resource partitioning.

Although this solution presents a flexible framework as no apriori frequency planning is required, it may however require a signaling interface between different eNBs in order to achieve the required coordination which is considered as a serious complexity with respect to both overhead and delay. Various cell coordination-based schemes present trade-offs between implementation complexity and the overhead of signaling. The problem of resource allocation with dynamic demand is known to be NP-hard [31]. Using an exact method is computationally inefficient as the problem involves extremely large search spaces with correspondingly large number of potential solutions. As the new resources configurations must be computed at run-time, computational efficiency is favored over model accuracy.

Due to the complexity of the dynamic ICIC problem, most of the performance evaluations are based on simulation models. A principal problem with simulation evaluations during comparing different schemes is the lack of common context, scenarios and evaluation metrics. Thus, unified realistic scenario data sets are needed that define common conditions such as cells layout, number of channels, propagation data and traffic intensity as well as a unified set of metrics to be used to evaluate various approaches. This issue has been open since 1996 [48]. There were some initiatives (e.g., [59]) to provide a realistic common context and scenario data sets. However, these initiatives did not receive enough attention in the community, and thus, the challenge of performance comparison for dynamic ICIC still remains. Accordingly, comparison of the permanence of various scheme may not be accurate enough, and hence, in this work, we base our review for the various schemes on the advantages and disadvantages, computational complexity, signalling overhead, and practicality of implementation.

In this section, a new classification model is presented and used to classify and explain various coordination-based schemes. The proposed classification model makes use of four dimensions, namely, the optimization objective, power control technique, channel allocation recommender, and the fairness to UE. In the following, the four classification dimensions are explained and then used to review key coordination-based schemes reported in the literature.

A. Classification of Coordination-based ICIC Schemes

Coordination-based schemes can be categorized, based on the level of coordination, into four main categories: centralized, semi-distributed, coordinated-distributed, and autonomous-distributed. In addition to these levels of coordination, various cell coordination-based schemes can be differentiated based on the following four dimensions:

1) Optimization objective. This dimension refers to the performance objective that needs to be optimized under a particular coordination-based scheme. Proposed schemes in the literature focus on one or more of the following optimization objectives:

   • Maximize Throughput ($T$): The system attempts to dynamically find the assignment matrix (channels assigned to users) so that the total throughput is maximized.
   • Minimize Interference ($I$): The system attempts to dynamically restrict interfering channels so that the number of interfering UE or the effect of interference is minimized.
   • Minimize Power Usage ($P$): The system attempts to dynamically find the assignment matrix (channels assigned to users) so that the total power usage based on the interference levels reported by UEs for different channels is minimized.

2) Power control technique. Some studies in the literature (e.g., [29]-[31], [35], [40]) suggest that power control does not always yield significant performance gain in OFDM systems compared to the complexity it adds to the operations of the system. Accordingly, these studies adopt a simple binary power control ($b$, for short) model in which either a channel can be assigned to a UE with maximum power or not. However, some coordination based schemes (typically, autonomous distributed schemes) implement more sophisticated full power control ($f$) to allocate frequencies already in use by neighboring cells to UEs while minimizing the interference effect.

3) Channel allocation recommender. This dimension refers to the entity in the network that creates the wish list that contains possible channels to be assigned to each UE. Various schemes make use of different types of entities in order to create the wish list of each UE. Typically, a coordination-based scheme uses one of the following network element types to create the wish list for each UE:

   • RNC: A central entity is responsible for finding a set of candidate channels for every UE such that there is no conflict between any combinations. Every eNB, on the other hand, assigns channels to UEs subjected to the constraints delivered by the central entity.
• eNB: Each eNB is responsible for creating a list of channels to use or restrict based on the information exchanged with the neighboring eNBs.
• UE: Each UE is responsible for collecting information of the various possible channels that can be used or need to be restricted. UE then sends this list to its eNB, which in return processes the lists obtained from all UEs and coordinate with the neighboring eNBs.

4) Fairness to UE. To ensure fairness among all UEs, some coordination-based schemes provide mechanisms to guarantee a minimum rate to all UEs. In such schemes, a minimum rate is placed for both interior and edge UE that the scheme guarantees. Some other coordination-based schemes adopt the best effort model, where the scheme attempts to achieve a required performance regardless whether the needs of all UEs are satisfied or not.

Based on the above dimensions, a given cell coordination-based scheme $S$ can be defined using the notation $S = \mathcal{O}_E^{\mathcal{T}_E^C_{\min}^r_{\min}^C_{\min}^f_{\min}^p}$, where:

- $O \in \{T, I, P\}$ an alphabetical set that describes the optimization problem the scheme is attempting to solve. Where $T$: Allocate channels to Maximize Throughput, $I$: Restrict channels to Minimize Interference, and $P$: Allocate channels to Minimize Power Usage.
- $e \in \{UE, eNB, RNC\}$ a subscript that represents the entity that creates the channels wish list.
- $t \in \{SD, CD, AD\}$ a superscript that represents the type of the scheme whether it is semi-distributed (SD), coordinated-distributed (CD), or autonomous-distributed (AD) scheme.
- $r_{\min}^E$ and $r_{\min}^C$ indicate the scheme fairness by representing the minimum guaranteed rate for edge and central UE respectively, where: $r_{\min}^E, r_{\min}^C \in [0, r_1, r_2]$.  
- $p$ indicates the possible fractions of the maximum power that can be allocated to a channel. $p \in \{(b : b \in \{0, 1\}, \{f : f \in \mathbb{Q}, 0 \leq f \leq 1\}\}$

Table II summarizes the various cell coordination-based schemes using the above classification parameters.

In the following subsections, different coordination-based schemes are grouped based on the coordination category \textit{(centralized, semi-distributed, coordinated-distributed, or autonomous-distributed)}. Under each category, various schemes are explained based on the nations described above.

B. Centralized Schemes

In \textit{centralized schemes}, a central control unit collects all the channel state information (CSI) of every UE in the system and allocates available RBs to each eNB trying to maximize the capacity according to fairness and power constraints. Therefore, each eNB has to forward the received CSIs of each UE to the centralized controller and receive back the allocation information before transmitting, resulting in a high backhaul signaling.

However, without an efficient and fast infrastructure, centralized scheduling is a hard task due to the stringent time required to exchange the inter-cell scheduling information and the large feedback required by the UEs to send all the CSIs [52]. For these reasons emerging cellular networks such as the LTE-Advanced systems have eliminated the central control unit and relied on inter-eNB coordination over the X2 interface with no central coordinator in a flat architecture [50]. Examples of centralized scheme can be found in [26]-[28]. It is worth noting that, most of the centralized schemes were designed for the Time Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA) systems.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Representation & Example Scheme(s) \\
\hline
$S = I_{eNB}^{SD}(r_1, r_2, b)$ & [12] [29] \\
$S = T_{RNC}^{SD}(0, 0, b)$ & [30] [31] \\
$S = I_{eNB}^{CD}(r_1, r_2, f)$ & [32] [38] \\
$S = P_{eNB}^{CD}(r_1, 0, f) + T_{eNB}^{CD}(0, r_2, f)$ & [33] \\
$S = T_{eNB}^{CD}(r_1, r_2, f)$ & [34] [36] [37] \\
$S = T_{eNB}^{CD}(0, 0, f)$ & [35] \\
$S = T_{eNB}^{CD}(0, 0, b)$ & [39] [40] \\
$S = P_{eNB}^{AD}(0, 0, f)$ & [43] [44] \\
$S = P_{eNB}^{AD}(r_1, r_2, f)$ & [45] \\
$S = P_{eNB}^{CD}(r_1, r_2, f)$ & [46] \\
$S = I_{eNB}^{SD}(0, 0, f)$ & [47] \\
\hline
\end{tabular}
\caption{Summary of Cell Coordination-Based Schemes.}
\end{table}

C. Semi-Distributed Schemes

As the name suggests, semi-distributed schemes (e.g., [12] [29]-[31]) are neither fully centralized nor fully distributed. Coordination in these schemes is typically performed at two levels: the central entity level and the eNBs level. Similar to centralized schemes, semi-distributed schemes implement a central controlling entity that controls a number of eNBs. However, semi-distributed schemes make use of the central entity to allocate in each super-frame a bulk of resources to each eNB instead of allocating the channels directly to each UE on a frame bases as in the centralized schemes. Accordingly, in semi-distributed schemes, each eNB is responsible for allocating channels on the frame level to the UEs that it serves.

Similar to the case of centralized schemes, efficient and fast infrastructure is still required, but a bit less complex, in order to exchange the inter-cell scheduling information and feedback on the backhaul link. However, the resource allocation problem is distributed between the central entity and eNBs, which in turn can reduce the computational complexity of the overall scheme.

It is worth noting that, in homogeneous networks with no central controllers, semi-distributed schemes, similar to the centralized schemes, are not practical for implementation [12]. However, the semi-distributed approach can still be
used for enhanced ICIC (eICIC) in heterogeneous networks (HetNets) with femto/pico/macro cell layouts [60]. The full study of HetNets and eICIC schemes is out of scope of this paper.

In the following, we summarize some of the semi-distributed schemes reported in the literature. The schemes are grouped based on the classification dimensions explained in Section III-A.

1) $S = I_{eNB}^{rd}(r_1, r_2, b)$ Schemes: In [12] and [29] Rahman et al. followed a heuristic approach to solve the resource allocation problem in a multi-cell system. In their approach, each eNB detects if a downlink transmission from neighboring eNBs would be a potential cause of dominant interference to its UEs. To do so, each UE sends the channel state information (CSI), including information on the two most dominant interference received from neighboring eNBs, to the serving eNB. Based on the dominant interference information collected, each eNB forms an interference group (Figure 12) with those reported eNBs that cause dominant interference. Each eNB then creates a wish list of RBs to be restricted in its neighboring cells, and sends this list to the central entity along with the utility measure of the RBs in the requesting cell via the X2 interface. This central entity can be a RNC, or a mobility management entity (MME).

The central controller gathers all such requests, processes them to prepare a refined list of RBs restrictions to be applied in all involved eNBs, and sends the restriction decision to all UEs. This restriction process is refreshed from time to time within an interval that is shorter than the channel coherence time, which depends on the mobility of UEs. The decision of the central entity on a RB under consideration reported by a given eNB could be one of the following: (1) other eNBs should mask the dominant interference frequencies, (2) other eNBs should keep using the dominant interference frequencies but the reporting eNB should mask them, or (3) all eNBs should use the dominant interference frequencies concurrently as the mutual interference permits to achieve better aggregate spectral efficiency.

In [29], Rahman et al. used equal power allocation to all RBs and modeled the ICIC problem using binary integer linear programming (ILP) that can be entirely solved at the central entity. Since the complexity of the ILP increases exponentially with the number of variables and constrains, the problem is solved by iteratively solving a set of sub-problems of assigning subsets of unassigned channels to subsets of rate unsatisfied UEs. The overall computational complexity of this approach is $O(\min(K, J) \times N_s^2 \times M_r)$, where $K$ and $J$ are the number of UEs and RBs subsets, respectively, and $M_r$ and $N_s$ are the number of UEs and RBs in each subset, respectively.

On the other hand, in [12], Rahman et al. divided the computations to be shared between the central entity and the eNBs. The algorithm at the eNB uses the iterative Hungarian algorithm in order to process the RB restriction requests of the UE, and generate the wish list of RB restrictions. The wish list is then forwarded to the central entity that solves the restriction requests in an optimal manner and returns the decision to the involved eNBs to apply it locally. Two RB restriction approaches were proposed in this scheme: (1) dropping the RB, or (2) using the RB but with 10 dB lower power. The overall complexity of the cell-level algorithm is $O(M \times N + (\min(M, N))^2 \times \max(M, N))$, which is dominated by the complexity of the Hungarian algorithm, where $M$ and $N$ are the number of UEs and RBs in a cell, respectively. Whereas the complexity of the algorithm at the central controller is $O(L \times N_r)$, where $L$ is the number of cells that have conflicting restriction requests and $N_r$ is the number of RBs under consideration for restriction. The results of the performance evaluation of this scheme can be summarized as follows:

- Higher throughput can be achieved by restricting more and more RBs which implies more penalties to neighboring cells. However, substantial gain can be achieved by restricting only the most dominant interferer, and thus, only this interferer should be restricted. Only in the case of severely rate deprived UEs, the two most dominant interferers can be restricted.

- An average of 12.5% to 20% of RBs need to be restricted in each cell in order to obtain high throughput gains. However, this large number of RB restrictions in each cell causes a considerable loss in resource, and thus, only justifiable restrictions should be made. To that end, the following two restriction policies were evaluated in [12]: (1) RB restrictions are made only in favor of UEs that have received less than the average service in the cell, and (2) RB restrictions are also made for the UEs with good service status only when a considerable gain can be achieved. The two policies represent a trade-off between performance and signaling overhead complexity as the latter provides better performance at the cost of an increased number of restricted RBs and higher signaling overhead. This is due to the fact that in the second policy all UEs need to forward information of the two most dominant interferers to the serving eNB and not only the rate deprived UEs as in the first policy.

- Restricting RBs by totally dropping the RBs achieves performance for edge-UE that is comparable to the reuse-3 scheme, while at the same time maintains a lower cell throughput and delay performance as compared to the reuse 1 scheme. On the other hand, restricting RBs by only lowering the used power by 10 dB maintains the cell
throughput and delay performance at levels similar to that of the reuse 1 scheme, but at the cost of a reduced benefit to edge-UEs.

Although, a central entity is required for the resolution of the conflicting requests, the algorithm can be applied to homogenous networks without a central controller (e.g., 3GPP LTE and LTE-Advanced networks) with expected degradation in performance as conflict resolution is expected to be sub-optimal. In this case, resolutions can be performed through negotiations among neighboring eNBs using X2 interface that inter-connects eNBs. If two eNBs wish to restrict a RB to each other, the decision should result in favor of the eNB that foresees higher utilization on that RB. Accordingly, the proposed scheme can be classified as a coordinated-distributed scheme.

2) $S = T_{RC}^{ND}(0, 0, b)$ Schemes: In [30], Li et al. presented a semi-distributed scheme that reduces the overhead and computational load required to exchange all channel state information (CSI) of UEs and traffic status information between the eNBs and the central entity at the frame level. The scheme proposes splitting the resource allocation decision between the central entity and eNBs. At super-frame level, the central entity makes decision on which RB is used by which eNB and recommends a UE to be assigned to the RB to maximize the system throughput and minimize ICI. Then, at the frame-level, eNBs make the actual pairing between the RB and the UE. For a given particular frame, if the UE recommended by the central entity has traffic to send, the eNB will agree with the recommendation of the central entity; Otherwise, if this UE has no traffic to send in any of the frames of the super-frame, the eNB will make its own decision based on the traffic (buffer occupancies) of the UE and fading channel conditions. As a result, the RB is always assigned to the UE with the highest utility value, which is a function of both channel and traffic conditions. Given that at each super-frame, the interference from neighboring eNBs to UEs is predetermined by the $RBs$ to $eNBs$ allocation made by the central entity, thus, re-allocating a RB to a UE with traffic to send instead of the recommended UE with no traffic, will always result in an improved throughput for the eNB.

According to the above discussion, it appears that the decision algorithm of the central entity performs interference avoidance, whereas the decision algorithm of the eNB performs channel/traffic adaptation. Specifically, the central entity will be dedicated to coordinate the mutual interference between cells, which will reduce the information update rate between the central entity and the eNBs to a super-frame level. The eNBs, on the other hand, will make real time decisions on RB assignment at the user packet level (frame level). As a result, both the mutual interference diversity and the fading channel/bursty traffic diversity are efficiently exploited. However, one of the main disadvantages of this scheme is the allocation of an equal power to all RBs to simplify the central entity algorithm. Manipulating the RB allocated power can achieve higher spectral efficiency by allocating the same RB in different cells at different power levels, and lower ICI by minimizing the power levels of the dominating interferers.

The central entity algorithm uses a greedy approach to assign a RB to the UE that has the highest system throughput improvement value within a certain eNB. The RBs to $eNBs$ assignment is progressively performed to provide the most improvement to the system throughput. If none of the UEs in an eNB has a positive system throughput improvement value, then the RB is not assigned to this particular eNB. Throughput ratios (proportional to the number of active users) are set among the cells to prevent edge-UE starvation. Also, the RB assignment always starts with the eNB that is most under-assigned and ends with the eNB that is most over-assigned as the order with which eNBs are evaluated has a considerable impact on the overall final throughput. The first eNB will enjoy the use of a “clear” channel, whereas, the rest of eNBs will suffer from the interference resulted from previous assignments. When no more eNBs can increase the overall throughput of the network by using a particular RB, the RB is not assigned to any additional eNBs. Finally, the eNB algorithm attempts to find the UE that has the highest throughput for each RB.

The algorithms discussed above perform the needed operations for both interference avoidance and traffic adaptation with a linear-complexity with respect to the number of users and channels. The computational complexities of the central entity and the eNB algorithm are, respectively, $O(N \times L \times M_{eNB})$ and $O(N_{eNB} \times M_{eNB})$. Where $N$ is the number of RBs, $L$ is the number of eNBs, $M_{eNB}$ is the number of users in an eNB, and $N_{eNB}$ is the number of RBs assigned by the RNC to an eNB. It is worth pointing that, since the computational complexity of the central entity algorithm is a function of the number of the eNBs, this algorithm may not operate efficiently for systems that have small cells with a large number of interfering eNBs.

In [31], Neckera et al. split the RB allocation problem into an outer and inner optimization problems as follows.

- The outer optimization problem is solved at the central entity and is modeled as a global interference graph based on the global UEs information collected from all eNBs. In this graph, the vertices represent the UEs, and the edges represent critical interference relations between them. The goal is to find a set of colors (set of RBs) for every UE
such that there is no conflict between any combinations of colors in the sets. This problem is known as fractional graph coloring and can be briefly explained as follows. First, the graph is constructed by evaluating the interference that a transmission to one UE causes to any other UE. For each UE, the total interference that the UE receives from other eNBs is calculated. The largest interferers are then blocked from using the same set of RBs by establishing a relation in the interference graph. Resources need to be assigned to UEs such that no two UEs are assigned the same resources if they are connected in the graph.

To solve the outer optimization problem, first the graph is colored by means of the sub-optimal heuristic Dsatur (sequential graph coloring algorithm heuristic). Next, all UE are traversed in a random order and assigned a second color where possible. The process is then repeated until no more extra colors can be assigned to any UE as illustrated in Figure 13. Color assignment is based on that the largest interferers are blocked from using the same RBs. RBs need to be assigned to the UEs such that no two UE are assigned the same RB if they are connected in the graph. The computational complexity of the outer optimization algorithm is $O(M^2 + M \times N)$, where $M$ is the number of UEs in all cells and $N$ is the number of RBs.

- The inner optimization problem is solved locally at each eNB and is modeled as a local interference graph based on the local state information and subject to the allocation constraints delivered by the outer optimization problem, which is solved at the central coordinator and results are communicated to the eNB at regular time intervals (in the order of seconds). The goal of the inner optimization problem is to coordinate the transmissions in a cell by assigning every UE to one or more RB. However, those RBs must be chosen from the set of RBs assigned to this UE by the central entity.

The inner optimization problem is then solved by means of genetic algorithms. Initially, all UE are listed along with their RBs that were assigned during the outer optimization. A placement algorithm traverses the list and assigns the first possible and free RB to the UEs. The RBs must not yet be occupied, and the assignment must not be in conflict with the inner interference graph. During the subsequent iterations, possible solutions (assignment matrices) are evaluated with the objective of maximizing the number of scheduled UEs.

The effect of the number of possible solutions in the pool ($P$) and the number of iterations/generations ($G$) on the edge-UE performance was studied in [31]. It was found that at small $G$, edge-UEs will most likely be not served, thus decreasing the edge-UEs performance. The aggregate throughput however, depends much less on the $G$ than the edge-UE throughput. The same also holds for the number of possible solutions in the pool $P$. It was observed that as few as $G \approx 10$ generations bring the number of unserved UEs below one. For $G \approx 100$, the algorithm comes close to its optimum performance. The best performance for a small computational effort can be achieved for $P \approx 2 \times G$. The inner optimization algorithm (based on genetic algorithms) computational complexity is $O(P \times G)$.

From the above, it appears that the complexity of the inner optimization algorithm is low as the genetic algorithm converges after few number of generations. This allows for efficient hardware-based real-time implementations of the algorithm. However, the computational complexity of the outer optimization algorithm is function of the square of the number of all UEs in the system, which makes it difficult for this algorithm to converge in timely manner for networks with large number of UEs.

Similar to work reported in [30], Neckera et al. in [31] allocate equal power to all RBs to simplify the central entity algorithm which minimizes the resources utilization. However, manipulating the RB allocated power can achieve higher spectral efficiency by allocating the same RB to different users even if they are connected in different cells at different power levels, and lower the ICI by minimizing the power levels of the dominating interferers.

D. Coordinated-Distributed Schemes

Frequent RB allocation updates may lead to a higher throughput as they allow for capturing more accurate interference avoidance gain and partial fading diversity gain information [30]. As a result, a better decision-making process can be performed especially in the emerging systems that support high user mobility. Centralized and Semi-distributed schemes are often too heavy to be implemented as all the interference information on all RBs have to be gathered at a central controller. In reality, the amount of information needed from eNBs to the central entity can be prohibitively large [30]. Consequently, the frequency of exchanging information with the central entity must be reduced, which in turn may degrade the overall performance of the system. A scheme needs to make a trade-off between increasing coordination between eNBs, to increase the overall system throughput; and reducing the cost of backhaul communication and intra-node processing [49].

In coordinated distributed schemes, resource allocation is performed only at the eNB level, without the need of a central entity to perform the coordination. However, coordination is still needed between eNBs to exchange CSI reports in order to perform global ICIC. Such coordination must be taken into consideration when designing coordinated distributed schemes, especially in very fast fading environments due to the fact that the LTE X2 interface used for coordination has a non-negligible latency [45].

Coordinated distributed schemes have a clear advantage over the semi-distributed schemes presented above. Such advantages include reducing time and signaling overhead resulted from regular communication between eNBs and the central entity, and reducing the network infrastructure complexity by eliminating the central entity. Thus, coordinated distributed schemes are more attractive for practical implementation. However, the realization of these schemes has remained limited largely due to constraints on inter-eNB communication and the latencies involved in information exchange for distributed eNBs [53].

Several Coordinated distributed schemes have been proposed in the literature (e.g., [32]–[40]). Schemes under this category typically partition the complex multi-cell optimiza-
tion problem into distributed single-cell optimization problems. These single-cell optimization problems can be solved by each individual eNB using local information from the served UEs while exchanging minimal amount of information required for global ICIC with neighboring eNBs. It worth noting that, some of the schemes under this category make an implicit use of some of the concepts in the frequency reuse schemes discussed in Section II. For example, the schemes proposed in [32]-[35] adopt the power constraints of the soft frequency reuse (SFR) scheme.

In the following, we summarize some of the coordinated-distributed schemes reported in the literature. The schemes are grouped based on the classification dimensions introduced in Section III-A.

1) $S = I_{UE}^{CD}(r_1,r_2,f)$ Schemes: In [32], Triki et al. proposed the Exchange-based Interference Coordination (EIC) algorithm based on resource exchange and borrowing between eNBs. The proposed algorithm runs on the eNBs with no need for a central coordinator. It depends entirely on the local information from the served UEs and the information exchanged between neighboring eNBs. The EIC algorithm is performed in the following three phases:

- **Initial phase**: In this phase the available bandwidth is divided into three non-overlapping sub-bands and each sub-band is assigned to an eNB making a cluster of three eNBs. In other words, the scheme starts with a reuse-3 configuration. The authors define the owner eNB of a RB as the eNB that has this RB in the sub-band that was initially assigned to this eNB.

- **Proactive phase**: In this phase, eNBs starts borrowing RBs from their neighboring eNBs if the owned RBs cannot satisfy the minimum rates of their UEs. The authors define the borrowing eNB of a RB as the eNB that borrows this RB from a neighboring eNB (i.e., the requested RB is not in the sub-band initially assigned to the borrowing eNB). The following activities occur during the borrowing process:

  1. Each eNB evaluates the quality of its RBs and sends a Load Information Message (LIM) to its neighbors. The LIM contains the status of each and every RB of the eNB, including whether the RB is allocated or not and the level of interference in this RB (high, medium, low, or clear). The level of interference value is determined using a set of predefined thresholds. One of the weak points of this algorithm is that no method or study is provided to optimize the values of these thresholds and understand their effect on the overall performance.

  2. A borrowing eNB, which desires to borrow a RB outside its sub-band, chooses the best RB among those available in the LIM. The utilization of this RB by the borrowing eNB must not cause harmful interference to the owner eNB of this RB. This check can be performed since each eNB knows the assigned sub-band for every neighboring eNB. To prevent harmful interference to the owner eNB due to RB borrowing, the borrowing eNB compares the interference level of all “borrower-able” RBs on the owner eNB to a pre-defined borrowing threshold. If RB interference level is inferior to the borrowing threshold, the eNB can borrow the RB without further information of the RB owner eNB. While taking the borrowing decision based on a static threshold is simple, the authors state that the choice of other borrowing decision mechanisms may improve the performance of the proposed algorithm, without necessary changing the operational concept of the algorithm.

- **Reactive phase**: in this phase the owner eNBs exchange the interference level of the borrowed RBs belonging originally to their sub-band. According to interference level of the RB, borrowing eNBs adapt their transmission power used for the borrowed RB. The borrowing eNB reduces the transmission power of a borrowed RB by 25% if it receives high interference indicator for this RB from the owner eNB for the first time. If the borrowing eNB receives a second high interference indicator, it reduces again the transmission power by another 25%. If the level of interference remains high and the borrowing eNB receives a third high interference indicator, the borrowing eNB releases immediately the RB to avoid causing higher interference to the owner eNB.

The proposed EIC algorithm runs periodically, where each period is triggered by a proactive phase (RBs borrowing) followed by three successive reactive phases (borrowed RBs power adjustments). At the beginning of a proactive phase, the eNB releases the borrowed RBs that suffer from a high interference and keeps the other borrowed RBs and their transmission power if they are still needed.

The performance evaluation of the EIC algorithm showed that it outperforms static SFR in terms of throughput and number of served users, while utilization a lower number of resources. This high spectral efficiency (bits/s/Hz) of the EIC algorithm is attributed to the efficient selection of RBs during the proactive phase and the efficient power management of RBs at the reactive phase.

The computational complexity of the proactive phase (RBs borrowing) is $O(M \times L \times N)$, where $M$ is the number of unsatisfied UEs in a cell, $L$ is the number of neighboring eNBs, and $N$ is the number of RBs available for borrowing from a neighboring eNB. The computational complexity of the reactive phase (borrowed RBs power adjustments) is $O(N)$. As the available bandwidth is divided into three non-overlapping sub-bands and each sub-band is assigned to an eNB, the number of RBs available for borrow from a neighboring eNB $N$ represents the whole neighboring sub-band, which is third of the available bandwidth.

Zheng et al. in [38] proposed a novel distributed QoS-guaranteed ICIC scheme. This scheme is based on allowing edge UEs in an over-loaded cell to send to the neighboring eNBs a request of restraining them from using the same RBs. Thus, under-loaded cells make concessions to the requesters and shoulder part of the heavy burden of the over-loaded cell in a new form of load balancing. The proposed scheme contains the following two procedures, both of which are performed by the eNB on two different time levels:

- The intra-cell fast scheduling algorithm based on the Hungarian algorithm is performed on the frame level to assign RBs to UEs to meet their QoS targets. The algorithm decisions are based on the instantaneous (frame level CQI reports) SINR of UEs considering the instantaneous channel
gain which is related to flat fading and fast fading. During this process, certain under-served UEs have the opportunity to prepare a request of limiting the use of some of their currently scheduled RBs in their dominant interfering cells. The authors define an under-served UE as a UE with the ratio of its target data rate to its average data rate greater than unity. The complexity of this intra-cell fast scheduling algorithm is $O((M \times N)^2)$, where $M$ and $N$ are the numbers of the UEs and RBs in the cell, respectively. Although the intra-cell scheduling takes into account the UEs' fairness, it cannot resolve the problem of severe throughput degradation of edge UEs when the cell is over-loaded as this problem requires actions form other eNBs. Thus, this inter-cell interference coordination algorithm is used to achieve global ICIC.

- The inter-cell interference coordination (ICIC) algorithm based on X2 interface is performed on the super-frame level to require other eNBs to reduce the transmitting power on certain dominant interference RBs, or to request not to use them at all based on the UE’s restriction lists. The coordination among eNBs needs backhaul communication and signaling overhead. However, only medium-to-long term interactions between eNBs through the X2 interface are required. The eNBs employ the ICIC algorithm on a super-frame level to limit the usage of some RBs in order to minimize interference for over-loaded cells. The algorithm decisions are based on the long term (super-frame level CQI reports) SINR considering long term channel gain, which is related to large scale path loss and shadow fading. This algorithm consists of the following three operations:

  i) Over-loaded eNBs check eligibility of the restriction request: Restricting RBs causes degradation in the spectral efficiency, hence the authors proposed the Integral based Eligible UE Selection (I-EUS) algorithm to choose which UE’s restriction requests to be sent to the dominant interferers. The I-EUS algorithm considers a the restriction request if an UE eligible if the averaged ratio over the super-frame of the UE’s target data rate to its average data rate exceeds a pre-defined threshold. The method of choosing the value for this threshold and the effect of this value on the algorithm performance were not discussed in [38]. A key characteristic of the I-EUS algorithm is that it takes into account the depth of hunger of under-served UEs in terms of QoS (under-served in a severe degree for a short period of time) as well as in the time domain (under-served in a lesser degree but for a long period of time). Requests under both cases will be accepted as the decision is based on the averaged ratio over the super-frame. Furthermore, from the perspective of load balancing, the issuing of eligible requests can be regarded as an indicator that the cell is over-loaded. The complexity of the I-EUS algorithm is $O(L \times M)$, where $L$ is the number of the eNBs, and $M$ is the number of the RBs.

  ii) Over-loaded eNBs prepare and send eligible restriction requests to the dominant interferers: For eligible UEs, the eNB begins sending restriction requests to the dominant interferers starting by the worst RB to the less worst RB, until the UE’s target data rate is met. According to the eligible UE’s channel condition on each of those RBs, the UE can either require the dominant interferer to reduce the transmitting power on the RB or force it not to use the RB. To make the decision, the authors proposed to compare the achievable rate of the UE, in case the dominant interferer reduced the transmitting power on the RB, to a pre-defined threshold. If the achievable rate of the UE was larger than the threshold, then only power reduction request is sent; Otherwise, a restriction request is sent. However, the selection of the value of the threshold and its impact on the performance of the algorithm were not studied in [38]. The complexity of this step is $O(L \times M_e \times N_u)$, where $L$ is the number of the eNBs, $M_e$ is the number of the eligible UEs in the cell, and $N_u$ is the number of RBs scheduled for the UE.

  iii) Under-loaded eNBs resolve the received requests: Since each over-loaded eNB compiles the list of restriction request independently, problem remains at the under-loaded eNBs (eNBs that receives restriction requests) to make a decision on which RBs to restrict, which to reduce their power, and which to leave as is. For instance, an under-loaded eNB might receive, for the same RB, two restriction requests from two of its neighbors and three power reduction requests from three other neighbors. For each RB, the proposed ICIC scheme groups eNBs requests of similar restriction type (e.g., total restriction or power reduction) and calculates the expected rate gains if this restriction type is applied on the RB. Accordingly, the restriction type that maximizes the rate gain is selected. The computational complexity of this process is $O(L \times N)$, where $L$ is the number of eNBs, and $N$ is the number of RBs.

Once the ICIC algorithm determines the permitted RBs for each cell, certain RBs may be unavailable to UEs, or certain RBs become particularly good to select. Then, the UE level resource allocation is performed by the fast scheduling algorithm in the next super-frame.

To reduce the computational and signaling complexity of the scheme above, authors suggested to limit the coordination to be within 7 cells only, making the algorithm suboptimal, yet practical. Even with this limitation, the computational complexity of this scheme is still relatively high compared to other coordinated-distributed schemes. This scheme follows the same strategy of restricting RBs presented in [12], but without the use of a central entity, which makes the scheme more practical for homogenous networks, and reduces the overall infrastructure complexity, and hence cost. It is worth pointing that this scheme, unlike the scheme proposed in [12], exploits full power control, which leads to a higher spectral efficiency.

2) $S = P_{eNB}(r_1, 0, f) + T_{eNB}(0, r_2, f)$ Schemes: In [33], Quek et al. combined the conventional SFR scheme [9] [Figure 6-(a)] with an adaptive frequency and power resource allocation approach. In this scheme, the SFR scheme is first used to assign channels to eNBs, and each eNB then uses heuristics and suboptimal algorithms to allocate power and
RBs to active UEs to guarantee a minimum achievable rate to all edge UEs. Unlike the previous schemes that divide the problem based on the timing level (super-frame and frame), this scheme divides the power and RB allocation problem to two sub-problems for edge and center UEs, respectively. Both problems are solved on the frame level using the instantaneous received SINR. A geometry-based approach was adopted for user group partitioning, where the edge and center UEs are differentiated based on their distances from the serving eNB. The following is a brief description of the two algorithms used for edge and center UEs.

- **Sum Power Minimization** algorithm for edge UEs: The first sub-problem is to allocate RBs to all edge UE to achieve a pre-defined minimum rate. Edge UEs have low SINR due to presence of ICI and significant path-loss. Thus, the most efficient way to improve their rate is to allocate more power to increase the SINR instead of increasing the bandwidth. This is the main idea of the **Sum Power Minimization Algorithm for edge UEs**. After the fixed sub-channel allocation using SFR, the algorithm starts with a single RB as the minimum number of RBs to be allocated to an edge UE and assumes fixed and equal power on all sub-channels. The algorithm iteratively solves the sum power minimization problem to allocate power to the different sub-channels allocated to edge UEs without exceeding the total transmission power of the eNB and subjected to a minimum rate constraint where each edge UE must achieve a pre-defined minimum rate. The algorithm ends by defining the set of edge sub-channels. The rest of the sub-channels are available for center UEs. Each eNB then shares the local sub-channel and power allocation with other eNBs. eNBs use the information exchanged between them to adapt the SFR planning to the traffic conditions. The computational complexity of this algorithm is $O(M_e \times N_e^4)$, where $M_e$ is the number of edge UE, and $N_e$ is the number of edge sub-channels.

- **Weighted Sum Rate Maximization** algorithm for center UE: The second sub-problem is to use the remaining sub-channels to maximize the throughput of the cell-center UEs. Center UEs generally have high SINR since they are closer to the serving eNB and faraway from the interfering eNBs. Thus, the most effective way to improve the rate of these UEs is to allocate more bandwidth instead of power. The proposed algorithm implements this idea by first uniformly allocating the residual transmit power over the remaining sub-channels, and then allocating the remaining sub-channels to the center UEs with the aim of maximizing the sum rate. The computational complexity of this algorithm is $O((M_c \times N_c)^2)$, where $M_c$ is the number of center UEs, and $N_c$ is the number of center sub-channels.

While edge UEs suffers the most, and thus, they were the main (and in most cases, the only) focus of most dynamic schemes, maximizing the rate of center UEs leads to a higher system utilization, and thus, it is important to optimize the center UEs allocations. Accordingly, unlike most dynamic schemes, this scheme considers both center and edge UEs while planning power and RB allocations. In addition, the scheme attempts to guarantee fairness to the edge UEs by ensuring that a minimum target rate is pre-defined and fixed for all edge UEs. However, it should be noted that in this scheme, no minimum rate is set for center UEs, and hence, their sub-channel allocation is based on best effort, which may adversely impact the fairness among center UEs.

A disadvantage of this scheme is the use of the static SFR scheme to initially divide the sub-channels among edge and center channels as this may limit the dynamic nature of the proposed scheme. Another disadvantage is the relatively high computational complexity and amount of information, which include all edge RB and power allocation information, that need to be exchanged between eNBs.

3) $S = T_{eNB}(r_1, r_2, f)$ **Schemes**: Kun et al. proposed in [34], a distributed semi-static heuristic ICIC scheme based on the resource allocation rules of SFR in which the spectrum is divided into four partitions as illustrated in Figure 14. Each three neighboring cells are grouped to form a cluster, and each cell is assigned one partition to be used only by it as its major sub-band. The fourth partition acts as a spectrum pool and is divided into three smaller partitions. Each partition is assigned a priority to one of the cells in the cluster, but it can be used by any of the three cells in the cluster based on the loads within each cell. Each eNB calculates the average feasible data rate of the center UE, the current amount of the edge UE load, and the requested number of major sub-bands. Each eNB then reports its self evaluation result to its neighbor cells in the cluster, and accordingly, receives their evaluation information. Based on the list of evaluation results, each eNB decides on amount of the spectrum resources to utilize from the shared pool, if any. An eNB can use the portion of the spectrum pool in which it has the highest priority, and in addition, it can decide to use portions of which it has a low priority. This, however, can be done only if the cell has high traffic loads and the neighboring cell gives up its right in using this partition. The main disadvantage of this scheme is that eNBs can’t utilize the full spectrum as for each cell there is a dedicated sub-band. In addition, the scheme utilizes the spectrum pool

![Fig. 14. Spectrum partitioning and spectrum pool used in the scheme proposed in Ref. [34].](image-url)
at the partition granularity and not at the channel, which may result in inefficient utilization of the spectrum as the cell utilizing the partition may not require all the channels within that partition. The computational complexity of this scheme to allocate partitions from the spectrum pool to cells is \(O(M_e + P \times L)\), where \(M_e\) is the number of edge UE, \(P\) is the number of partitions in the spectrum pool, and \(L\) is the number of neighboring cells in which message exchange occurs. It should be noted that the Proportional fairness (PF) algorithm is used in this scheme in order to schedule edge and center UEs to the channels available to the cell, which adds more computational complexity to the overall scheme.

Fraimis et al. presented in [36] and [37] an algorithm based on exchanging channel occupancy information (used channels) between eNBs to allow each eNB to individually allocate channels to its UEs such that the best value of channel gain is obtained. The objective of this scheme is to maximize the throughput of the cell-edge users in a decentralized manner with only minimal coordination between the neighboring eNBs. The scheme works as follows. The algorithm first attempts to find, using the exchanged information, a channel that is not used by an UE in any of the adjacent cells to allocate to edge UEs. The eNB tries to find the least used channels by the neighbors and assign them to the edge UEs. The process continues until all edge UEs are assigned channels or there are no more available channels. Next, the scheme starts allocating equal power to all edge UEs. One of the limitations of this scheme is that it assumes that an UE can be allocated a single channel only. This assumption is not practical as it limits the achievable rate of an UE to the maximum achievable rate of best channel it can get. Another limitation in this scheme is the equal power allocation to all edge-users. This is not practical as edge users may be allocated channels that are used by neighboring cells, while others may be allocated interference-free channels. Accordingly, the former users may require higher power than the latter. The computational complexity of this scheme is \(O(M_E \times N)\), where \(M_E\) is the number of edge UEs, and \(N\) is the number of channels.

4) \(S = 2\sqrt{r_1 r_2} b\) Schemes: In [35], Kwon et al. proposed a scheme that attempts to minimize the maximum value of the QoS violation ratios in each sector. QoS violation ratio is defined as the ratio of the number of users whose rate requirements are not satisfied to the total number of users. Assuming that the SINR value is identical for all the sub-carriers belonging to one sub-carrier group (SG) or channel, users feed back the channel condition on SG level to decrease the amount of feedback information. The system attempts to compute the value of the frequency reuse factor (FRF) of SGs dynamically and distribute the sub-carriers with high FRFs differentially among the neighboring sectors according to their load conditions. In this scheme, resource allocation is managed independently at each “pseudo-cell” composed of the major-interfering sectors belonging to the neighboring cells (See Figure 15) in order to reduce the signaling and computation overhead. For each SG, two values of FRF can be applied, either reuse-1 or reuse-\(N_s\), where \(N_s\) denotes the number of sectors within one pseudo-cell. When FRF is 1, each sector within the pseudo-cell can utilize all the corresponding sub-carriers in the SG for data transmission. On the other hand, when FRF is \(N_s\), the sub-carriers are divided into \(N_s\) sectors, that is, each sector can utilize only the sub-carriers that belong to itself. A two-step approach is implemented, that first distributes the subcarrier groups to the constituent sectors and then arranges each sector to allocate its resource to the users independently as follows:

- First step: the inter-sector resource allocation algorithm is used to determine the amount of SGs with FRF = 1 and that with FRF = \(N_s\), and then divide the sub-carriers in SGs with FRF = \(N_s\) into the \(N_s\) sectors. The inter-sector resource allocation algorithm is adapted to the load condition determined by the number of users in the sector, their geographic distribution, and their requirements. The algorithm works by determining the preferred FRF value of each user. This value is determined by comparing a predetermined threshold to the values of the ratio between the average data rate of a user on all SGs over one superframe when FRF value is \(N_s\) and 1. If the value of the ratio is larger than the threshold, then this means that the interference avoidance gain is large, and accordingly, \(N_s\) is taken as the preferred FRF value of this user. Otherwise, the preferred value is set to 1. The computational complexity of this algorithm is \(O(M \times (N + 1))\), where \(M\) is the number of UEs in the sector, and \(N\) is the number of SGs.

- Second step: the intra-sector resource allocation algorithm is used to allocate the sub-carriers of each sector to the users, which is done independently in each sector. The best possible SG for each user is determined based on the effective data rate achieved by this assignment. To do so, the algorithm first selects the user with the largest ratio of the remaining data rate, i.e., the difference between the requirement and the currently allocated data rate, to the required data rate and then allocate to the selected user a sub-carrier in its best subcarrier group. This process is repeated until no available sub-carrier remains or all user requirements are satisfied. In the case where two or more users do not obtain their required data rate even after completing the above resource allocation process; a reallocation process is performed. In the reallocation process, sub-carriers from the most satisfied users are recalled and then reallocated to those users who did not get the desired data rate. This reallocation process is repeated until the QoS violation ratio.
cannot be further reduced. The computational complexity of this algorithm is \( O(M \times \max(M, N) \times N \times S) \), where \( M \) is the number of UEs in the sector, \( N \) is the number of SGs, and \( S \) is the number of sub-carriers. While this scheme guarantees the required QoS, its computational complexity is relatively high as it depends on the number of sub-carriers and users.

5) \( S = T^{CD}_{eNB}(0, 0, f) \) Schemes: In [39], Son et al. presented a strategy similar to that proposed in [38] (discussed in Section III.D) but with a reduced complexity. In this scheme, all eNBs can use all the channels for data transmission (reuse-1); however, the original optimization problem that requires intractable computation complexity for global optimality is decomposed into per-eNB sub-problems. At each slot, each eNB needs to determine: (1) which UE is scheduled on each channel, and (2) how much power is allocated for each scheduled UE on each channel. For the eNB to make its decision, only reference users’ feedback information is considered instead of considering all other cell’s UEs suffering from the eNB interference. A reference user refers to the worst UE in another cell receiving the largest interference from the eNB. For an eNB to carry a per-slot resource allocation, a number of parameters for each of the candidate reference users need to be collected by neighboring eNBs and forwarded in advance to that eNB through signaling. The parameters for a reference user are: its weight presented as the inverse of its average throughput, its received signal strength, and its noise plus interference strength. To reduce the per-slot message exchanged between neighboring eNBs, each eNB calculates the average of the needed parameters for all candidate reference users and sends them, infrequently, to its neighboring eNBs. Each eNB maintains a table containing these average values of candidate reference users. Thus, the only thing that needs to be exchanged at each slot is the indices of scheduled users. Once each eNB receives the indices of scheduled users from neighboring eNBs, it uses the parameters in the table corresponding to the received indices. The computational complexity of this scheme is \( O(N \times M) \) for UE scheduling and \( O(N) \) power allocation, where \( N \) is the number of channels and \( M \) is the number of UEs. Compared to other coordinated schemes, this scheme shows a relatively low computational complexity. In addition, the use of reference users significantly reduces the signaling complexity of the scheme.

6) \( S = T^{CD}_{eNB}(0, 0, b) \) Schemes: In [40], Kimura et al. proposed a distributed coordination scheme for the LTE downlink systems to optimize the fractional frequency reuse (FFR) of the different bands based on the variations in the cell loading. This is done in a distributed manner, with communication between eNBs through the X2 interface. This idea can be viewed as an implementation approach for the concept of dynamic FFR discussed in [41]. In dynamic FFR, cell-centre zone boundaries (across the network) are dynamically adapted (shrink/expand) depending on user behavior, cell load, and interference situation from other neighboring cells. Thus the proposed scheme works on selecting cell-edge bands optimized according to the time-variant environment using the interference level reports, and/or signaling via interface between eNBs. As shown in Figure 16, cell centre areas have different sizes. For instance, in the figure, Cell 1 is highly loaded while cell 3 experiences a lower load. Accordingly, the region of frequency reuse 1 appears larger in cell 1 compared to cell 3. According to the results reported in [40], this scheme outperforms “reuse-1” and slightly outperforms the static FFR in terms of 5% CDF throughput averaged over the whole time period; while having the same average cell throughput as in the carefully planned static FFR. The scheme adopts static power allocation approach, and thus, all edge-RBs are allocated equal power that is higher than that allocated to center-RBs. This approach reduces the overall computations required to allocate power levels, but as pointed before, it leads to inefficient power distribution.

A limitation in this scheme is that each eNB can only select a pre-determined number of RBs as edge-bands, which limits the capability of the scheme in dealing with irregular cell shapes where large number of edge users may exist. This limitation causes the proposed scheme to suffer from the so-called fake unavailability of edge-RBs, which may limit the number of served users as in the case of PFR and SFR. Clearly, a crucial design factor in this scheme is the selection of the pre-determined number of edge-RBs. The computational complexity of this scheme is \( O(N \times L \times N_E) \), where \( N \) is the number of all RBs, \( L \) is the number of neighboring eNBs, and \( N_E \) is the number of edge RBs. It is worth pointing that the generalized proportional fairness (GPF) scheduling algorithm [51] is adopted in this scheme after defining the edge bands to allocate users to bands, which may increase the overall computational complexity of the algorithm.

E. Autonomous-Distributed Schemes

Similar to coordinated-distributed schemes, resource allocation in autonomous distributed schemes is performed only at the eNB level, with no use of a central entity for coordination. Unlike coordinated-distributed schemes; however, autonomous...
distributed schemes require no coordination among eNBs. Instead, each eNB assigns channels to its UEs on its own based only on the local information collected from its UEs. Eliminating the signaling overhead provides the key advantage of autonomous schemes as the performance of the scheduling algorithm becomes independent of the non-negligible latency caused by the interface connecting the eNBs [45]. Thus, decisions can adapt faster to the instantaneous channel and changing traffic conditions. Accordingly, with autonomous schemes, the system becomes self-organizing as RBs can be placed anywhere as needed to increase the capacity in a distributed fashion allowing for fast real-time processing. Self-organization is a key factor for the future evolution of mobile networks due to their increasing complexity and required management efforts [61].

To achieve network-wide ICIC and fairness using autonomous schemes, each eNB must altruistically restricts some of its RBs either by reducing their power level or not use them at all, in order to reduce the ICI on these RBs for neighboring eNBs. As there are no communication or coordination between eNBs, autonomous schemes select the RBs that need to be restricted based on the SINR levels on those RBs received by their UE. Clearly, low SINR level indicates that a RB is being used by neighboring eNBs. When restricting RBs, a scheme needs to make a trade-off between the value of reducing the ICI in neighboring cells and the cost of under-utilizing the available spectrum [49].

Due to the complexity of autonomous distributed algorithms, there is a limited, but growing, research effort reported in the literature for developing autonomous distributed ICIC schemes (e.g., [43]- [47]). Results reported for some autonomous distributed schemes show that these schemes can provide a performance comparable to that achieved by various centralized schemes when the number of users is large. It is indeed challenging to devise an ICIC scheme that relies only on the local information, has no control but on the local resources, and yet able to achieve performance similar to that achieved by other coordination schemes discussed above.

In the following, we summarize some of the autonomous-distributed schemes reported in the literature. The schemes are grouped based on the classification dimensions introduced in Section III-A.

1) $S = P_{eNB}^{AD}(0,0,f)$ Schemes: Stolyar et al. proposed a number of schemes in [43] and [44] based on the idea of dynamically allocating power to the different sub-bands to create dynamic soft fractional frequency reuse (SFFR) patterns that can change according to the changes in the workloads and the location of UEs.

In [43], Stolyar et al., presented a self-organizing dynamic SFFR scheme for constant bit-rate (CBR) traffic, which requires no signaling or communication between eNBs. The presented scheme systematically and dynamically achieves a frequency reuse efficient for a given user spatial distribution. The scheme divides the bandwidth into a number of sub-bands, each consists of a number of sub-carriers. Each eNB constantly performs a “selfish” optimization of the assignment of its power and UEs to sub-bands with the objective of optimizing its own performance by minimizing its power usage. This optimization is done based on the other-cell interference levels reported by UEs for different sub-bands. To understand the idea of self-organizing dynamic SFFR scheme, it is important to observe that, in a given cell: (1) edge UEs generally have larger power requirements, and more importantly, power requirements will be relatively smaller in some “good” sub-bands, where neighboring cells happen to allocate less power, and (2) center UEs generally have smaller power requirements; and they are less affected by the interference from neighboring cells. Accordingly, an eNB that wants to minimize its power usage, it will have a tendency to put its edge UEs into its good sub-bands. Therefore, the cell will allocate larger powers to its good sub-bands; making them become “bad” for the neighboring cells. Neighboring cells then (while trying to minimize their own total powers, as well) will normally “avoid” assigning their edge UEs into those sub-bands, making them even “better” for the cell under consideration, and so on. The system “settles” into a user-to-sub-band allocation pattern, generally requiring less power in all cells, because neighboring cells will automatically “separate” their edge users into different sub-bands. While the scheme results in all sub-bands being utilized in all cells, a self-organizing reuse pattern is created through non-uniform transmission of power across the different sub-bands, as most of the power is transmitted on a subset of the sub-bands, while a small portion of the power is transmitted on the remaining sub-bands. A shadow scheduling algorithm that represents a special case of the Greedy Primal-Dual (GPD) algorithm is used for UEs scheduling, whereas a “fluid” model is used for power allocation of all users in all sub-bands in a cell based on the SINR target and the transmit power that needs to be assigned. A disadvantage of the shadow algorithm is that it solves the problem assuming the sub-carriers and power required by an UE are constant in order to be able to iteratively update the optimal solution instead of keep solving the linear problem from scratch. However; in practice the sub-carriers and power required by an UE may change over time, especially with highly mobile UEs. The computation complexity of this scheme is $O(2 \times M \times N)$, where $M$ is the number of UEs, and $N$ is the number of sub-bands.

In [44], Stolyar et al., presented a power allocation algorithm for automatically adjusting the transmit powers in each sub-band, creating an efficient and dynamic soft fractional frequency reuse (SFFR) patterns for enhancing the performance of OFDMA downlink under best-effort traffic. Each eNB runs the algorithm independently and requires no exchange of information with other eNBs. The algorithm runs a fixed number of virtual time slots within each physical time slot to assign virtual power allocations to sub-bands until reaching the best allocation. The greater the number of virtual time slots is, the greater the accuracy of the algorithm and its responsiveness to changes in system state, but at an increase computational cost. The algorithm works on assigning power to the different defined sub-bands to achieve a soft frequency reuse of the bands dynamically based on the location of the existing workloads. After power allocation, a generalized proportional fair scheduling algorithm [51] is used for users scheduling. Even though no apriori frequency planning is used, the algorithm; however, improves the cell edge data throughputs, while maintaining the overall cell throughput
at the same level as that achieved by the static approach. The scheme is shown to efficiently achieve a frequency reuse adapted to the UE loads and distribution. The computation complexity of this scheme is \(O(N \times V)\), where \(N\) is the number of sub-carriers, and \(V\) is the number of virtual time slots within each physical time slot. It is worth pointing that, this scheme does not consider user scheduling, so adding a user scheduling algorithm will increase the overall computational complexity of the scheme.

A main disadvantage of two schemes proposed by Stoilyar et al. in [43] and [44] is that, in order to reduce the computation cost, the schemes operate at the granularity of the sub-bands not the RBs. Power allocation at the sub-band granularity level may lead to over allocating power to some of the RBs if they are located in a sub-band that serves edge UEs.

2) \(S = P_{UE}^{AD}(r_1, r_2, f)\) Schemes: In [45], a distributed resource allocation algorithm is proposed by Cicaco et al. to preserve intra-cell fairness and coordinate offline with neighboring cells for load balancing to support inter-cell fairness. The scheme provides an inter-cell interference partial coordination and uses the FFR static scheme for power planning to reduce computational complexity. The authors show that, distributed schemes with aggressive reuse manage to approach the capacity of a centralized system when the number of users is large. One of the disadvantages of this scheme is that it is not fully dynamic as it still requires some static configuration in the FFR power planning that cannot be changed with the change of workloads, and thus, it makes the scheme unsuitable for use in systems with irregular cell configuration. Moreover, in this scheme, the fairness of rate allocation is confined within each cell. To provide global fairness for all users in the cell, an off-line algorithm is used to balance the eNBs load, making the scheme not capable to cope with fast changing workloads and high user mobility. The computation complexity of this scheme is \(O(N \times S)\), where \(N\) is the number of UEs, and \(S\) is the number of sub-carriers in the cell. Accordingly, the scheme is dependent on the square of the number of users as well as the number of sub-carriers in the cell. This may limit the applicability of this scheme in LTE-Adv system with 1200 subcarrier at 20MHz [50] and a large number of highly mobile UEs.

3) \(S = P_{UE}^{AD}(r_1, r_2, f)\) Schemes: In [46], Ko et al. introduced a power allocation algorithm called distributed inter-cell power allocation (DIPA) that improves the throughput-fairness trade-off by managing the power allocation to users suffering from high interference without inter-eNB coordination. DIPA is designed to determine the power allocation preferred by each UE individually by using a simplified version of the iterative water-filling scheme, and then incorporate the individual power allocations into one policy. For the iterative water-filling process to converge within the coherence time of the channel, the process is performed over a large time scale (super-frames of 1 sec) based on long-term average channel condition, not adapting to short-term instantaneous channel condition. Each UE measures the average inter-cell interference level on each channel over the previous super-frame period and compares it to the interference threshold broadcasted by the eNB. An UE that suffers from high interference elects a number of channels where the average interference levels are the lowest, and sends the preference information to the eNB to which it associates. Based on this feedback information, each eNB performs the power allocation procedure that incorporates the preferences of all the users. The power allocation procedure consists of two steps; the first step focuses on the high-interference users (HIU), whereas the second step focuses on the low-interference users. The DIPA algorithm does not consider a specific policy for user scheduling, though proportional fair scheduling algorithm [51] was used in the algorithm evaluation. In contrast to power allocation, user scheduling is performed over a short time scale (frame level of 10 ms) based on the instantaneous channel conditions. This paper, however, did not provide a study to guide the selection of the a proper value of the interference threshold. This value is crucial for operation of the algorithm as it has a clear impact on the balancing the tradeoff between throughput and fairness; as the interference threshold increases so does the fairness at the expense of a reduced throughput. The computation complexity of this algorithm is \(O((N_{HIU} \times M_{HIU})^2 + (N - N_{HIU}) \times (M - M_{HIU}))\), where \(N_{HIU}\) is the set of channels preferred by the largest number of users within the high-interference users (HIU) group, \(M_{HIU}\) is the number of users in the HIU group, \(N\) is the set of all channels in the cell, and \(M\) is the set of all users in the cell. The DIPA algorithm does not consider a specific policy for user scheduling, so the DIPA algorithm can be combined with any kind of opportunistic scheduling algorithms, which clearly will add to the computational complexity of the algorithm.

4) \(S = I_{UE}^{AD}(0, 0, f)\) Schemes: Duy La et al. proposed in [47] to use the game theory to solve the resources allocation problem in an autonomous distributed fashion. In this study, UEs (players) compete for a given number of subcarriers by iteratively playing the best-response game till convergence to Nash equilibrium. Each UE works on minimizing the utility function which is defined as the total interferences generated by this UE to the environment plus the total interferences it receives from the environment. The weakness of the formulation presented in [47] is that some strategies may dominate others. For instance, UEs tend to use only single subcarrier to minimize interference leading to inefficient spatial reuse of frequencies. To prevent this dominating strategy, authors forced each UE to be allocated a predetermined fixed number of sub-carriers limiting the OFDMA advantage of allowing UEs to intelligently select favorable sub-carriers for their transmission. Having a fixed number of sub-carriers predetermined for each UE constrains the UEs to a maximum achievable rate. The authors did not provide an algorithm for finding the optimal fixed number of sub-carriers to be allocated to each UE. The computation complexity of this scheme is \(O(I \times M \times S_1/S_1!((S - S_1)!))\), where \(I\) is the expected number of rounds of play until convergence, \(M\) is the number of UEs, \(S\) is the number of sub-carriers in the system, and \(S_1\) is the number of sub-carriers to be allocated to the \(i^{th}\) user. This makes the scheme dependent on the number of users as well as the number of sub-carriers in the system. When the total number of sub-carriers is considerably large as the case in LTE-Adv (1200 subcarrier at 20MHz [50]), the convergence rate becomes impractical. Accordingly, the work proposed in [47] assumed unrealistic LTE-Adv environment
of 5 subcarriers for fast convergence given that the minimum supported number of sub-carriers in LTE-Adv is 72 subcarrier at 1.4 Mhz [50]. Finally, the study only focused on the assignment of sub-carriers and left the optimal allocation of power for a further study.

F. Design Trade-offs in Cell Coordination-Based ICIC Schemes

In this subsection, the impact of the different design aspects that affect the performance of the dynamic ICIC schemes is discussed based on the observations obtained from the schemes reviewed above.

- **Coordination**: To perform network-wide ICIC in a multi-cell environment, decisions should be taken in a centralized way at some central coordinator that is able to collect information from all users, and decide accordingly [52]. For a centralized controller to operate, large amount of UEs information need to be exchanged on the backhaul link [30]. Centralized scheduling in multi-cell environment is a difficult task without the use of an efficient and fast infrastructure, due to the stringent time required to exchange the scheduling information and the large feedback required by the UEs [52]. Thus, in practice, the rate of exchanging information with the central coordinators should be kept at low frequencies, which in return may degrade the system’s performance. Also, as the number of cells grows, so does the signaling complexity. For these reasons, emerging cellular networks, such as LTE-Advanced systems, rely mainly on inter-eNB coordination over the X2 interface with no central coordinator in a flat architecture [50]. Based on the above discussion, it can be seen that a fully distributed approach with no central controller seems to be more practical in order to facilitate the decision-making process with a small or no signaling delays, which can cope with the instantaneous network conditions. Moreover, eliminating the central controller also reduces the overall infrastructure complexity, and hence, cost. After all, a decision must be made to balance the trade-off between the high eNBs coordination that may increase the overall system throughput, and the high cost of signaling that allows for exchanging sufficient information for coordination [49].

- **Computational complexity**: The problem of resource allocation with dynamic demand is known to be NP-hard [31]. Using an exact method is computationally infeasible as the problem involves extremely large search spaces with correspondingly large number of potential solutions. As the new resource configurations must be computed at runtime, computational efficiency might be of a higher priority compared to model accuracy. One way to reduce the computational complexity of the various schemes in OFDMA systems, is to perform scheduling at a higher granularity levels. In particular, scheduling at the RBs (e.g., [36]) which are in order of tens [50], rather than scheduling at the sub-carrier (e.g., [47]) which are in order of hundreds [50]. The granularity level should be selected carefully to consider the natural reverse relation between granularity and control. For instance, once can schedule sub-bands to user groups as in [43]. This may reduce the overall complexity even more than in the case of RBs as the number of sub-bands normally is less than ten; however, obviously, this reduction in complexity comes with the cost of limited control in managing the available resources.

- **Signaling complexity**: For all cell-coordination based ICIC schemes, except the autonomous schemes, cooperation between eNBs is required in order to achieve network-wide ICIC in the multi-cell environment. To achieve such cooperation, information need to be exchanged between the eNBs. In practical systems, the LTE X2 interface has a considerable latency [45], resulting in an additional delay on the exchanged information, that should be taken into account, especially in very fast fading environments. Thus, ICIC schemes should minimize the amount of information need to be exchanges in order to comply with the stringent time required to exchange the scheduling information. Schemes that are based on exchanging only the reference UE information (e.g., [39]) instead of all UEs information may result in a considerable reduction in the signaling complexity of the scheme. Another approach to reduce signaling complexity is to exchange only the information of the UEs suffering from interference as in scheme proposed in [38]. Similar to the coordination point above, schemes need to make a trade-off between high coordination between eNBs which may increase the overall system throughput, and the expense of the signaling complexity needed to exchange the required information between eNBs [49].

- **Scheduling rate**: Higher scheduling rates (i.e., more frequent RB allocation updates) bring higher throughput as it allows capturing more accurately the instantaneous channel gain, flat fading, and fast fading [30]. This in turn enables better decisions, especially in the emerging systems that support high user mobility. However, the rate of UE reassignment to different RBs should be kept to minimum to reduce the incurred additional signaling overhead [44]. In dynamic schemes other than autonomous schemes, scheduling is highly dependent on the information exchanged between the eNBs in order to achieve network-wide ICIC in the multi-cell environment. Thus, the scheduling rate is highly dependent on the latency and reliability of the interfaces connecting the eNBs along with the amount of information need to be exchanged between them.

- **Fairness**: To guarantee fairness to edge UEs, a minimum target rate can be pre-defined and fixed for all edge UEs as in the scheme proposed in [33]. This minimum rate constraint forces the rate of each edge UE to be at least as large as this minimum rate. Similar minimum rate can be set for center UEs to guarantee fairness among center UEs as well. A scheme needs to make a trade-off between achieving higher overall throughput and being fair in allocating resources to all UEs [49].

- **Optimization of edge-UEs power allocation**: In traditional frequency reuse schemes, different disjoint sub-channel subsets are assigned to different cells, with sub-channel subsets reused at spatially separated locations. This concept exploits the fact that since the signal power falls off with distance, the same frequency spectrum can be reused at spatially-separated locations. As edge UEs suffer from low SINR on all RBs due to the presence of ICIC and significant path-
loss; thus, the most efficient way to increase their rate is to allocate more power to these UEs instead of more bandwidth [33]. However, as the RBs used by edge UEs might be also used in neighboring cells, cooperation between all cells is required to reduce the ICI resulting for using high power for the edge UEs. In general, manipulating the RB allocated power can achieve higher spectral efficiency. This is done as the same RB is used in different cells, but at different power levels. With power control, ICI can be reduced by reducing the power levels of the dominating interferers.

- **Optimization of center-UEs RB allocation:** While edge UEs suffer the most, and thus, they were typically the main or even only focus of most proposed dynamic schemes, maximizing the rate of center UEs leads to a higher system utilization. Center UEs generally have high SINR on most RBs since they are closer to the serving eNB and far from the interfering eNBs. Thus, the most effective way to improve the rate of these UEs is to allocate more bandwidth instead of power [33].

- **Initialization with pre-partitioned resources between cells and/or user groups:** Using a static frequency allocation scheme to pre-plan the frequency and/or power allocation among cells and/or among user groups can help in reducing the computational complexity of the scheduler as demonstrated in some schemes proposed in the literature (e.g., [33], [40], [44]). However, this planned allocation limits the dynamicity of the scheme. For example, pre-planning the cells bands would limit the scheduler to schedule UE only to RBs in the cell’s allocated band, preventing the scheduler from exploring other bands even if this would lead to a better performance and/or improved resources utilization. In case of pre-planned resources partitioning among user groups, the scheduler will not be able to use unused resources reserved for one user group to serve unsatisfied UEs in some other user group that has used its entire pre-allocated band.

**IV. FUTURE RESEARCH DIRECTIONS**

In this section, we identify and discuss some challenges related to the design and analysis of ICIC scheme that make interesting future research directions.

- **Evaluation Framework and Benchmark:** Due to the complexity of the dynamic ICIC problem, most of the performance evaluations are based on simulation models. A principal problem with simulation evaluations during comparing different schemes is the lack of common context, scenarios and evaluation metrics [48]. Accordingly, an evaluation framework and a benchmark are needed to allow researchers to develop and evaluate their ICIC schemes in a sound manner. Such an effort will provide researchers with data sets for unified realistic scenarios (similar to those provided by the European Momentum project [59] for Berlin and Lisbon) that define common realistic conditions, such as: cells layout, number of channels, propagation data, and traffic intensity. The evaluation framework should provide a unified set of metrics that can be used to evaluate and benchmark various ICIC schemes.

- **Wireless Network Cloud (WNC):** Recently, with the emergence of the cloud-computing technology and other technologies related to wireless infrastructure including software radio technology and remote radio head technology, *Wireless Network Cloud (WNC)* with *Base Station Pooling (BSP)* is becoming an interesting alternative network architecture where all eNBs computational resources (enabled by Software Radio) are pooled in a central location and connected via fiber to simple radio-front ends (Remote Radio heads) mounted on remote cell-towers [54]. WNC provides all the necessary transmission and processing resources for a wireless access network to operate in a central fashion [53]. A promising research direction is to re-think the way ICIC centralized schemes are structured by exploiting the transmission and processing resources of the WNC.

- **Heuristics algorithms:** An important line of work is to formulate the ICIC problem as an optimization task whose objective is to maximize the multi-cell throughput subject to: power constraints, inter-cell signaling limitations, fairness objectives, and/or minimum bit rate requirements [49]. The problem of resource allocation with dynamic demand is known to be NP-hard [31]. Using an exact method is computationally inefficient as the problem involves extremely large search spaces with correspondingly large number of potential solutions. While optimization models give an insight into the upper bounds of achievable ICIC gains, actually implementing these near optimal mechanisms can be economically and/or technologically infeasible. Thus, various lower complexity heuristics algorithms should be investigated as they have the power of obtaining good sub-optimal solutions in a computationally efficient way.

- **Autonomous schemes:** *Static schemes* suffer from the limitation of being unable to adapt to inhomogeneous traffic load and varying user group distribution within each cell [33]. *Centralized and semi-distributed schemes* are often too heavy for implementations in reality as all the interference information on all RBs has to be gathered at a central controller, which is prohibitively large [30]. *Coordinated-distributed schemes* realization has remained limited largely due to constraints on inter-eNB communication and the latencies involved in information exchange for distributed eNBs [53]. *Self-organization* is a key factor for the future evolution of mobile networks, due to their increasing complexity and required management efforts [61]. Thus, with the current network architecture and large number of cells, it appears that the future is for autonomous schemes as they can achieve a good ICIC level with no signaling overheads. Moreover, they open the way for a more flexible and adapted cell topology as well as for new energy saving methods [61]. Not much research efforts have been reported in developing autonomous distributed ICIC schemes, which makes it an interesting research direction that is worth further investigation.

**V. SUMMARY**

Inter-cell interference coordination (ICIC) schemes can be viewed as a scheduling strategy used to limit the inter-cell interference such that cell-edge users in different cells preferably are scheduled on complementary parts of the spectrum when needed. The common theme of ICIC avoidance schemes is to apply restrictions to the usage of downlink resources
such time/frequency and/or transmit power resources. Such coordination of restrictions will provide an opportunity to limit the interference generation in the area of the cellular network. Accordingly, Signal to Interference and Noise Ratio (SINR) can be improved at the receivers in the coverage area, which will provide potential for increased (cell-edge) data-rates over the coverage area, or increased coverage for given data-rates.

This paper presents a survey of various ICIC schemes used to alleviate the inter-cell interference problem in the downlink of OFDMA-based cellular networks in order to improve cell-edge data rates and enhance the overall network capacity. The paper reviews various ICIC schemes proposed under the two main interference avoidance classes, namely, the frequency reuse-based (static) and the cell coordination-based (dynamic). To this end, new classification models are presented and used to describe the various schemes under the static and dynamic ICIC avoidance classes.

Static ICIC schemes use methods to allocate subcarriers (frequency bands) among cells and sectors. Whereas dynamic schemes perform real-time cell coordination to allocate resources (frequency bands) to cells and sectors. Pre-allocated frequency reuse schemes are generally simple to implement; however, it is not easy to modify their frequency distributions among adjacent cells in response to the dynamics of the network. Cell coordination schemes, on the other hand, are more flexible as compared to frequency reuse schemes; however, they require complex signaling and coordination among cells.

Generally speaking, frequency reuse schemes are suitable for networks with a static even distribution of loads; however, they lead to significant performance degradation in terms of cell and user throughput when used due to the natural dynamic nature of cellular systems, where there is an unevenly distributed dynamically changing load. Therefore, dynamic frequency allocations are needed in order to cope with the continuous load changes in cells. In cell coordination, interference reduction is realized by real time coordination among all involved cells to avoid that two cell edge UEs in neighboring cells use the same sub-carriers. Adaptive algorithms are developed in order to efficiently manage the resource utilization among cells without a priori resource partitioning. Coordination between cells can be performed in either a centralized, semi-distributed or distributed fashion. Dynamic ICIC schemes reported in the literature are mostly either semi-distributed or distributed via coordination. A limited number of autonomous distributed ICIC schemes have been proposed, and accordingly, more research efforts are needed in order to develop autonomous schemes that can cope with the nature and needs of the emerging OFDMA-based cellular networks with highly mobile users.
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