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Quantum corrections to Newton’s equations are obtained and used to illustrate that classical dynamics is embedded explicitly in quantum dynamics. Originally, the resultant set of dynamical equations has been used to shed light on quantum chaos. We show that the method can provide insight into the dynamics of free particles and the harmonic oscillator. We then use it to determine whether Stern–Gerlach magnets can be constructed for free electrons. © 2002 American Association of Physics Teachers.
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I. INTRODUCTION

One of the cornerstones of quantum mechanics is the Stern–Gerlach effect. An unpolarized beam of silver atoms is passed through a strong magnetic field gradient and splits into two polarized beams. This effect is one of the main reasons to postulate that electrons have spin, in particular spin-1/2.1

The dynamical picture of the Stern-Gerlach effect involves the interaction between the magnetic moment \( \mu \) associated with spin and the magnetic field gradient. A particle with its projection of spin in the positive/negative \( z \) direction will experience a deflection due to the force \( F = \pm \mu dB_z/dz \) [see Fig. 1(a)].

From this description we might expect that a beam of free electrons would also be split after passing through a Stern–Gerlach magnet. However, Mott, Bohr, and Pauli have shown that this is impossible due to the blurring effect of Lorentz forces on a finite-width beam.2–4 A very narrow beam would not suffer from spatially varying Lorentz forces, but would be so badly diffraction limited that it would no longer be a beam. Alternative approaches designed to overcome the Lorentz forces have been rejected by Pauli.5,6 One of these, the longitudinal Stern–Gerlach experiment, originally suggested by Brillouin,5 has recently been reexamined.7 In this configuration, the magnetic field gradient is aligned with the electron beam, and spin “forward” and spin “backward” electrons passing through the magnet are separated along the direction of propagation [Fig. 1(b)].

To analyze this experimental situation, we cannot resort to the usual semiclassical dynamical picture where the electron motion is treated classically and the spin quantum mechanically. The reason is that to overcome the blurring Lorentz forces, we need to approach the diffraction limit without losing the beam, and have to treat the electron motion quantum mechanically also. We recently analyzed this situation using the Schrödinger equation and obtained the promising result that the blurring is much less than our semiclassical analysis indicated.8 As a check on our results, we used a simpler method and found good agreement with the approach using the Schrödinger equation. This method, which is the subject of this paper, seems to have been originally developed for maser theory9 and has been used to study quantum chaos.10,11

To illustrate the ease of the method, we first address several standard problems that we hope will be useful for educational purposes. We then present the analysis of the longitudinal Stern–Gerlach problem.

II. THEORY

Following Sundaram et al.,11 we write the position operator, \( x \), and the momentum operator, \( p \), as the sum of their expectation value and quantum correction,

\[
x = \langle x \rangle + \delta x, \quad p = \langle p \rangle + \delta p,
\]

with the commutation relation \([\delta x, \delta p] = i\hbar\). It is useful to express the commutation relation of two arbitrary functions of \( x \) and \( p \) by making a Taylor expansion about \( \langle x \rangle \) and \( \langle p \rangle \).12 Straightforward algebra yields for two arbitrary functions \( F \) and \( G \) of \( x \) and \( p \),

\[
[F(x,p),G(x,p)] = i\hbar \{F(x,p),G(x,p)\} + \frac{1}{2} \{\delta x \delta p \}
\]

\[
+ \frac{\partial^2 F}{\partial x^2} \frac{\partial^2 G}{\partial x^2} \frac{\partial^2 F}{\partial p^2} \frac{\partial^2 G}{\partial x^2} \frac{\partial^2 F}{\partial p^2}
\]

\[
+ \cdots \langle \delta x^2 \rangle \frac{\partial^2 F}{\partial x^2} \frac{\partial^2 F}{\partial p^2}
\]

\[
- \frac{\partial^2 G}{\partial x^2} \frac{\partial^2 F}{\partial p^2} \langle \delta x \rangle - \langle \delta p \rangle
\]

\[
\times \left( \frac{\partial^2 F}{\partial p^2} \frac{\partial^2 G}{\partial x^2} - \frac{\partial^2 G}{\partial p^2} \frac{\partial^2 F}{\partial x^2} \right) + \cdots,
\]

where the curly braces { } indicate the Poisson bracket. The time evolution of the expectation value of an operator that can be written as a function of \( x \) and \( p \) can be obtained from the Heisenberg equation. For example, if we let \( F(x,p) = p \) and \( G(x,p) = H \), we obtain

\[
\frac{d\langle p \rangle}{dt} = \frac{1}{i\hbar} [p, H] = \langle p, H \rangle + \cdots.
\]

Together with \( H = p^2/2m + V(x) \), Eq. (3) gives:

\[
\frac{d\langle p \rangle}{dt} = -\frac{\partial V}{\partial x} - \frac{1}{2} \frac{\partial^2 V}{\partial x^2} \langle \delta x^2 \rangle + \cdots.
\]

The evolution of \( \langle x \rangle, \langle \delta x^2 \rangle, \langle \delta x^3 \rangle, \ldots, \langle \delta x \delta p \rangle, \ldots \), can be found in a similar manner. The resulting equations to second-order are given below. No additional calculational difficulties are encountered to obtain expressions for third- and higher-order terms such as \( d\langle \delta x^3 \rangle/dt \),
From the Fourier transform of the probability distribution \( \hat{\rho}(p) \), we can obtain the function \( \rho(x) \) directly, which is useful when we are interested in studying the dynamics of a system and the above set of equations either truncates or converges rapidly. That is, the method can be applied when the motion of a system is expected to be close to the classical dynamics. Finally, we note that Eq. (4) can be obtained by making a Taylor expansion of the potential in Ehrenfest’s theorem:\(^{14}\)

\[
\frac{d(p)}{dt} = -\left( \frac{\partial V}{\partial x} \right),
\]

(11)

about the expectation value of the position.

### III. FREE PARTICLE

What insight can be obtained from Eqs. (4)–(9)? Why not use Schrödinger’s equation, which is one differential equation in contrast to the above infinite set of differential equations, most of which have an infinite number of terms? The following question provides a partial answer. For which potentials does the expectation value of the position follow the classical trajectory exactly? One way to obtain the answer is to compare the form of the time evolution of the Wigner equation\(^ {15}\) to the classical Liouville equation and note that the quantum mechanical corrections introduced in the former involve third- and higher-order spatial derivatives of the potentials. Hence, the desired potential is any potential that has zero third- and higher-order spatial derivatives.

A simpler way of obtaining this result is to note that for any potential of the form \( V(x) = ax^2 + bx + c \), Eqs. (4) and (5) reduce to their classical counterparts,\(^ {10}\) and quantum corrections involve third- and higher-order spatial derivatives of the potential. Equations (4) and (5) describe the average position and momentum and have the same form as Newton’s equation for quadratic potentials. Thus, the expectation value of the position follows its classical counterpart exactly for this form of \( V(x) \), and we see that the present approach exemplifies how classical mechanics is embedded in quantum mechanics.

Although free particle propagation and the harmonic potential are discussed in quantum mechanics textbooks (the study of a linear potential is less common, but does exist\(^ {16}\)), each potential needs to be studied separately and with differing mathematical approaches. The present approach offers a good opportunity to study, for example, a free particle and the harmonic oscillator from the same viewpoint.

To illustrate this point, consider the spreading of the probability distribution for a free particle. We would like to obtain the time evolution of the width, \( d\sqrt{\langle \Delta x^2 \rangle}/dt \). For a free particle (or particle in a linear and quadratic potential), Eqs. (6)–(9) form a closed set of differential equations with a limited number of terms. From Eq. (9) it is apparent that the width of the momentum distribution will not change with time for a free particle. After substitution of Eqs. (7)–(9) into Eq. (6), we are left with \( d^2(\Delta x^2)/dt^2 = 2(\Delta p^2)_{r=0}/m^2 \), which is solved by
\[ \langle \delta x^2 \rangle = \frac{1}{m} \left[ (\delta x \delta p)_0 + (\delta p \delta x)_0 \right] t + \frac{1}{m^2} (\delta p^2)_0 t^2, \]  

where the notation \( \langle \cdot \rangle_0 \) means that the term in brackets is evaluated at \( t=0 \).

We choose a Gaussian wave packet, \( |\psi(x,0)|^2 = \sqrt{2/\pi a^2} e^{-2(c^2/a^2)} \), as the initial condition with initial widths in position and momentum space, such that the equality for the Heisenberg’s uncertainty relation holds,

\[ \Delta x \Delta p = \sqrt{\langle \delta x^2 \rangle \langle \delta p^2 \rangle} = \hbar/2. \]  

We follow the convention for the definition of width as given in Ref. 17, and obtain \( \Delta x = a/2 \). This choice yields the initial conditions,

\[ \langle \delta x^2 \rangle_0 = a^2/4, \quad \langle \delta x \delta p + \delta p \delta x \rangle_0 = 0, \quad \langle \delta p^2 \rangle_0 = \hbar^2/a^2. \]  

The second initial condition in Eq. (14) can be found by combining the uncertainty principle with the commutation relation \( [\delta x, \delta p] = i\hbar \) giving \( \langle \delta x \delta p \rangle_{t=0} = i\hbar/2 \) and \( \langle \delta p \delta x \rangle_{t=0} = -i\hbar/2 \). With these initial conditions in Eq. (14), the usual spreading of the free wave packet,

\[ \Delta x(t) = \frac{a}{2} \sqrt{1 + \frac{4 \hbar^2 t^2}{m^2 a^4}}, \]  

is found by substituting Eq. (14) into Eq. (12). Note that this result is the same for a free particle and a particle in a linear potential.

IV. HARMONIC OSCILLATOR

To obtain the correspondence between the classical and quantum harmonic oscillator, we can compare their respective probabilities for finding the particle at a position \( x \). This probability is peaked around the classical turning points and shows an increasing degree of agreement for higher energy states. Schrödinger introduced states for which \( \langle x \rangle \) and \( \langle p \rangle \) follow their oscillating classical counterparts exactly. We can use the present method to show that for every initial state, \( \langle x \rangle \) and \( \langle p \rangle \) will follow their classical counterparts exactly. This result can also be obtained by using the Schrödinger or Heisenberg equation.

To find how the widths evolve in time in the potential \( V(x) = 1/2 m \omega^2 x^2 \), we have to choose initial conditions. We start again with a minimum uncertainty state. If we require that the widths do not change in time, then \( d\langle \delta x^2 \rangle/dt = 0 \), \( d\langle \delta x \delta p \rangle/dt = 0 \), \( d\langle \delta p \delta x \rangle/dt = 0 \) for all times. By substitution this requirement leads to \( \langle \delta p^2 \rangle/m = \hbar^2/(2 \langle \delta x^2 \rangle) \). If the rate of change we combine this result with the Heisenberg uncertainty conditions, Eq. (13), we obtain

\[ \langle \delta x^2 \rangle = \hbar/2m \omega, \]  

\[ \langle \delta p^2 \rangle = \hbar m \omega/2. \]  

These widths are identical to those of coherent states. That is, an initial Gaussian wave packet placed in a harmonic potential (not necessarily in the center) will not change its width over time.

If the widths are chosen differently, such that we still have a minimum uncertainty state but not a coherent state, then the widths start to oscillate with the motion. It is easy to show that the solutions of Eqs. (6)–(9) are sinusoidal functions with angular frequency \( 2\omega \). Figure 2 shows how the width \( \Delta x = \langle \delta x^2 \rangle^{1/2} \) changes in time. Starting with \( \langle \delta x^2 \rangle = \hbar/8m \omega \) (and accordingly \( \langle \delta p^2 \rangle = 2\hbar m \omega \)), the width \( \Delta x \) is a minimum whenever the position \( \langle x \rangle \) crosses zero, and \( \Delta x \) is maximum at the turning points. Minimum uncertainty states with this property are called squeezed states. They are defined by the property that \( \Delta x (\text{or} \Delta p) \) is “squeezed” below the width of the coherent state. Simultaneously, \( \Delta p (\text{or} \Delta x) \) has to be larger than the width of the coherent state to ensure that the uncertainty relation holds at all times.

How can we now change a coherent state into a squeezed state? One might think that applying an electric field pulse to a charged particle starting in the lowest energy eigenstate of the harmonic oscillator would suffice. The lowest energy eigenstate is a Gaussian wave packet, and kicking the wave packet to one side by an electrical pulse will start the wave packet oscillating in the potential well. However, its width will not change because the strength of the potential, or in other words, \( \omega \), did not change. The initial conditions for \( \langle \delta x^2 \rangle \) and \( \langle \delta p^2 \rangle \) are still such that \( \langle \delta x^2 \rangle \) does not change in time; thus, the conditions (16) and (17), which depend on \( \omega \) and not on the external pulse, still hold. The way to make a squeezed state is to change the strength of the potential. But how fast do we need to change the potential? One would expect that when the rate of change in the potential, \( (1/V) \times (dV/dt) \), is small compared to the oscillation frequency of the particle in the potential, the width of the Gaussian wave packet does not change much [see Fig. 3(b)]. By numerically integrating the differential equations governing the evolution of the widths, this result turns out to be the case. When the rate of change in the potential is large compared to the oscillation frequency, the width of the wave packet changes quickly and some squeezing is obtained [see Fig. 3(a)]. The amount of squeezing can be found by numerically integrating Eqs. (6)–(9). Choose for an example, \( m = 1 \), and \( V(t) = m \omega^2 \alpha(t)/2 \), where \( \alpha(t) = 1 + (\arctan(\beta t - 50)) + \pi/2)/\pi \). A slow change in the width can be obtained for \( \beta = 0.2 \), while the fast change can be obtained for \( \beta = 5 \).
TUNNELING

For both the free particle and the harmonic oscillator, the motion of the particle is decoupled from the evolution of its width. In other words, Eqs. (4) and (5) are decoupled from Eqs. (6)–(9). Consider a potential for which this behavior is not the case, which means that at least \( \partial^3 V/\partial x^3 \neq 0 \). The latter condition is satisfied for a one-dimensional tunneling problem with a smooth potential barrier, such as \( V(x) = V_0 \cosh^{-2}(x/\lambda) \). If we take \( a = 10^{-9} \) m and \( V_0 = 3 \) eV, then a particle with the mass of an electron moving with a kinetic energy of about 2.7 eV toward this potential barrier has an appreciable probability of tunneling through this barrier.

Tunneling can be treated exactly for this potential because the wave functions can be obtained analytically. We can compare this treatment to direct numerical integration of Eqs. (4)–(9) (see Fig. 4). Classically, the momentum of the particle changes sign, while the position returns to its initial value; the particle reflects from the barrier. In the quantum mechanical description, the particle behaves quite differently. The particle first slows somewhat more than in the classical case, and subsequently decelerates less than in the classical case, even before the top of the barrier is reached. We suggest that the deviation from the classical motion can be viewed as the onset of tunneling. To understand this behavior, we may inspect Eq. (4). For a sufficiently small width \( \sqrt{\delta x^2} \), the force is equal to \( -\left( \partial V/\partial x \right)_{\lambda=\langle x \rangle} \), which is the classical force, and the particle follows the classical trajectory. For larger widths, the particle samples the force around the average position of \( x \). Keeping in mind that Eq. (4) can be obtained by a Taylor expansion of Ehrenfest’s theorem, the next term we should look at involves \( \partial^2 V/\partial x^2 \). This term is \( \partial^2 V/\partial x^2 \left|_{\lambda=\langle x \rangle} \right| \langle x \rangle \langle x \rangle \langle \psi^* \rangle^2 dx \), where the integral is zero due to its antisymmetric argument and thus does not appear in Eq. (4). That is, a change of the force \( \langle \partial^2 V/\partial x^2 \rangle \) does not have an effect because an increase in the force to one side of \( \langle x \rangle \) will be canceled by a decrease in the force to the other side of \( \langle x \rangle \). The first nonzero correction is proportional to the curvature of the force [the second term on the right-hand side of Eq. (4)].

Another important observation can be made from Fig. 4. The momentum changes abruptly with very little change in the position. This unphysical behavior occurs when it is no longer valid to use the truncated set of differential equations (4)–(9). As soon as tunneling occurs, the wave function splits into a reflected and a transmitted part. To describe this effect, many moments of the probability distribution are needed, and Eqs. (4)–(9) include moments only up to second-order. However, increasing the number of differential equations is not very useful because we do not expect the motion to stay close to the classical trajectory. This example illustrates the limitations of the present method. We now turn our attention to the longitudinal Stern–Gerlach magnet.

VI. THE LONGITUDINAL STERN–GERLACH MAGNET

An electron in a homogeneous magnetic field can be described in terms of Landau states. In the Coulomb gauge, it turns out that the effects of the vector potential on a charged particle are the same as those of a harmonic scalar potential. Although interesting in itself, for our purposes it is most important that we can work with two-dimensional harmonic oscillator states instead of Landau states.

Consider an unpolarized electron beam passing through a longitudinal Stern–Gerlach magnet [see Fig. 1(b)]. We choose our quantization axis along the symmetry axis (z) of the magnet. We would like to show that the spin-forward and spin-backward parts of the beam are separated...
after passing through the magnet along the longitudinal $z$ direction. Such a separation of two spin states along the same axis could only be detected for a pulsed beam. Therefore, imagine our electron beam to consist of two overlapping, incoherent (three-dimensional) Gaussian wave packets propagating toward the magnet along the symmetry axis. The separation between the average positions along the symmetry axis (the $z$ axis) of the packets after they leave the magnet is given by

$$\Delta z_{\text{spin}} = \int \int a_z \, dt \cdot dt = \int \int \frac{2 \mu_B}{m} \frac{\partial B_z}{\partial z} \, dt' \, dt,$$

where $a_z$ is the acceleration along the $z$ axis caused by the magnetic gradient forces, $\pm \mu_B \partial B_z / \partial z$, on each of the two spins, and $\mu_B$ is the Bohr magneton. The first integration gives the velocity and the second integration gives the change in position. Note that for very small changes in velocity, the approximation $a_z(z(t)) = a_z(v_z(t=0)\pi)$ gives an excellent result. The question that we have to answer is whether the width of the wave packets along the symmetry axis has increased significantly compared to $\Delta z_{\text{spin}}$ after passing through the magnet.

Classically, we have reason to believe that there is some blurring. An electron entering the magnet off-axis performs a cyclotron motion in the magnetic field. As the electron moves closer to the magnet, the strength of the field increases, and the orbit of the cyclotron motion becomes tighter. This tighter orbit means that the orbital velocity of the electron increases to keep the centrifugal and Lorentz forces balanced. This increase in velocity takes energy from the longitudinal motion of the electron. This effect is called the magnetic bottle effect and slows off-axis electrons in comparison to on-axis electrons.

Quantum mechanically, one may overcome this problem by inserting an electron in the lowest Landau state into the magnet. The orbital angular momentum of this state is zero; thus, no magnetic bottle effect occurs, improving the separation of the two spin states. In terms of our present method, the question would be formulated this way. Does the transverse width of a wave packet couple to the longitudinal width of the wave packet, as it would for the magnetic bottle effect? The full set of coupled differential equations (see the Appendix) shows that these widths are indeed coupled. But, the range and strength of the magnetic field can be chosen in such a way that the widths follow the change of the magnetic field adiabatically. As the packet enters the magnetic field, it is fairly wide in the transverse direction due to the fact that the magnetic field is weak. After being narrowed in the center of the magnet, it returns to its original width. The spreading of the longitudinal width is the same as that of a free particle and is not influenced by the strongly changing transverse width. Figure 5 shows the results of a numerical integration of the three-dimensional version of Eqs. (21)–(37). The position dependence of the magnetic field is that of a current loop (see the Appendix). We find that the passage of a Gaussian wave packet is nearly adiabatic in agreement with the results of Gallup et al. An artistic impression of the spin separation is given in Fig. 6.

VII. SUMMARY

Equations (4)–(9) give some insight into the connection between the quantum mechanical and classical treatment of a particle in a potential. Some of the usual properties of a free particle and of a particle in a quadratic potential were found. In general, the method is useful when the quantum and classical motion do not deviate strongly. In that case a small set of equations with a limited number of terms is expected to give a reasonable approximation. Not only can the presented
method be applied to consider textbook problems from a different perspective, it can also be used for some current research issues, of which the longitudinal Stern–Gerlach problem is an example.
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APPENDIX

The Hamiltonian for an electron passing through the magnetic field of a current loop, that is, the longitudinal Stern–Gerlach problem (see Fig. 1), is given in cylindrical coordinates \((\rho, \varphi, z)\) by

\[
H = \frac{p_z^2}{2m} + \frac{p_\varphi^2 + \frac{1}{2} p_\rho^2}{2m} - \frac{\omega(z)}{2} L_z + \frac{1}{8} m \omega^2(z) \rho^2. \tag{19}
\]

We ignore all spin-dependent terms because the blurring due to magnetic bottle effects are spin independent (see Sec. VI).\(^8\) The angular momentum in the \(z\) direction equals the tangential momentum, \(L_z = \rho \varphi\). The Larmor frequency is given by \(\omega(z) = q B(z)/2m\). The magnetic field, \(B(z)\), of the current loop is

\[
B(z) = B_0 \left( \frac{R}{\sqrt{R^2 + z^2}} \right)^3.
\]

where \(R\) is the loop radius and \(B_0\) is the magnetic field strength in the center of the loop.

The set of differential equations that describe the average position, momentum, and widths of the probability distribution are given below. Equations (5), (4), (6), (7), and (9) are the one-dimensional versions of the three-dimensional equations (21), (22), (23), (24), and (25), respectively. The coordinates \(\rho\) and \(\varphi\) lead to additional differential equations required to close the following set of equations so that they can be integrated numerically. Most important for our discussion is that the value \((\delta z^2)\) is a measure of the longitudinal width of the wave packet, while \((\delta \rho^2)\) is a measure of the transverse width. Additional differential equations include the terms for the tangential momentum, \(p_\varphi\), and the radial momentum, \(p_\rho\),

\[
\frac{d}{dt}(\delta z^2) = (\delta \rho z) / m, \tag{21}
\]

\[
\frac{d}{dt}(p_\rho) = -\frac{\partial H}{\partial \rho} \bigg|_{x \to (z)} - \frac{1}{2} \frac{\partial^3 H}{\partial \rho^3} \bigg|_{x \to (z)} (\delta z^2)
\]

\[
- \frac{\partial \delta^2 \rho / \partial \rho \partial \varphi}{\delta \rho / \partial \varphi} \bigg|_{x \to (z)} (\delta z \delta \rho), \tag{22}
\]

\[
\frac{d}{dt}(\delta \rho^2) = 2(\delta z \delta \rho) / m, \tag{23}
\]

\[
\frac{d}{dt}(\delta \varphi z) = (\delta \rho^2) / m - A(\delta z^2) - B(\delta z \delta \rho) - C(\delta \varphi \delta \rho), \tag{24}
\]

\[
\frac{d}{dt}(\delta \rho^2) = -2A(\delta z \delta \rho) - 2B(\delta \rho \delta \varphi) - 2C(\delta \rho \delta \rho). \tag{25}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = \frac{(\delta \rho \delta \rho)}{m}, \tag{26}
\]

\[
\frac{d}{dt}(\delta \rho \delta \varphi) = \frac{(\delta \rho \delta \varphi)}{m}, \tag{27}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = -A(\delta z \delta \rho) - B(\delta \rho^2) - C(\delta \rho \delta \rho), \tag{28}
\]

\[
\frac{d}{dt}(\delta \rho \delta \varphi) = (\delta \rho \delta \rho) / m - A(\delta z \delta \rho) - B(\delta \rho \delta \varphi) \tag{29}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = -C(\delta \rho^2). \tag{30}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = \frac{(\delta \rho \delta \rho)}{m} - C(\delta \rho^2) - D(\delta \rho \delta \rho). \tag{31}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = (\delta \rho \delta \rho) / m, \tag{32}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = 2(\delta \rho \delta \rho) / m, \tag{33}
\]

\[
\frac{d}{dt}(\delta \rho \delta \varphi) = -A(\delta z \delta \rho) - B(\delta \rho \delta \varphi) - C(\delta \rho \delta \rho), \tag{34}
\]

\[
\frac{d}{dt}(\delta \rho \delta \varphi) = -A(\delta z \delta \rho) - B(\delta \rho \delta \varphi) - C(\delta \rho \delta \rho), \tag{35}
\]

\[
\frac{d}{dt}(\delta \rho \delta \rho) = -2C(\delta \rho \delta \rho) / 2D(\delta \rho \delta \rho) \tag{36}
\]

with

\[
A = \frac{\delta^2 H}{\partial \rho^2}, \quad B = \frac{\delta^2 H}{\partial \rho \partial \varphi}, \quad C = \frac{\delta^2 H}{\partial \rho^2}, \quad D = \frac{\delta^2 H}{\partial \rho^2}, \quad E = \frac{\delta^2 H}{\partial \rho^2}. \tag{37}
\]

\(^8\)Electronic mail: hbatelaan@unlserve.unl.edu
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