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Extracting continuum-like deformation and stress from molecular dynamics simulations

Lili Zhang, John Jasa, George Gazonas, Antoine Jérusalem, Mehrdad Negahban

Abstract

We present methods that use results from molecular dynamics (MD) simulations to construct continuum parameters, such as deformation gradient and Cauchy stress, from all or any part of an MD system. These parameters are based on the idea of minimizing the difference between MD measures for deformation and traction and their continuum counterparts. The procedures should be applicable to non-equilibrium and inhomogeneous systems, and to any part of a system, such as a polymer chain. The resulting procedures provide methods to obtain first and higher order deformation gradients associated with any subset of the MD system, and associated expressions for the Cauchy and nominal stresses. As these procedures are independent of the type of interactions, they can be used to study any MD simulation in a manner consistent with continuum mechanics and to extract information exploitable at the continuum scale to help construct continuum-level constitutive models.
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1. Introduction

In this article we define continuum-like deformation and stress measures for a system of interacting particles. This is motivated by the need to connect results from discrete atomistic simulations to analysis at the continuum scale. In particular, the ease of conducting molecular dynamics (MD) simulations now allows us to look more closely at how materials behave at the atomic level, yet the size of the systems considered and time scale on which one can do this are limited. One method to remove these limitations is to connect the atomic simulations to how we understand response and how we analyze problems at the continuum level.

MD is a very simple and powerful tool that has been used to study the behavior of all kinds of microstructures by essentially solving Newton’s equations for trajectories of a system of interacting particles. One application is in the characterization of macroscopic properties based on using MD simulations and multi-scaling to obtain the continuum...
response based on simulated molecular-scale mechanisms. This has initiated the study of how to define continuum-level parameters based on knowledge of the atomic MD simulations and has resulted in a number of definitions for calculating variables, such as deformation gradient and stress, based on an MD simulation. The most influential of these have been the expression developed for virial stress in 1870 by Clausius [1] for systems in thermodynamic equilibrium, the Irving and Kirkwood [2] procedure to calculate stress in 1950, and its generalization by Hardy [3] in 1982 for inhomogeneous systems and for systems out-of-equilibrium. Most of these methods have found their way into standard calculations and are now included in texts of statistical mechanics and MD simulation, such as the recent texts by Tuckerman [4] and by Tadmor [5].

With the increase in computational power enjoyed in the past three decades and the development of readily available MD simulation programs, such as LAMMPS [6,7] from Sandia, NAMD [8] and VMD [9] from the University of Illinois, CHARMM [10,11] from Harvard and Materials Studio [12] from Accelrys, the use of MD has increased substantially and a new interest has developed to find new ways to use this tool. This interest has also resulted in a number of works that have revisited the original works [1–3] to find new ways to extract continuum parameters from MD simulations [13–22].

In building a continuum measure of deformation, we use the ideas of Gullett et al. [23] and its extension by Zimmerman et al. [24]. Gullett et al. [23] propose a kinematical algorithm for the construction of an atom-centered deformation gradient tensor from atomistic simulation data based on a least-square minimization between the continuum mapping and the molecular motion. In this case, the discrete incremental form of the deformation gradient emerges from a weighted least-square minimization that includes the distances from the specific atom in question. Zimmerman et al. [24] extend this definition to higher gradients and thus introduce both first and second gradients of deformation at the atom.

We use this same idea to define continuum deformations that are constructed from MD simulations, but that are associated with a system of particles, as opposed to a single atom. This allows, for example in a macromolecular system, to discuss the deformation gradient associated with a single polymer chain of the system. These expressions for deformation and its gradients are very similar to those proposed in Refs. [23,24], simply extended to systems as opposed to a single atom, and centered on the system’s average location, such as its centroid or center of mass.

We adopt a similar method for calculating stress. In particular, as in Refs. [23,24], we base the calculation on minimizing the difference between the associated molecular and continuum counterparts. More specifically, we construct the continuum-level stress by minimizing the difference between the continuum and MD definitions of traction. As will be shown, these procedures produce continuum measures for nominal and Cauchy stress that differ from what has been proposed by others.

As can be deduced from the following review of the work on describing continuum-like measures of deformation and stress for atomic systems, the current state of knowledge does not include clear measures of deformation and stress associated with arbitrary selected parts of an MD system. The proposed measures of deformation (and its gradients) and stress can do this. For example, one can select a single polymer strand that is entangled in other strands and express measures of its deformation and stress.

1.1. Descriptions of macroscopic deformation based on microscopic simulation

Mott et al. [25] in 1992 proposed a definition of the local atomic strain increments in three dimensions and an algorithm for computing them. This was done for an arbitrary arrangement of atoms tessellated into Delaunay tetrahedra by identifying interstices, and Voronoi polyhedra by identifying atomic domains. The deformation gradient increment tensor for interstitial space was then obtained from the displacement increments of the corner atoms of the Delaunay tetrahedra. The atomic site strain increment tensor was obtained by finding the intersection of the Delaunay tetrahedra with the Voronoi polyhedra, accumulating the individual deformation gradient contributions of the intersected Delaunay tetrahedra into the Voronoi polyhedra.

Costanzo et al. [26] reviewed the continuum notions of effective deformation gradient and effective stress for homogenization problems with large deformations. The focus of their work was on the role played by boundary conditions in defining a meaningful space average of deformation and stress, and establishing a connection between the idea of effective stress from micro-mechanics and that based on the virial theorem.

Gullett et al. [23] proposed a kinematical algorithm for the construction of an atom-centered deformation gradient tensor from atomistic simulation data based on a least-square minimization of the continuum mapping and the
molecular motion. Local strain tensors such as the Almansi and Green strain tensors suitable for use in large deformation simulations were computed directly from a discrete form of the atom-based deformation gradient. The discrete incremental form of the deformation gradient emerged from a weighted least-square-minimization that included a length scale relating the distance from the atom in question. This region defined the nonlocal domain of the strain at the that atom level. Zimmerman et al. [24] extended this definition to higher gradients and thus introduced both first and second gradients of deformation at the atom level. These expressions were necessary for linking atomistic simulation results with advanced continuum mechanics theories such as strain gradient plasticity, thereby enabling fundamental, atomic-scale information to contribute to the formulation and parameterization of such theories.

Stukowski et al. [27] developed a practical technique to perform the multiplicative decomposition of the deformation field into elastic and plastic parts for the case of crystalline materials. The described computational analysis method can be used to quantify plastic deformation in a material due to crystal slip-based mechanisms in MD and molecular statics (MS) simulations. The authors built up on an idea first published by Mott et al. [25], which yielded a continuum tensor field from the displacements of atoms using a Delaunay tessellation of space. Tucker et al. [28] employed atomistic simulations to investigate the deformation of nano-crystalline copper and the associated strain accommodation mechanisms as a function of grain size. Volume-averaged kinematic metrics based on continuum mechanics theory were formulated to analyze the results of MD simulations. As a first step toward the development of physics-based models of deformation in the presence of a crack, Saitoh et al. [29] proposed a simple method to analyze atomistic strain in MD simulation. This method, called atomic strain measure (ASM), was based on the Green–Lagrange strain measure of continuum mechanics. The ASM was formulated for use in atomic systems with some adequate assumptions. In their formulation, pairwise interatomic vectors of finite length were approximately substituted for infinitesimal continuum line segments between material points. The obtained expression of ASM was very simple and easy to use. Zhang et al. [22] proposed a comprehensive approach based on MD simulations of a crystalline material with an embedded crack. Effective characterization methods like common neighbor analysis, dislocation extraction algorithm and atomic-scale deformation gradient analysis followed by quantification were able to delineate the crack length/opening, dislocation structure and micro-twins at a high resolution. Ultimately the authors developed a simple mechanistic model of deformation, which associated dislocation density evolution with the stress–strain response in a crystalline material in the presence of a crack.

1.2. Descriptions of macroscopic stress based on microscopic simulation

Irving and Kirkwood [2] derived the equations of hydrodynamic continuity, motion, and energy transport by means of classical statistical mechanics. The authors obtained the stress tensor and heat current density in terms of molecular variables. Continuing the work of Irving and Kirkwood, Noll [30] proved two lemmas that allowed him to avoid the use of the Dirac delta distribution, and thus resulted in a closed-form expression for the stress tensor without the need for a series expansion. The procedure introduced by Irving and Kirkwood and extended by Noll was later referred to as the Irving–Kirkwood–Noll procedure. Hardy [3] gave the formulas that relate the mass, momentum, and energy densities and the momentum and heat fluxes to the masses, positions, and velocities of the individual particles making up a system. The formulas of Hardy were similar to those of Irving and Kirkwood, but had forms that were easily implemented in MD simulations. Corrections to the virial formula for the pressure and to the related formulas for the stress tensor and heat flux were obtained.

Cheung et al. [31] considered the determination of the local stress distribution in a system with atomic-level inhomogeneities. Atomistic simulation results were presented to show that for a relaxed crystal with a planar free surface, the normal stress on each atomic plane parallel to the surface, when calculated according to the mechanical definition, vanished uniformly as expected, whereas if the virial expression were applied, the resulting stress distribution showed unphysical oscillations in the surface region.

Machová [32] examined different definitions of the local atomic stress at zero temperature for homogeneous and inhomogeneous strain across an interface. It was shown that if inhomogeneous straining occurred within the range of interatomic interaction, then the interplanar concept (based on force balance) described better the local stress in comparison with a definition of the volume stress derived from the energy density around an atom.

Zhou et al. [33] defined an equivalent continuum for dynamically deforming atomistic particle systems treated with concepts of MD. The discrete particle systems considered exhibited micro-polar interatomic interactions which involved both central interatomic forces and interatomic moments. The equivalence of the continuum to discrete
atomic systems included, firstly, preservation of linear and angular momenta, secondly, conservation of internal, external and inertial rates of work and, thirdly, conservation of mass. Zhou [34] demonstrated that, contrary to the belief of some in the physics/mechanics/materials communities, the virial stress was not the Cauchy stress or any other form of mechanical stress as it did not measure internal mechanical force in any sense. The most important conclusion of the paper was that the virial stress had a geometric interpretation without any physical significance. Specifically, the paper showed that the virial stress measured the rate of momentum change in space.

Shen et al. [35] defined an atomistic-level stress tensor with physical clarity, based on the Smoothed Particle Hydrodynamics (SPH) method. This stress tensor rigorously satisfied the conservation of linear momentum, and was appropriate for both homogeneous and inhomogeneous deformations. An equivalent continuum was also defined for the MD system, based on the developed definition of atomistic stress and in conjunction with the SPH technique.

Zimmerman et al. [36] compared an expression for continuum mechanical stress in atomistic systems derived by Hardy with the expression for atomic stress taken from the virial theorem. Hardy’s stress expression was evaluated at a fixed spatial point and used a localization function to dictate how nearby atoms contribute to the stress at that point; thereby performing a local spatial averaging. The authors presented the results on extending Hardy’s spatial averaging technique to include temporal averaging for finite temperature systems. Costanzo et al. [37] reviewed the continuum notions of average mechanical properties such as stress and strain and the meaning of such notions when MD was used to compute them. The focus of their work was a discussion of how boundary conditions were actually enforced in MD and what corresponding notion of averages was therefore appropriate.

Chen and Fish [13] derived a continuum stress measure from MD equations using a Generalized Mathematical Homogenization (GMH) theory. GMH consisted in solving a coupled fine-scale (atomistic unit cell) problem and a coarse-scale (continuum) problem. The continuum stress derived was compared to various versions of the virial stress formula.

Murdoch [14] compared different definitions and derivations of the stress tensor in terms of atoms/molecules, modeled as interacting point masses. The author elucidated assumptions inherent to different approaches, and clarified the associated physical interpretations of stress. Following a critical analysis and extension of the virial approach, a method of spatial atomistic averaging (at any prescribed length scale) was presented and a balance of linear momentum was derived. Subramaniyan et al. [15] reviewed the equivalence of the virial stress and Cauchy stress using both theoretical arguments and numerical simulations. Using thermo-elasticity problems as examples, the authors numerically demonstrated that the virial stress was equivalent to the continuum Cauchy stress. It was shown that neglecting the velocity terms in the definition of virial stress as many authors had recently suggested can cause significant errors in interpreting MD simulation results at elevated temperatures. Webb et al. [16] reviewed the calculation of stress, heat flux, and temperature in atomic scale numerical simulations such as the MD method.

Liu et al. [38] discussed how to objectively compute the equivalent atomic stress and connect it to the Cauchy stress. The authors proposed the fundamental Lagrangian atomic stress by strictly following the classical definition of the Cauchy stress for a continuum medium. Xu et al. [17] used three typical atomistic simulation examples to validate various existing stress definitions. The authors found that the Lagrangian cross-section stress and virial stress were validated by these examples. An instantaneous Lagrangian atomic stress definition was also proposed for dynamical problems.

Admal et al. [18] set up a unified framework in which all existing definitions for the Cauchy stress can be derived, thus establishing the connections between them. The framework was based on the non-equilibrium statistical mechanics procedure introduced by Irving, Kirkwood [2] and Noll [30], followed by spatial averaging. Connections between this approach and the direct spatial averaging approach of Murdoch [14] and Hardy [3] were discussed and the Murdoch–Hardy procedure was systematized.

Maranganti et al. [19] provided a unified setting that connected continuum, empirical MD and quantum mechanical stress concepts. The essential tool was provided by Murdoch’s formalism [14] aimed at reaching a spatially varying stress field in a discrete setting. Analogous to MD, Hardy and Noll stress-like operators can represent the microscopic stress measures in quantum mechanics.

Batra et al. [39] used MS simulations to study axial tension/compression and simple axial tension/compression of prismatic gold nano-rods of square cross section with the tight-binding potential with the goal of delineating stress distributions in the specimen. For triaxial deformations of the specimen, the authors have also compared Cauchy stresses computed with Hardy’s method from results of the MS simulations with those found by assuming that the
A configuration of the molecular system and typical characteristics.

\[ m = \sum_{i=1}^{n} m_i, \]
\[ \mathbf{r}_{CM} = \frac{1}{m} \sum_{i=1}^{n} m_i \mathbf{r}_i, \]
\[ \mathbf{r}_i = \mathbf{r}_{CM} + \mathbf{\rho}_i. \]

The symbol \( \mathbf{\rho}_i \) denotes the relative position of \( m_i \) to the center of mass of the selected set so that

\[ \mathbf{f}_{ij} = -\mathbf{f}_{ji}. \]
Note that one could define other weighted centers for the system using a general averaging method given as

\[ \mathbf{r}_w = \frac{1}{w} \sum_{i \in \Omega} w_i \mathbf{r}_i, \]  

(5)

where \( w_i \) is the weight used for particle \( i \) and \( w = \sum_{i \in \Omega} w_i \) is the sum of these weights. The obvious weights are unit or particle masses, which, respectively, give us the centroid and the center of mass.

The virial stress \( \sigma \) defined by Clausius [1], and given in Ref. [16], can be written as

\[ \sigma = \frac{1}{V} \sum_{i \in \Omega} \left[ \frac{1}{2} \sum_{j \neq i \in \Omega} (\mathbf{r}_i - \mathbf{r}_j) \otimes f_{ij} - m_i \mathbf{v}_i \otimes \mathbf{v}_i \right], \]  

(6)

where \( V \) is the system representative volume, and \( \mathbf{v}_i \) is the velocity of particle \( i \), and where it is assumed that the system momentum is zero. The Irving and Kirkwood [2] procedure and the Hardy [3] assumption result in a Cauchy stress that is given by

\[ \sigma(x, t) = -\sum_{i \in \Omega} \left[ \frac{1}{2} \sum_{j \neq i \in \Omega} (\mathbf{r}_i - \mathbf{r}_j) \otimes f_{ij} B_{ij}(x) + m_i (\mathbf{v}_i - \mathbf{v}) \otimes (\mathbf{v}_i - \mathbf{v}) \psi(\mathbf{r}_i - x) \right], \]  

(7)

where \( \mathbf{v} \) is the equivalent continuum velocity at the point \( x \), \( \psi(\mathbf{r}_i - x) \) is a localization function related to the position of the particle relative to the point of evaluation of the stress, and \( B_{ij}(x) \) is the bond function between atoms given as

\[ B_{ij}(x) = \int_{0}^{1} \psi[\mathbf{r}_j + \lambda(\mathbf{r}_i - \mathbf{r}_j) - x] d\lambda. \]  

(8)

Let \( \rho \) and \( \mathbf{p} \) denote, respectively, the equivalent continuum density and linear momentum at point \( x \) and given by

\[ \rho(x, t) = \sum_{i \in \Omega} m_i \psi[\mathbf{r}_i(t) - x], \]  

(9)

\[ \mathbf{p}(x, t) = \sum_{i \in \Omega} m_i \mathbf{v}_i(t) \psi[\mathbf{r}_i(t) - x]. \]  

(10)

The Hardy stress reduces to the Irving and Kirkwood [2] stress for a Dirac delta localization function. This process also provides a velocity gradient \( \mathbf{L} \) given by

\[ \mathbf{L} = \text{grad}(\mathbf{v}) = \text{grad} \left( \frac{\mathbf{p}}{\rho} \right) \]

\[ = \frac{1}{\rho} \text{grad}(\mathbf{p}) - \frac{1}{\rho^2} \mathbf{p} \otimes \text{grad}(\rho) \]

\[ = \frac{1}{\rho} \sum_{i \in \Omega} m_i \mathbf{v}_i \otimes \text{grad}[\psi(\mathbf{r}_i - x)] - \frac{1}{\rho^2} \mathbf{p} \otimes \sum_{i \in \Omega} m_i \text{grad}[\psi(\mathbf{r}_i - x)]. \]  

(11)

3. Continuum measures from MD calculations

3.1. Deformation measures

The goal is to understand and define values of continuum measures based on results from MD simulations. To make this transition from molecular motion to continuum concepts, we follow a development similar to that proposed in Gullett et al. [23] and Zimmerman et al. [24]. It is assumed that a motion function, similar to that in continuum mechanics, exists that gives points in the current configuration in terms of their locations in a reference configuration. This motion function is written in the traditional manner as \( \mathbf{x}(\mathbf{X}, t) \), where \( \mathbf{x} \) is the current location at time \( t \) of the
particle that is at location \( \mathbf{X} \) in the reference configuration, see Fig. 2. This mapping allows us to construct a Taylor series expansion at any point \( \mathbf{X}_o \) as

\[
\mathbf{x}(\mathbf{X}, t) = \mathbf{x}(\mathbf{X}_o, t) + \mathbf{F}(t)(\mathbf{X} - \mathbf{X}_o) + \frac{1}{2}\mathbf{F}^{(2)}(t) : [(\mathbf{X} - \mathbf{X}_o) \otimes (\mathbf{X} - \mathbf{X}_o)] \\
+ \frac{1}{3!}\mathbf{F}^{(3)}(t) : [(\mathbf{X} - \mathbf{X}_o) \otimes (\mathbf{X} - \mathbf{X}_o) \otimes (\mathbf{X} - \mathbf{X}_o)] + \cdots, \tag{12}
\]

where \( \mathbf{F}(t) \) is the first spatial gradient with respect to \( \mathbf{X} \) of the motion evaluated at \( \mathbf{X}_o \), \( \mathbf{F}^{(n)}(t) \) is the \( n \)th spatial gradient at \( \mathbf{X}_o \). Without loss of generality, time is left out from the notation, essentially only looking at two configurations, so that

\[
\mathbf{x} = \mathbf{x}_o + \mathbf{F}\Delta\mathbf{X} + \frac{1}{2}\mathbf{F}^{(2)} : (\Delta\mathbf{X} \otimes \Delta\mathbf{X}) + \frac{1}{3!}\mathbf{F}^{(3)} : (\Delta\mathbf{X} \otimes \Delta\mathbf{X} \otimes \Delta\mathbf{X}) + \cdots, \tag{13}
\]

where \( \mathbf{x}_o = \mathbf{x}(\mathbf{X}_o, t) \) and \( \Delta\mathbf{X} = \mathbf{X} - \mathbf{X}_o \). Our task is to somehow match the motion from the MD simulation with that from the continuum motion function by evaluating appropriate expressions for the terms in this expansion. In particular, as in Refs. [23,24] a least-square minimization process is used to minimize the difference between the continuum motion and the motions seen in the corresponding MD simulation. As is common in data regression, the current position function is written as \( \mathbf{x}^{\dagger}(\mathbf{X}, t; \mathbf{X}_o, \mathbf{x}_o, \mathbf{F}, \mathbf{F}^{(2)}, \ldots, \mathbf{F}^{(m)}) \) for a truncation after the \( m \)th gradient.

Reference and current configurations can be defined for the MD system in a similar manner as is defined for their continuum counterparts, see Fig. 3. Likewise, particle \( i \) in the reference configuration is at \( \mathbf{R}_i \) and in the current
configuration is at \( \mathbf{r}_i(t) \). As might be expected, by introducing the reference location of any particle into the continuum motion function one obtains a current location that is not exactly where the actual particle is. Let us denote this difference for particle \( i \) as \( \Delta_i \) so that

\[
\mathbf{r}_i(t) = \mathbf{x}(\mathbf{R}_i, t) + \Delta_i(t).
\]

The total error for the system can be evaluated by introducing an error function that sums the error of all the individual particles. Let the overall system error \( R(t) \) be defined as

\[
R(t) = \frac{1}{2} \sum_{i \in \Omega} w_i \Delta_i(t) \circ \Delta_i(t),
\]

where \( w_i \) is a weighting factor that, for example, can be taken as unity for a geometric error measure, or as the particle mass for an inertia weighted error function. The former is an example associated, for example, with the centroid, as opposed to the latter that is associated with the center of mass. Note that for a simple regression, the function describing the continuum motion would be defined by a set of scalar parameters \( c_j \), parameters that one selects to minimize the global error. As is common in data regression, the motion function described by \( m \) parameters would be expressed by the notation \( \mathbf{x}(\mathbf{X}, t; c_1(t), \ldots, c_m(t)) \) and the optimal fit would be the one for which the variation in \( R \) is zero for all possible variations of the parameters \( c_j \). This corresponds to finding the stationary point of the overall system error. The variation in \( R \) is written as

\[
\delta R(t) = \sum_{j=1}^{m} \frac{\partial R}{\partial c_j} \delta c_j,
\]

where \( \delta c_j \) is the variation in \( c_j \). At the stationary point the variation in \( R \) should be equal to zero for all \( \delta c_j \), which requires that \( \frac{\partial R}{\partial c_j} = 0 \) for all parameters \( c_j \). This, in turn, results in

\[
\sum_{i \in \Omega} w_i \Delta_i(t) \circ \frac{\partial \Delta_i(t)}{\partial c_j} = 0,
\]

which is then solved for the unknown parameters. In our case, the parameters are not scalars, but the process is similar. We wish to model the motion by the truncated Taylor series expansion of Eq. (12) that can be written as \( \mathbf{x}(\mathbf{X}, t) = \mathbf{x}^i(\mathbf{X}, t; \mathbf{X}_0, \mathbf{F}, \mathbf{F}^{(2)}, \ldots, \mathbf{F}^{(m)}) \). Similar to regular regression, a system of equations is obtained to solve for \( \mathbf{x}_0, \mathbf{F}, \mathbf{F}^{(2)}, \ldots, \) and \( \mathbf{F}^{(m)} \) that has the form

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_0 - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) - \cdots \right\} = 0,
\]

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_0 - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) - \cdots \right\} \otimes \Delta \mathbf{R}_i = 0,
\]

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_0 - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) - \cdots \right\} \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = 0,
\]

\[
\vdots
\]

where \( \Delta \mathbf{R}_i = \mathbf{R}_i - \mathbf{X}_0 \). As can be seen, this is a simultaneous system of linear equations for \( \mathbf{x}_0, \mathbf{F}, \mathbf{F}^{(2)}, \ldots, \mathbf{F}^{(m)} \). As expected, when setting the current configuration equal to the initial configuration, we see, by inspection, that the system of equations can be satisfied by taking \( \mathbf{x}_0 = \mathbf{X}_0, \mathbf{F} = \mathbf{I} \), and all the higher gradients as zero. Even though the system might be solved for any order of expansion, in most cases we are interested in first or second gradients. We thus look at the solutions for these expansions.

Let us examine the solution when the expansion includes up to the first deformation gradient, and thus has higher terms truncated. In this case, the system reduces to two equations given by

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_0 - \mathbf{F} \Delta \mathbf{R}_i \right\} = 0,
\]
\[
\sum_{i \in \Omega} w_i \{ r_i - x_o - F \Delta R_i \} \otimes \Delta R_i = 0, \tag{22}
\]

which can be written as
\[
\sum_{i \in \Omega} w_i (r_i - x_o) = F \sum_{i \in \Omega} w_i \Delta R_i, \tag{23}
\]
\[
\sum_{i \in \Omega} w_i (r_i - x_o) \otimes \Delta R_i = F \sum_{i \in \Omega} w_i \Delta R_i \otimes \Delta R_i. \tag{24}
\]

Expanding around the weighted center of the system in the reference configuration so that
\[
X_o = \frac{1}{w} \sum_{i \in \Omega} w_i R_i, \tag{25}
\]
results in
\[
\sum_{i \in \Omega} w_i \Delta R_i = 0 \quad \text{and, thus, the first equation of the system, Eq. (23), states that}
\]
\[
x_o = \frac{1}{w} \sum_{i \in \Omega} w_i r_i. \tag{26}
\]

Thus, \(x_o\) will be the weighted center of the system in the current configuration. Considering the second equation of the system, Eq. (24), one obtains
\[
F = \left( \sum_{i \in \Omega} w_i (r_i - x_o) \otimes \Delta R_i \right) \left( \sum_{i \in \Omega} w_i \Delta R_i \otimes \Delta R_i \right)^{-1}. \tag{27}
\]

As can be seen, the existence of the deformation gradient is dependent on the existence of the inverse of the sum
\[
\sum_{i \in \Omega} w_i \Delta R_i \otimes \Delta R_i. \tag{28}
\]

Just by examining this term, one can conclude that MD systems that start with an initial configuration on a flat plane do not allow calculation of a general deformation gradient. This also includes, as a special case, MD systems that start on a straight line or a flat curve. The deformation gradient allows us to define the right and left Cauchy stretch tensors \(C = F^T F\) and \(B = FF^T\), and the associated Green–Lagrange and Almansi strains. The deformation gradient is fully consistent with the motion of the system so that the deformation gradient rate is
\[
\dot{F} = \left( \sum_{i \in \Omega} w_i (v_i - v_o) \otimes \Delta R_i \right) \left( \sum_{i \in \Omega} w_i \Delta R_i \otimes \Delta R_i \right)^{-1}, \tag{29}
\]

where \(v_o = \dot{x}_o\) is the velocity of the weighted center, and in which this deformation gradient rate minimizes the weighted residual between the velocity map and the particle velocities. As a result, a velocity gradient can be defined as
\[
L = \dot{F} F^{-1} = \left( \sum_{i \in \Omega} w_i (v_i - v_o) \otimes \Delta R_i \right) \left( \sum_{i \in \Omega} w_i (r_i - x_o) \otimes \Delta R_i \right)^{-1}, \tag{30}
\]

which only exists when the inverse exists. That is, as noted before for the reference system, the current system cannot be on a flat plane. A deformation rate \(D\) can be defined as the symmetric part of \(L\) and a vorticity \(W\) defined as its skew-symmetric part.

If we take the weight as unit, then the point of expansion is the centroid of the system in the reference configuration, and \(x_o\) is the centroid of the current system. Then, the deformation gradient is given by
\[
F = \left( \sum_{i \in \Omega} (r_i - x_o) \otimes \Delta R_i \right) \left( \sum_{i \in \Omega} \Delta R_i \otimes \Delta R_i \right)^{-1}. \tag{31}
\]
On the other hand, if we take the weight as the particle mass, then the point of expansion is the center of mass in the reference configuration, and \( \mathbf{x}_o \) is the center of mass in the current configuration. In this case the deformation gradient is

\[
\mathbf{F} = \left( \sum_{i \in \Omega} m_i (\mathbf{r}_i - \mathbf{x}_o) \otimes \Delta \mathbf{R}_i \right) \left( \sum_{i \in \Omega} m_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \right)^{-1}.
\]  

(32)

As will be shown later, the expression for stress is not necessarily symmetric so we have a natural interest in knowing higher order deformation gradients. For a three-term expansion, the system to solve becomes

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_o - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) \right\} = 0,
\]  

(33)

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_o - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) \right\} \otimes \Delta \mathbf{R}_i = 0,
\]  

(34)

\[
\sum_{i \in \Omega} w_i \left\{ \mathbf{r}_i - \mathbf{x}_o - \mathbf{F} \Delta \mathbf{R}_i - \frac{1}{2} \mathbf{F}^{(2)} : (\Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i) \right\} \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = 0.
\]  

(35)

This can be reorganized into the system

\[
\mathbf{x}_o \sum_{i \in \Omega} w_i + \mathbf{F} \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i + \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = \sum_{i \in \Omega} w_i \mathbf{r}_i,
\]  

(36)

\[
\mathbf{x}_o \otimes \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i + \mathbf{F} \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i + \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = \sum_{i \in \Omega} w_i \mathbf{r}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i.
\]  

(37)

By expanding around the weighted center in the reference configuration, then this system reduces to

\[
\mathbf{x}_o w + \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = \sum_{i \in \Omega} w_i \mathbf{r}_i,
\]  

(39)

\[
\mathbf{F} \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i + \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = \sum_{i \in \Omega} w_i \mathbf{r}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i,
\]  

(40)

\[
\mathbf{x}_o \otimes \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i + \mathbf{F} \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i + \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i = \sum_{i \in \Omega} w_i \mathbf{r}_i \otimes \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i.
\]  

(41)

We can now solve for \( \mathbf{x}_o \) from the first equation and \( \mathbf{F} \) from the second equation in terms of the second-order gradient and substitute them into the third equation. This results in

\[
\mathbf{x}_o = \frac{1}{w} \sum_{i \in \Omega} w_i \mathbf{r}_i - \frac{1}{w} \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i,
\]  

(42)

\[
\mathbf{F} = \left( \sum_{i \in \Omega} w_i \mathbf{r}_i \otimes \Delta \mathbf{R}_i - \frac{1}{w} \mathbf{F}^{(2)} : \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \right) \left( \sum_{i \in \Omega} w_i \Delta \mathbf{R}_i \otimes \Delta \mathbf{R}_i \right)^{-1}.
\]  

(43)
What is immediately obvious is that \( x_o \) is no longer the weighted center in the current configuration. Also, the process has altered the deformation gradient too, a characteristic of fitting with non-orthogonal functions. Yet, we still need the inverse to exist, which excludes systems that initially fall on a flat plane.

Because the systems are linear in the unknowns, they can be systematically solved for higher gradients, contingent on the existence of a solution.

### 3.2. Stress measure

This section defines a Cauchy stress tensor \( \mathbf{T} \), similar to that used in continuum mechanics, from which a traction vector \( \mathbf{t}(n) \) on a surface with unit normal \( \mathbf{n} \) is defined by the Cauchy relation

\[
\mathbf{t}(n) = \mathbf{nT}.
\]  

Ideally, this Cauchy stress-like measure should be related and derived from a selected set of particles in a MD simulation. This can be done by calculating a stress tensor that minimizes the difference between all traction forces calculated from the stress tensor and the corresponding tractions calculated from the particle interactions in the MD system. The resulting stress is a second-order tensor, but not necessarily symmetric.

To calculate the traction force \( \mathbf{P}(n) \) on the surface with normal \( \mathbf{n} \) from the stress tensor, the associated traction vector \( \mathbf{t}(n) \) should be multiplied by a representative area \( \mathbf{A} \) associated with the molecular system in the MD simulation. Therefore, an area associated with normal must be defined for the molecular system. This is done by considering a uniform mass in the shape of an ellipsoid selected to be equivalent to the MD system, see Fig. 4. The idea here is to construct an ellipsoid of constant density that is centered at the center of mass of the selected particles, and that has equal mass and equal mass moment of inertia. In the case of the MD system the total mass is obtained from adding the mass of the particles, and the mass moment of inertia is calculated from

\[
\mathbf{\bar{I}}_{m} = \sum_{i \in \Omega} m_i \left[ (\mathbf{\rho}_i \circ \mathbf{\rho}_i) \mathbf{I} - \mathbf{\rho}_i \otimes \mathbf{\rho}_i \right],
\]  

where \( \mathbf{\rho}_i \) is the relative position of particle \( i \) to the center of mass, and \( \mathbf{I} \) is the second-order identity tensor, see Fig. 1. The three eigenvalues of \( \mathbf{\bar{I}}_{m} \) are denoted by \( \bar{I}_i \) and the corresponding normalized eigenvectors by \( \mathbf{x}^{(i)} \). The eigenvectors provide the transformation that takes us to the spectral representation of \( \mathbf{\bar{I}}_{m} \), in which the tensor is represented as

\[
\mathbf{\bar{I}}_{m} = \bar{I}_1 \mathbf{x}^{(1)} \otimes \mathbf{x}^{(1)} + \bar{I}_2 \mathbf{x}^{(2)} \otimes \mathbf{x}^{(2)} + \bar{I}_3 \mathbf{x}^{(3)} \otimes \mathbf{x}^{(3)}.
\]  

As shown in Fig. 4, an equivalent ellipsoid is considered that is uniform and has the same mass and mass moment of inertia as the MD system. The volume of the equivalent ellipsoid with principal axes of length \( a_i \) and principal directions \( \mathbf{x}^{(i)} \) is given by

\[
V = \frac{4\pi}{3} a_1 a_2 a_3.
\]
and its mass moment of inertia in the principal coordinates is given by

$$\bar{I}_m = m \begin{bmatrix} a_2^2 + a_3^2 & 0 & 0 \\ 0 & a_1^2 + a_3^2 & 0 \\ 0 & 0 & a_1^2 + a_2^2 \end{bmatrix}. \quad (48)$$

To make this uniform ellipsoid equivalent to the MD system, the ellipsoid density $\rho$ and volume $V$ must relate through the equation $m = \rho V$. In addition, the principal moments of inertia should be the same for the two. By matching these one obtains

$$\begin{cases} \bar{I}_1 \\ \bar{I}_2 \\ \bar{I}_3 \end{cases} = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix} \begin{cases} a_1^2 \\ a_2^2 \\ a_3^2 \end{cases}. \quad (49)$$

Solving this system one obtains

$$\begin{cases} a_1^2 \\ a_2^2 \\ a_3^2 \end{cases} = \begin{bmatrix} -\bar{I}_1 + \bar{I}_2 + \bar{I}_3 \\ \bar{I}_1 - \bar{I}_2 + \bar{I}_3 \\ \bar{I}_1 + \bar{I}_2 - \bar{I}_3 \end{bmatrix}. \quad (50)$$

As shown in Fig. 5, the ellipsoid can be mapped from a unit sphere. We will denote this transformation as $\bar{F}$. It is given by the expression

$$\bar{F} = a_1 x^{(1)} \otimes e_1 + a_2 x^{(2)} \otimes e_2 + a_3 x^{(3)} \otimes e_3. \quad (51)$$

where $e_i$ is an orthonormal base for the sphere that transforms into the ellipsoid with principal directions along the normalized eigenvectors $x^{(i)}$ of the mass moment of inertia $\bar{I}_m$. The relation between the surface exposed by cutting the ellipsoid with a surface of normal $n$ passing through the centroid, as shown in Fig. 5, and its corresponding surface in the unit sphere is known from continuum mechanics (see Ref. [41]), and given by

$$\frac{dA}{dA_o} = \frac{\sqrt{\det(\bar{B})}}{n \cdot (\bar{B}n)}. \quad (52)$$
where \( \tilde{B} = \tilde{F} \tilde{F}^T \) is given by
\[
\tilde{B} = a_1^2 \mathbf{x}^{(1)} \otimes \mathbf{x}^{(1)} + a_2^2 \mathbf{x}^{(2)} \otimes \mathbf{x}^{(2)} + a_3^2 \mathbf{x}^{(3)} \otimes \mathbf{x}^{(3)}.
\] (53)

Since the transformation is homogeneous, flat surfaces transform as flat surfaces. Therefore, the surface corresponding to the cut of the ellipsoid is a flat surface in the unit sphere. This surface has an area \( \pi \). As a result of the homogeneous characteristics of \( \tilde{F} \), the area of surface obtained by cutting the ellipsoid is given by
\[
A = \pi \sqrt{\text{det}(\tilde{B})}. \quad (54)
\]

One can easily show that \( \text{det}(\tilde{B}) = a_1^2 a_2^2 a_3^2 \) and that \( \mathbf{n} \circ (\tilde{B} \mathbf{n}) = a_1^2 (\mathbf{x}^{(i)} \circ \mathbf{n})^2 = a_1^2 \cos^2 \theta_i \), where \( \cos \theta_i \) are the direction cosines of \( \mathbf{n} \) in the base of the principal directions of \( \tilde{I}_m \). This leads to
\[
A = \pi \sqrt{\frac{a_1^2 a_2^2 a_3^2}{a_1^2 \cos^2 \theta_1 + a_2^2 \cos^2 \theta_2 + a_3^2 \cos^2 \theta_3}}. \quad (55)
\]

As shown in Fig. 5, the traction vector \( \mathbf{t}^{(n)} \) is the load per unit area. It can be calculated either from the Cauchy relation \( \mathbf{t}^{(n)} = \mathbf{nT} \) or from the MD system by dividing the calculated traction load \( \mathbf{P}^{(n)} \) by a representative area \( A \) so that
\[
\mathbf{t}^{(n)} = \frac{1}{A} \mathbf{P}^{(n)}. \quad (56)
\]

In this calculation the representative area is the area of the cut through the center of mass of the equivalent ellipsoid by a surface with normal \( \mathbf{n} \). As shown in Fig. 6, to get the MD load \( \mathbf{P}^{(n)} \), we cut the system by a surface with normal \( \mathbf{n} \) and passing through the center of mass of the MD system. The load \( \mathbf{P}^{(n)} \) is defined as the total load applied by the particles of one side, the side that \( \mathbf{n} \) is pointing toward, on the particles of the other side, and given by
\[
\mathbf{P}^{(n)} = \sum_{j \in \Omega_n} \left( \sum_{i \in (\Omega - \Omega_n)} \mathbf{f}_{ji} \right). \quad (57)
\]
Newton's third law simplifies this to
\[ \mathbf{P}^{(n)} = \sum_{j \in J_n} \left( \sum_{i \in I_j} \mathbf{f}_{ji} \right) . \] (58)

To calculate the optimum Cauchy stress \( \mathbf{T} \) for the MD system, the difference between the traction calculated by the Cauchy relation and that calculated from the MD system is minimized over all possible cuts of the MD system by surfaces passing through its center of mass. This difference for a single cut is denoted by \( \Delta^{(n)} \) and defined by the relation
\[ \Delta^{(n)} = \frac{1}{\mathcal{A}} \mathbf{P}^{(n)} - n \mathbf{T} . \] (59)
The total residual over all cuts, defined in a least-square sense, is given by
\[ R = \frac{1}{2} \int_S \Delta^{(n)} \circ \Delta^{(n)} dS , \] (60)
where the residual is weighted for each normal \( n \) by a corresponding differential area \( dS \) on the surface \( S \) of a sphere. This is one way to force equal weighting for residuals along different directions. Since the goal is to find the stress \( \mathbf{T} \) that minimizes the total residual, the gradient \( \partial_T(R) \) is calculated and set to zero to obtain the equation
\[ \int_S \Delta^{(n)} \circ \partial_T(\Delta^{(n)}) dS = 0 . \] (61)
As \( \Delta^{(n)} \) is linear in the stress \( \mathbf{T} \), it follows that
\[ \partial_T(\Delta^{(n)}) = -n \mathbf{I} , \] (62)
where \( \mathbf{I} \) is the fourth-order identity (\( \mathbf{I} : \mathbf{A} = \mathbf{A} \) for every second-order tensor \( \mathbf{A} \)). Substituting this into (61), using the identity \( a \circ (b \mathbf{I}) = b \otimes a \), for any two vectors \( a \) and \( b \), and noting that the stress \( \mathbf{T} \) is constant give
\[ \int_S (n \otimes n) dS T = \int_S \frac{1}{\mathcal{A}} n \otimes \mathbf{P}^{(n)} dS . \] (63)
Using the divergence theorem on a sphere of radius \( r \) gives
\[ \int_S (n \otimes n) dS = \frac{V_s}{r} \mathbf{I} , \] (64)
where \( V_s \) is the volume of the sphere defined by \( S \). Introducing this yields the expression for the optimal Cauchy stress for the MD system as
\[ \mathbf{T} = \frac{r}{V_s} \int_S \frac{1}{\mathcal{A}} n \otimes \mathbf{P}^{(n)} dS . \] (65)
Since the role of the integration surface \( S \) is to help equally weight the residual from different surfaces, we can take \( S \) to represent a unit sphere for which \( V_s = 4\pi/3 \). Introducing this, using Eq. (54), and noting \( \det(\mathbf{B}) \) is constant finally yield
\[ \mathbf{T} = \frac{3}{4\pi^2 \sqrt{\det(\mathbf{B})}} \int_S \sqrt{n \circ (\mathbf{B} n) n} \otimes \mathbf{P}^{(n)} dS . \] (66)

The selection of the equivalent uniform ellipsoid clearly provides a method to identify areas needed for the definition of the traction, and from that the determination of stress. This is an approximation that influences the scale of the stress. This can be seen when comparing the dimensions associated with other shapes to that associated with the ellipsoid. For this consider Table 1 which shows several objects including a rectangular prism, a solid cylinder, a hollow cylinder, a cylindrical shell, and a spherical shell. The principal directions of the equivalent ellipsoid are selected to be \( \mathbf{e}_i \) and aligned with the directions of the shape, and with \( A_{e_i} \) denoting the area of the ellipsoid exposed...
from that which would be obtained from the Cauchy stress (66) using the well-known continuum mechanics relation.

Since the MD system does not actually deform as a continuum, the resulting nominal stress calculated here is different when the particles pack into spaces that resemble, for example, a cylindrical shell.

One can now define the nominal traction for the MD system as the current traction load divided by the area corresponding to a cut of the reference ellipsoid by a surface with normal \( \mathbf{N} \) defined by (67). By minimizing the difference between this traction and the traction calculated by the nominal stress \( \mathbf{T}_o \), following similar procedures as before, for a sphere of radius \( r \) and volume \( V_3 \), one obtains

\[
\mathbf{T}_o = \frac{r}{V_3} \int_S \mathbf{N} \otimes \mathbf{P}^{(n)} \, dS. \tag{69}
\]

Since the MD system does not actually deform as a continuum, the resulting nominal stress calculated here is different from that which would be obtained from the Cauchy stress (66) using the well-known continuum mechanics relation

\[
\mathbf{T}_o = \det(\mathbf{F}) \mathbf{F}^{-1} \mathbf{T}. \tag{70}
\]

### 3.3. Nominal and Cauchy stress

A Cauchy stress has been defined based on the idea of an equivalent ellipsoid, set at the center of mass of the MD system, and with identical mass and mass moment of inertia. With some additional assumptions, one could follow the same ideas and similar procedures to produce a nominal stress that would use the system in the current configuration and the corresponding areas in the reference configuration. Let the mass moment of inertia of the MD system in the reference configuration be \( \mathbf{I}_{m_0} \). From this one can find a corresponding ellipsoid of uniform density and then can calculate the cross-sectional areas \( A_o \) corresponding to cuts with unit normal \( \mathbf{N} \). Since the traction load \( \mathbf{P}^{(n)} \) is given only in the current configuration for a surface with normal \( \mathbf{n} \), we need to identify a surface in the reference configuration that corresponds with this surface in the current configuration. This is done by assuming that the normals corresponding to similar surfaces in the reference and current configurations are related by the deformation gradient through the standard relation from continuum mechanics of continuous systems, see Ref. [41], written as

\[
\mathbf{N} = \frac{1}{\det(\mathbf{F})} \sqrt{\frac{\det^2(\mathbf{F})}{\mathbf{n} \circ \mathbf{n}}} \mathbf{n} \mathbf{F}, \tag{67}
\]

\[
\mathbf{n} = \frac{\det(\mathbf{F})}{\sqrt{\det^2(\mathbf{F})\mathbf{n} \circ (\mathbf{C}^{-1}\mathbf{n})}} \mathbf{F}^{-T} \mathbf{N}. \tag{68}
\]

One can now define the nominal traction for the MD system as the current traction load \( \mathbf{P}^{(n)} \) divided by the area \( A_o \) corresponding to a cut of the reference ellipsoid by a surface with normal \( \mathbf{N} \) defined by (67). By minimizing the difference between this traction and the traction calculated by the nominal stress \( \mathbf{T}_o \), following similar procedures as before, for a sphere of radius \( r \) and volume \( V_3 \), one obtains

\[
\mathbf{T}_o = \frac{r}{V_3} \int_S \frac{1}{A_o} \mathbf{N} \otimes \mathbf{P}^{(n)} \, dS. \tag{69}
\]

### Table 1

Equivalent ellipsoids for basic shapes relative to the common center of mass and principal direction aligned with that of the given shape.

<table>
<thead>
<tr>
<th>Shape</th>
<th>Dimensions</th>
<th>Equivalent ellipsoid</th>
<th>Principal area ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid rectangular prism</td>
<td>( b_1, b_2, b_3 )</td>
<td>( a_1 = \sqrt{\frac{3}{12}} b_1 )</td>
<td>( \frac{5\pi}{8} \approx 1.31 )</td>
</tr>
<tr>
<td>Solid cylinder along 1-axis</td>
<td>( r, L )</td>
<td>( a_1 = \sqrt{\frac{5}{12}} L )</td>
<td>( \frac{A_{ei}}{\pi r^2} = 1.25 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 = a_3 = \sqrt{\frac{5}{3}} r )</td>
<td>( \frac{A_{ei}}{2\pi rL} = \frac{5\pi}{8\sqrt{3}} \approx 1.13 )</td>
</tr>
<tr>
<td>Hollow cylinder along 1-axis</td>
<td>( r_1, r_o, L )</td>
<td>( a_1 = \sqrt{\frac{5}{12}} L )</td>
<td>( \frac{A_{ei}}{\pi (r_1^2 - r_o^2)} = 1.25 \frac{r_o^2 + r_1^2}{r_1^2 - r_o^2} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 = a_3 = \sqrt{\frac{5}{2}(r_o^2 + r_1^2)} )</td>
<td>( \frac{A_{ei}}{2\pi (r_1^2 - r_o^2)L} = \frac{5\pi}{8\sqrt{3}(r_1^2 - r_o^2)} )</td>
</tr>
<tr>
<td>Spherical shell</td>
<td>( r )</td>
<td>( a_1 = \sqrt{\frac{5}{3}} r )</td>
<td>( \frac{A_{ei}}{\pi r^2} = \frac{5}{2} \approx 1.67 )</td>
</tr>
<tr>
<td>Cylindrical shell along 1-axis</td>
<td>( r, L )</td>
<td>( a_1 = \sqrt{\frac{5}{12}} L )</td>
<td>( \frac{A_{ei}}{\pi r^2} = 2.5 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_2 = a_3 = \sqrt{\frac{5}{2}} r )</td>
<td>( \frac{A_{ei}}{2\pi rL} = \frac{5\pi}{4\sqrt{6}} \approx 1.60 )</td>
</tr>
</tbody>
</table>
In particular, $A_o$ is not related to $A$ through the continuum mechanics relation

$$\frac{A}{A_o} = \det(F) \sqrt{N \circ (C^{-1}N)},$$  

(71)

since it is independently calculated from cutting an ellipsoid similar to $\bar{I}_{mo}$, which is calculated from the reference MD system. In this case, the integration over a unit sphere yields

$$A_o = \pi \sqrt{\frac{\det(\bar{B}_o)}{N \circ (\bar{B}_o N)}},$$  

(72)

to give, for a sphere of unit radius, the nominal stress as

$$T_o = \frac{3}{4\pi^2 \sqrt{\det(\bar{B}_o)}} \int S \sqrt{N \circ (\bar{B}_o N)} N \otimes P(n) dS.$$  

(73)

The nominal stress can thus be directly calculated using (73), or we can calculate a nominal stress from the continuum mechanics relation (70). These two definitions will normally result in different values for the nominal stress since the first is based on a minimization that uses the positions in the reference configuration, while the latter is based on using the positions in the current configuration. One could also use the MD definition for the nominal stress given in (73) and use the continuum mechanics relation (70) to get a corresponding Cauchy stress, but again this would not be identical to the one directly obtained in (66) from the MD system.

4. Demonstration of method

There is a difference between the proposed stress, which is given by Eq. (66) and that is obtained by minimizing the difference between the MD and continuum traction when using the equivalent ellipsoid (MinT-EE method), and, for example, the virial stress (6). In addition to the difference in their motivation, the virial stress normalizes the terms using a characteristic volume of the system that needs to be selected by the user. This allows the user to change the shape of the characteristic volume based on the specific problem. This choice is not required for the proposed MinT-EE stress, and, as a result, the values of this stress might be different from those expected for a specific geometric distribution of atoms. This is seen in Fig. 7 for the extension of a nano-tube, which, for the most part, has its atoms on a cylindrical sheet. A comparison of the evaluated MinT-EE axial stresses and the virial stress shows that the virial stress is over twice as large as the MinT-EE stress proposed here. This result is directly related to the selection of the equivalent ellipsoid, which has a cross-sectional area that is over twice that of the nano-tube (see the area ratio for the cylindrical shell in Table 1). A comparison of the moduli in this case shows a modulus of 422 GPa for the MinT-EE as opposed to 644 GPa for the virial stress calculation. The strains in this and the following figures are calculated from the deformation gradient proposed here by the minimization of the difference between the motion of the continuum and that of the particles in the MD system (MinD process) truncating the approximation of the motion after the first deformation gradient. The strains plotted are obtained from the MinD deformation gradient $F$ by calculating the Green–Lagrange strain $E = \frac{1}{2}(C - I)$ and extracting the axial term.

Fig. 8 shows the stress–strain response for multi-layered graphene sheets. As can be seen, the virial stress is approximately the same as the MinT-EE stress. In this case they should be close since the MD system approximately fills a box and the area ratio for the ellipsoid with respect to the box is approximately 1.3, as seen in Table 1 for the rectangular prism.

Fig. 9 shows the axial stress resulting from pulling a multi-layered nano-tube. Included are the proposed MinT-EE stresses for the individual tubes and the system as a whole.

There are many more complex systems that can take advantage of the proposed method. As another example, we consider an ion channel in the cell membrane. The physiological function of these ion channels is to selectively allow a given type of ion to pass through the cell membrane. Fig. 10 shows a potassium channel KcsA (PDB: 1K4C [42]) embedded in a fully hydrated membrane. KcsA belongs to a family of channels found in almost all organisms. These channels have diverse functions and have been implicated in osmotic regulation and neuronal signaling. The system is composed of channel protein, membrane, water and ions. The system is highly inhomogeneous, thus ideally suited for analysis using the proposed MinD procedures for obtaining component deformation.

...
The opening of potassium channels allows cations to flow passively across the membrane. Although ion flow is fast, ion channels are highly selective, see review by Choe [43]. Ion selectivity takes place at the narrowest part of the ion-permeation pathway, known as the selectivity filter. Doyle et al. [44] reported the first crystal structure of an ion selective filter, using the bacterial potassium channel KcsA as a model system. Their study built the foundation for understanding mechanisms of ion selectivity process and permeation.

Fig. 11 shows the blast impact of the KcsA channel protein–membrane complex showing how the response of the bulk system (and more specifically its strain components) is different from the channel protein, allowing one to study the collapse of this regulating gate of the cell. This can provide information on ultrastructural and molecular changes and the altered activity of ion channels in the demyelinated axon following trauma, as reviewed by Nashmi et al. [45]. See Williamson et al. [46] for detail information on KcsA structural features, channel gating mechanism and its interaction with the surrounding lipid bilayer.
Another example using the MinD procedure to evaluate the response of a MD system is shown in Fig. 12. In this case we are considering the uniaxial extension of a polycarbonate (PC) system consisting of 80 molecules, each one consisting of 30 monomers (repeating units). The simulation is an all-atom simulation, using the polymer consistent force field (PCFF) that was also used for the nano-tubes and the graphene sheet. PCFF is a member of the consistent family of force fields and is used for polymer and organic materials in calculations of cohesive energies, mechanical...
properties, compressibility, heat capacities, and elastic constants. The PCFF force fields include 12 bonded and 2 non-bonded interactions. The simulation was conducted at 300 K, at a rate of $10^9$ s$^{-1}$, after an initial equilibration process. Even though the macromolecular chains are entangled and sometimes wrapped in and out of the periodic simulation box (see Fig. 12(b)), a deformation gradient can be defined for each chain as well as for the bulk (entire system). As can be seen in Fig. 12(c), the volumetric strain calculated using the MinD process shows that the bulk undergoes an elastic expansion followed by a quasi-constant volumetric strain, characteristic of plastic flow. In contrast, even though the molecules, on average, initially show an expansion, once the volume of the system is large enough to allow non-affine motion, they start to contract volumetrically. However, the axial strains calculated by the MinD process show that the bulk undergoes a constant rate of extension similar to that imposed on the simulation box, and that the average axial strain of the molecules tracks this extension with a slightly lower rate. In these simulations the volumetric strain was calculated from $\epsilon_V = \det(F) - 1$ and the axial strain was taken as the axial component of the displacement gradient. This definition of the axial strain was used to directly match the simple definition of strain as the change in length per unit initial length, which was used for calculating the strain of the simulation box.

The calculation of the stress using the MinT-EE method is substantially more involved than the double summation required for calculating the virial stress given in (6). In particular, the MinT-EE method would require the calculation of the mass and mass moment of inertia, eigenvalues and eigenvectors of the mass moment of inertia, and the quadrature described in (66). The computational cost of the first three steps in the MinT-EE method is minimal as the number of calculations grows linearly with the number of particles, compared to the cost associated with the quadrature that grows quadratically with the number of quadrature points. For large systems, a comparative estimate of the computational cost to calculate the two stresses can be obtained by looking at the highest order terms in the number of calculations. When considering the number of operations for a $n$-particle system, the highest order terms for the virial stress include $4.5n^2$ multiplications and $2n^2$ additions, while the MinT-EE method involves $0.25n^2$ additions for each integration point on the sphere. This suggests that for large systems with fewer than 26 integration points in the MinT-EE method, the MinT-EE method is less costly than the virial stress method.
5. Summary and conclusion

In an effort to connect MD simulations to continuum models, we have developed methods to extract deformation and stress measures that are based on minimizing the difference between identical quantities at the continuum and MD levels.

The kinematic ideas of deformation and its gradients presented here are built on a method recently proposed in the articles [23,24] in which the difference of the continuum mapping and the actual molecular motion is minimized in a least-square sense. In this case we use the weighted average location of the molecular system to expand the continuum deformation mapping around, while in Refs. [23,24] they used an atom location. The result is a slightly different set of equations, that are solved to get the corresponding continuum kinematics. As expected, different results are obtained when including higher gradients in the modeling of the continuum motion. In particular, when truncating the expansion after the first gradient of deformation we note that the average location in the initial system directly maps to the average location in the current configuration, while this is not true when higher terms are included.

In a manner similar to that used for the deformation, the procedure for calculating stress is set up to minimize the difference between the tractions computed from the molecular system and that resulting from a continuum stress (MinT method). To this end, an equivalent continuum volume for the MD system was defined. An equivalent uniform ellipsoid to the MD system was selected that has the same mass and mass moment of inertia. This was then used to calculate the areas associated with each surface passing through the center, set at the center of mass of the MD system. The minimization of the difference was done in a least-square sense over a unit sphere to give identical weights to all directions in space.

The use of an equivalent solid ellipsoid provides an objective way to define both the load and the area that are inherently a part of the notion of the continuum traction, and thus the continuum-level stress. The selection of the
equivalent ellipsoid is not unique so the proposed MinT method can be developed with other uniform solid shapes that have equivalent mass and mass moment of inertia to the MD system.

The influence of selecting the equivalent solid ellipsoid was briefly demonstrated by studying the stress–strain responses of several nano-structures. Graphene sheets, that produce an equivalent ellipsoid that is close to the size of the system, and single and multi-layered nano-tubes, which produce equivalent ellipsoids that can be substantially larger than the dimensions of the tubes, were first considered. The resulting stress for the single walled nano-tube is thus smaller than expected, but this difference decreases with the increase in the number of layers in the nano-tube as the atomic structure approaches a uniformly packed system. A much more complex heterogeneous system associated with ion transfer through the outer membrane of a biological cell during high rate loading was briefly illustrated.
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