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Kinematics of tt events at CDF
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The kinematic properties at events are studied in tha/+ multijet channel using data collected with the
CDF detector during the 1992-1995 runs at the Fermilab Tevatron collider corresponding to an integrated
luminosity of 109 pb®. Distributions of a variety of kinematic variables chosen to be sensitive to different
aspects ott_production are compared with those expected from Monte Carlo calculations. A sample of 34
events rich intt_pairs is obtained by requiring at least one jet identified by the silicon vertex det&et)
as having a displaced vertex consistent with the decay bfradron. The data are found to be in good
agreement with predictions of the leading ortiematrix element with color coherent parton shower evolution.
[S0556-282(199)04007-2

PACS numbse(s): 14.65.Ha, 13.85.Ni, 13.85.Qk

. INTRODUCTION representing a total integrated luminosity of 1897 pb 1.
The 34N+ =3 jet events with at least onetagged jef 5]

The discov_ery of the top quark was reported in 1995 byprovide a data sample which has a large, well-determined
both the Collider Detector at Fermilal€DF) [1] and DO faction with very little kinematic bias due to the tagging.

Collaborationg 2]. The technique used in Rdfl] is an ex- Sections I1-V of the paper describe the data sets, review
tension of the method presented in the first direct evidencghe avajlable Monte Carlo generators for both standard
for the top quark[S].. At a center of mass energy_§= 1_'8 modeltt production and the QCOV+jets background, and

TeV the top quark is predominantly produced tih pairs  define the selection of kinematic variables used to compare
which decay almost all of the time inW"bW™b. The most Monte Carlo predictions and data. In Sec. VI, the sensitivity

sensitive measure at production in the CDF detector was Of predictions for the kinematic properties of ttteevents to

found to be the number of events with at least one jet taggeth® modeling of QCD radiation, the mass of the top quark,

by the silicon vertex detectofSVX) [4] as ab-quark jet ~and detector effects is studied. Section VIl compares the data

candidate(b jet) in events which have onw/ that decays to Monte Carlo predictions using the first moments of the

leptonically plus three or more jefS]. Theb jets are tagged kinematic distributions for a diverse selection of variables.

by identifying displaced secondary vertices from the deca)ﬁec.t'on. Vl.” presents a more d_etalled. comparison of kine-

of long-lived b hadrons. Referencfl] reported 27 SVX matic distributions using both differential and integral plots

b-tagaed iets com ared. to 6% 2.1 expected from back- including statistical tests of the comparisons. The conclu-
gged | par ' P . sions are summarized in Sec. IX.

ground in thew+ =3 jet sample from 67 pb' of integrated

luminosity. In addition tdb tagging, studies of specific kine-

matic variables in th&V+=3 jet events found strong evi- Il. DATA SETS

dence oftt production[6,7]. Both tagging and kinematic

techniques were useful in establishing the existencet of
production.

The data sets were c@sen to include events t/Wt]hairs
which decay intoNV*bW™b with oneW decaying intoev or
Having established the existence of the top quark, it idt” and otheiW decaying into quarkgl]. The jets are recon-

important to determine whether the production and decaStrUCted with a fixed cone algorith4] using a cone size
mechanisms are correctly described by the standard modé%:. VA7"+A¢"=0.4 (whereA is the cone half-width in

Differences between predictions and the observed kinemat Zimuth andAn s the cone half-width in pseudorapidity
15]. The jets are ordered in observed transverse engxgy

features could arise if higher order effects are important or i . X )
nonstandard model contributions are present. Candidates for £ s!n(Q) where.E Is the scale}r sum of the calorlmeter.en-
nonstandard model production that would affect the purity oft'9Y |_n5|de the jet cone and is the polar angle of the jet
top quark events and thus the spectra of the final-state jets ﬁ:rectlon.ET(Z) refers to the transverse energy of the second

leptons include resonant states that decay_l[@] producing ghest jet, and so forth.

i phy _ C e ] For this analysis, two data samples were used, one with a
peaks in that '”Va”a'?t mass distribution or §upqrsymmetr|c modest fraction oftt events and one that is an enriched
top squgr_ks[Q] that give rise to top-quar.k—l_|ke final states, subset. Table | gives the names and characteristics for the
The validity of the standard model predictions for the pro-
duction and decay of the top quark are an important consid-
eration for precision measurements of intrinsic properties
such as the top quark majsg10,11. In this paper, the stan-

TABLE I. Data sets.

L . Cuts Events  Background
dard model predictions are tested by comparing the calcula-
tions of kinematic properties using QCD Monte Carlo eventStandard 3-jet 3 jetE;>15 GeV 322 80% 4%
generators with their measured counterparts in the data |n|<2.
[12,13. The data were collected during the 1992—-1995 runsgvX b-tagged 3 jetEr>15 GeV 34 25% 5%
| 7]| <2.

=1 jet tagged in SVX

*Visitor.
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two data sets along with the number of events and backpa collisions ats=200—900 GeV[21]. PYTHIA provides

g(r)c;l:ar(]jdo]:‘rzs/té?]rt]ss.W-Ii—tmetrf\:er;tsi(jar:thSIi?iircijsgll?éijs ;ﬁ;"e d color coherent shower evolution, string hadronization, and an
b 9 9 underlying event model based on multiple parton scattering.

Iept.on(electron or muopiwith Pr>20 (.Be\./b in the central ISAJET provides incoherent shower evolution, independent
region of the detector| ¢ <1.0) and missing transverse en- fragmentation of the outgoing partons, and an underlying
ergy (Er) greater than 20 GeW5]. The Iepton isolation is event model based on the Abramovskii-Kancheli-Gribov
defined as the extra transverse energy in a cong-00.4 (AKG) cutting rules[22]. For this study only the shapes of

centered on the lepton divided by the lep@p. A charged  yigtibutions are utilized: no use is made of the absolute nor-
lepton is considered isolated if<0.1. In addition at least malization.

three jets are required to h‘?‘Ye ob;erved cal.ormfe;er 15 ) The predictive ability of these Monte Carlo generators has
GeV and| 7| <2.0; any additional jets used in the analysiseen stydied on larger samples of QCD multijet events at the
are required to have observétk>8 GeV and|7|<2.4.  Formilah Tevatron collider. The suppression of soft gluon

Events with identified dileptons are removed. In addition,gqiation in certain regions of phase space due to color co-

L L . .
events withe e~ or u” .~ pairs that satisfy less stringent pherence in parton showers has been observed by studying
lepton identification requirements but that have an invariang jets in hard multijet eventi23]. HERWIG and PYTHIA

e
mass between 75 and 105 GeV/are treated ag — 1" which both implement color coherence in parton showers are

decays and removed. Events with an electron consistent withyyected to reproduce the data better tisaneT which does
being from a photon conversion are also removed. The datg,;.

sample fulfilling these requirements consists of 322 events

and is dominated by nott- events. IV. BACKGROUNDS
The second data séSVX b-tagged satisfies the same _ . .
requirements and additionally one of the jets must be tagged 11€ standard 3-jet sample is dominated by backgrounds

as ab-jet candidate using the SVX detector. Decays of |ong_which can be divided into three categories: events from the

lived b states can be identified by the presence of a second@CP Production of &V or Z plus jets(QCD W/Z + jets),
ary vertex that is displaced from the primary vertex. A dis-€Vents that contain no re&/ or Z (non/Z), and events
placed vertex requires three or more tracks satisfying loosfOmM processes such &§W or single top quark production
track requirements or two tracks with stringent track and(Miscellany. The kinematic properties of the first category

vertex requirements. This data set consists of 34 events ari€ Simulated, but the rate is determined from the data. The
is enriched in top. nonW/Z events have a much smaller rate that is also deter-

mined from the data. The miscellany category has a still
smaller rate which is determined by Monte Carlo calculation
Ill. MODELS OF tt PRODUCTION AND DECAY of the individual contributions.
o The kinematic characteristics of the QON/Z + jets

The predicted properties of events are calculated using background are modeled witrecBOS [24], a leading-order
Monte Carlo generators corrected for the effects of the CDRMonte Carlo program which describes the direct production
detector response and reconstruction algorithh@$ using a  of a W recoiling against quarks and gluons. Parton shower
detailed simulation. The same cuts that are used for the datvolution and hadronization are implemented using the mod-
are applied to the Monte Carlo samples. Unless otherwisels contained iHERWIG [18]. For the present studyECcBOS
stated, the top quark mass is set to 175 G&Wonsistent calculations used the MRSDGstructure functions and two
with the measurements by COJEO] and DO[11]. factorization and renormalization scales which represent rea-

The available event generators start with the leading ordesonable extremesQ?=(P:)2, where P is the transverse
matrix element and use QCD parton showers to simulatenomentum of the partons recoiling against e and Q2
higher orders. Hard next-to-leading-order corrections to the=M3,. The former produces a softer jBt spectrum than
tree-level matrix elements have been shown not to affect thehe latter. The background distributions are generated by
shape of the inclusive top quark distributiofts7]. Parton  mixing equal luminosity samples ofecBos Monte Carlo
fragmentation is a two-step process: the parton shdgler  events with the two differer®? scales. Differences between
on radiation with a cutoff followed by nonperturbative had- the two background samples represent a measure of the sen-
ronization. Finally a soft underlying event is added. Thesitivity to the Q? scales. Divergences are avoided by restrict-
main difference between generators for this study is the modng the phase space of the partonsRe>8 GeVk, |7
eling of the gluon radiation associated with the parton evo<2 5 and separatiothR= A 2+ A $2>0.4. These cuts
lution. . were chosen to accept partons that might fragment into a jet

Before examining the data, three differéhtMonte Carlo  satisfying the requirements of this analysis. The kinemati-
programs are compared. These aerwIG [18] version 5.6, cally similarZ + jets background where one charged lepton
PYTHIA [19] version 5.7, andsAJET[20] version 7.06. With  from the decayZ—1*1~ is not identified makes up about 7%
all three programs the Martin-Roberts-Stirling set ‘DO of this category. QCIW/Z + jets accounts for about 85% of
(MRSDQO) structure functions were used. WERWIG the the total background in the standard 3-jet sample. A more
hard scattering is followed by color coherent parton showedetailed study of the modeling of QCW/ + jets data by
evolution, cluster hadronization, and an underlying evenvecBos including lower jet multiplicities, can be found in
model based on data collected by the UA5 Collaboration irRef. [25].
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Standard 3-jet Data Set SVX b-tagged Data Set After accounting for the noiWv/Z and miscellany back-

grounds, the numbers of QCBV/Z + jet events andt
events are readily determined from the predicted SVX tag-
ging rate for each and the number of events in the two data

X Miscellany sets. The fraction oft in the 322-event standard 3-jet data
non-wiz set is determined to be 201 %.

For the 34 SVXb-tagged events, thét fraction is 75
+5%. In this data set, the QCI¥/Z + jets account for only
FIG. 1. The figure shows the fractions tff signal and back- about 65% of the background. Because the mistag rate for
grounds for the two data sets. The background categories are QClight flavor is low, most of the tagged QCRV/Z + jets
W/Z + jets, nonW/Z, and miscellany. background contains heavy flavor. The Ntz component
of the background increases to about 20% due to its lalge
In order to predict the SVX tagging rate for the Q@Dz ~ content and the remaining miscellany now makes up 15% of
+ jets events, it is necessary to know the heavy flavor conthe background. Figure 1 graphically summarizesttheon-
tent of the jets. This was calculated with the procedure detent and the background composition of both data sets.
tailed in Ref.[3], using both exact matrix element calcula-  \yhen comparing the kinematic propertiestofcandidate

tions[24,26 andHERWIG results for the production of heavy o\ents in the data to theoretical predictions, the studies pre-

quarks inside jets. For the standard 3-jet sample, the f_raCtiOQented here model all background components with events

of the QCDW/Z + jets background that contain&/bb,  generated by theecBosW + jets Monte Carlo program. In

Wecc, or Wc is determined to be about 15%. Studies of theprevious studies, the background distributions for some ki-

Monte Carlo events generated wittECBOS forced to use nematic variables were successfully simulated using this ap-

only diagrams that contribute to heavy flavor production in-proximation[6,7,10. Agreement with the data depends both

dicate that they are kinematically similar to the normal mixon the ability ofvECBOS to correctly calculate th&V/Z +

of events generated byecsos o jets process and on the size of the other background compo-
The next largest background is the néfiZ, which is due  nents being small and/or not too different kinematically from

to fake leptons or QCD production bfb where the electron  W/z + jets. In Sec. VIl it is shown that the effects of simu-

or muon comes from the decay of one of theadrons. The |ating the nonw/Z events(the majority of the other back-

nonWi/Zrate is measured by studying the data as a functiogyroundg with vECBOS are small—particularly for the SVX

of lepton isolationl andEy . It corresponds to about 10% of p, tagged sample.

the total background in the standard 3-jet data set. In these Figure 1 puts into perspective the modeling of the back-

zng:z ”;?;Tr z;gzwac%fotshv?/ r{ﬁésﬂ?éecrfgghég |2a:g§r g]nadn N ground. To the extent thaecsosmodels all the background
9 e 9 ptoH T in the standard 3-jet sample, it should satisfactorily model

missing transverse energy spectra are both softer. The 'the smaller fractions of the total number of events that are

maining 5% is miscellany, consisting of events with e, nonW/Z and miscellany in the statistically less discriminat-

\p/)\:ozt,ju?:rtigr? events withZ— "7, and single top quark ing SVX b-tagged sample. The comparisons that follow be-

\ Miscellany

WiZ+jets
hon-W/Z

TABLE Il. Kinematic energy variables.

Variable Definition
P+(lepton The transverse momentum of the highBstcharged lepton in the event.
Er The missing transverse energy in the event. It is correcteg ®above 10 GeV

and includes the jet energy correction for all jets with obserizge: 10 GeV.
Unclustered energy is scaled by a factor of 1.6.

P:(1) The corrected transverse momentum for the higkeget in the event.

H The scalar sum of the corrected missing transverse energy, the transverse
momentum of the charged lepton, and the transverse momentum of jetapith
2.4 and observe;>8 GeV.

MasgW+4 jety The invariant mass of the/ that decays leptonically plus the four high&stjets.
The minimum|P| solution for the neutrino is chosen. If there is no solution with
the W mass less than 82 GeV, the magnitude of the neuffipds reduced until
aW mass solution of 82 GeV is obtained. This variable is a good approximation

to the mass of thet_system and is sensitive to longitudinal momentum.

Min massjj) The minimum di-jet mass.
3 Pr(jet) The sum of the transverse momenta of jets Wigh<2.4 and observet>8
GeV.
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TABLE lll. Kinematic angular variables.

Variable Definition

Circularity The circularity axis of an event is defined in the transverse plane, using the
direction along which the sum of the squares of the projected transverse
momentum is minimal. This sum when properly normalized is called the
circularity. The circularity is also known as the transverse sphericity.

Aplanarity The aplanarity is calculated using the 3-momenta of the leptdhiasing the
minimum |P| solution for the neutrinoand of the five highesE; jets with
uncorrectedE;>8 GeV and|7|<2.4. The plane with the highestP? is
determined and the aplanarity is defined as:1x% P?(out-of-the-plang
S, P2(total)

AR;;(min) The minimum separation in-¢ space between jets.

ARTI"PMIYP_(lepton)  This is ARy;(min) times theP+ of the lowestP+ jet in the jet pair determining
ARj;(min) divided byP+(lepton).

3P, /3Pt The sum of théP| for the leptonicW and first four jets divided by the sum of the
P of the same objects. The minimujR,| neutrino solution is used.
oSO ) max The maximum cos{*) of the three highedE jets when transformed to the center

of mass of the leptoni/ and four highesE jets. The angl®* is defined relative
to the average direction of theandp in the center of mass.

tween data and Monte Carlo predictions for the SVXcentered on the jet direction. A rapidity and energy-
b-tagged sample should test ttEgenerators. dependent correction factor is applied which accounts for the
calorimeter nonlinearity and the reduced detector response at
detector boundarigd.4]. A correction is made for the energy
which is radiated out of the jet reconstruction cdr].

In this section the kinematic variables used in this studyFinally, subtractions to the jet energy are made for the un-
are described. The distributions for several of the variables aderlying event and any other interactions observed in the
close variants have been previously presented by othesame beam crossing. The transverse momentum of the neu-
analyses oft events[11,6,7. These variables are functions trino expected from theV—Iv decay is set equal to the
of the momenta and energies of the leptons and jets in th&lissing transverse energy in the event. The longitudinal mo-
event. The charged leptons are well measi(iBjccompared mentum of the neutrino is determined by constraining the
to the jets. A jet's energy and momentum are determinedieutrino and charged lepton to the mass of Wewhich
from the scalar and vector sums, respectively, of the calorimusually leads to two real solutions. The solution with the
eter tower energies inside a cone RE VA 7°+A$?=0.4  smallest value ofP,| is the most probable fait events and

V. KINEMATIC VARIABLES

First Moments of Monte Carlo Distributions

5 62 ET rr 1 7 r 1 rrr 19 420 T " Tt 1 1 rrr13
E E o )
> o E ®HERWG 3 400 £ ®HERWG 3 8
& E O PYTHIA & .81 E OPYTHA ER
~ 58 | R = 380 9 T
T 5 F 9 360 4
S E E E iS5
g % E 2 = 13
<2 £ = E ] = . .
2 zs 5(} J 320 [ 94 3 FIG. 2. The means of four variables for simu-
s B I i
g E 3 %0 F rwie slope = 1.596 E latedtt events versus the value of the top quark
S 46 | HERWIG s 0452 3 280 o ssaaonaons ] 8 mass. The solid circles are the values HgrwiG
T R R T T > and the open circles faryTHIA. The solid lines
140 160 180 200 140 160 180 200 are the result of a linear fit to the points for
vy R L B L L = HERWIG, the dashed lines faryTHIA, and the dot-
. E © = r e . . .
S 50 B OE\E(?:YAG q o011 F o};\E(mI/LG 3 ted lines fonsaJET. The horizontal hatched bands
3475 2 E ElE are the predictions for the QCD background
S s B 3 R =] (vecBO9); the bandwidths show the variation be-
Sa25 E 3 008 B tweenQ?=(P1)2 andMy, .
a” 40 E 4 o008 | 1%
= = . . =)
g7 F ERY -
g 35 £ HERWIGslope= 0.189 E E HERWIG slope = 0.0000 1=
325 AR 4 006 >
30 EL vty 1 s Bl 1]
140 160 180 200 140 160 180 200
Generated Top Mass (GeV/cZ) Generated Top Mass (GeV/cz)
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TABLE IV. The simulated mean of a kinematic variable tor ~ description. Polar angle variables can separate signal from
events was determined for different top quark masses. This tablbackground since top quarks and their decay products are
shows the result of a linear fit to these means evaluated at a toproduced more centrally. Distributions dependinggohave
quark mass of 175 Gew? for the three Monte Carlo programs. The 4 similar ability to discriminate because events are more
units for the momentum variables are GeV/ circular than the background. Aplanarity is a useful combi-
nation of the angular variable® ().

Variable HERWIG PYTHIA ISAJET

Pr(electron 54.2£0.2 55.0:0.2 95.3:0.3 VI. STUDIES OF THE MONTE CARLO GENERATORS
P+(muon 57.8:0.2 59.10.3 58.4£0.4

Er 65.7+0.2 65.7-0.2 69.1-0.3 In the remainder of this paper, the distributions of the
P(1) 97.9-0.2 99.0-0.2 98.2-0.3 kinematic variables are compared among diffet¢rgenera-
P:(2) 67.2-0.1 67.8-0.1 66.5-0.2 tors, QCD background, and the data. Before comparing with
P+(3) 46.4-0.1 46.7:0.1 46.1-0.2 the data, the characteristics of the generators are studied us-
H 365.8-0.4 368.2-0.5 373.5-0.9 ing Monte Carlo samples which have been run through the
P+(3)+P+(4) 71.2+0.1 71.2+0.2 71.9-0.3 CDF detector simulation and the leptons and jets are recon-
MasgW+4 jets 433.6:0.5 434.5-0.6 428.4-0.9 structed using the same algorithms as the data.tTtgo-

Mmax 1.088-0.002 1.08%0.003 1.0430.004 grams are compared for consistency over a large selection of
Circularity 0.386-0.002 0.384:0.002 0.37&0.002 variables. Particular note is made of the effects of gluon
Aplanarity 0.0957 0.0004 0.094€ 0.0003 0.0963 0.0006 radiation. The variables are examined for their sensitivity to

top mass, ability to discriminate betweeh and the QCD

_ ) ) background, and sensitivity to any tagging bias.
is used for those variables that require of the neutrino.

It is useful to divide the kinematic variables into two .
classes: those that depend primarily on the energy in the A. General features using moments
event and those that are more a function of the angles be- To simplify the presentation of the results, we character-
tween the leptons and jets. The energy variables are moige the kinematic distributions by their first two moments.
sensitive to the top quark mass and have the property that the
mean value of the variable is usually greater fortthsignal 1. First two moments
than for the QCDW/Z + jets background. Table Il lists the  Figure 2 shows the predicted means of four variables for
primary energy variables with a short description. Most usgne standard 3-jet data set versus the value of the top quark
only the transverse components of the momentum becausgass used in the Monte Carlo programs. The points indicate
the transverse components discriminate better betweent the the means for bottHERWIG and PYTHIA; linear fits to the
signal and the QCD background than the longitudinal commeans as a function of top quark mass are shown for all three
ponents. The variable ma¥g+4 jet9 which does use lon- generators. These plots show good consistency between the

gitudinal momentum is also of interest because it is approxitt generators; the variables with larger slopes in general are

mately the mass of thét system. Any sum over jets is more sensitive to the mass of the top quark.

limited to the five highesE- jets. The hatched horizontal bands on the plots show the
Table 11l lists the primary angular variables with a short veEcBos prediction for each variable. As expected, the kine-

TABLE V. The simulated rms of a kinematic variable ftr events was determined for diffferent top
masses. This table shows the result of a linear fit to these rms’s evaluated at a top quark mass of 175 GeV/
c? for the three Monte Carlo programs. The units for the momentum variables are GeV/

Variable HERWIG PYTHIA ISAJET
P+(electron 28.1+0.2 28.1+0.2 28.70.2
P+(muon 31.7+0.2 32.7#0.3 32.0:0.2
Er 35.9+0.2 36.6:0.2 37.9:0.2
P+ (D) 34.7+0.2 35.8-0.2 36.8:0.2
P+ (2 24.4+0.1 25.1-0.1 25.5-0.1
P:(3) 16.4+0.1 16.7-0.1 16.9-0.1

H 90.4+0.4 94.0-0.5 97.5-0.5
P+(3)+P+(4) 26.9+0.1 27.2£0.2 28.1+0.1
MasgW+4 jety 101.0£0.5 102.8-0.6 104.9-0.5
Nmax 0.450+0.002 0.4510.003 0.4480.002
Circularity 0.224+0.002 0.222-0.002 0.222-0.002
Aplanarity 0.069& 0.0004 0.0687 0.0004 0.0696 0.004
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TABLE VI. A comparison of the simulated means for the standard 3-jet and BY&gged data sets. The

means for both samples usirgrwIG tt events evaluated at a top quark mass of 175 G&4e shown. The
units for the momentum variables are GeV/

Variable HERWIG HERwWIGb-tag)
P+(electron 54.2+0.2 54.3-0.3
P+(muon 57.8-0.2 57.8:0.3
Er 65.7+0.2 65.5-0.3
P+(1) 97.9+0.2 99.6-0.2
P+(2) 67.2£0.1 69.3:0.2
P:(3) 46.4+0.1 47.8:0.1

H 365.8£0.4 371.6:0.6
P+(3)+P1(4) 71.2+0.1 73.3:0.2
MasgW+4 jets 433.6£0.5 435.#0.7
Mimax 1.088+0.002 1.046:0.003
Circularity 0.386-0.002 0.394:0.002
Aplanarity 0.095%0.0004 0.0986 0.0005

matic distributions obtained using this QG + 3 jet pro-  Primarily due to the limitedy coverage available fdb tag-

gram are insensitive to the top quark mass. The widths of th8"9-

VECBOS bands show the variation due to two quite differentrm;]QCF[')gbk 5 'vvh\i%ﬁ ch?titE?éiag(rnt)e_za\g;er:mo(fg%(?vx?légf?il/ient
Q? scales(P1)? andM3; they provide an estimate of the

N 70 a variable is at differentiatintt events from the QCD back-
uncertainty in thevecsos predictions. ground. Variables with large values of this quantity differen-
The results from linear fits to the first two moments, thetjate better than variables with small valués:(3) andH
means and rms’s, for a more extensive selection of variableisoth discriminate well, aplanarity more modestly, and
evaluated at a top quark mass of 175 Ge\ére summarized P+(electron poorly.
in Table IV and Table V for all threét generators. Figure 4 puts into perspective the precision of measure-
Table VI compares the predicted means frBERWIG for ments made from tht_e da;a relative to the features of the mo-
) . ments plots shown in Fig. 2. The bands show the Monte
the standard 3-jet and SVixtagged samples. The compari- carlo predictions for the mean as a function of the top quark
son shows very little bias due totagging intt events. For mass for the expected mixture of and QCD background.
the SVXb-tagged sample, the means of the fgtvariables  The widths of these bands represent the uncertainty in the
are slightly higher and the events are slightly more centraltop quark fraction for each sample. The points are the data.

Significance: (Mean(tt) - Mean(QCD bkg.)) / rms(QCD bkg.)
2 T T T T P B e e L s e e e e ey

r ® HERWIG r ® HERWIG
O PYTHIA

15

FIG. 3. The significance of differences be-
tween the means for simulated events and
QCD background events(VECBOS) versus
L Lo the value of top quark mass. Significance is de-
140 160 180 200 140 160 180 200 fined as [mean(t) —mean(QCD backgroundl)

I I RN rms(QCD background). The solid circles are the

Significance: P(electron)
M VI I P
(4 IV wng)H :eoueouubig

S IS S A R Y

o
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TTTT TV

L S A
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I
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®15 |- A -1 15 | -1 8 P ;
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B e ] C 18 fit to the points forHErRwIG, the dashed lines for
g 'r 1 'F 18 PYTHIA, and the dotted lines fasAJET.
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Data Mean versus Prediction for ft and QCD bkg.
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3 w b 1 %00 549 ture of tt production and QCD background ver-
o 6 b 3 280 [ ERE sus the value of top quark mass for four variables.
| 1 | E 260 3 1 | E The bands show the predictions; the widths of the
140 160 180 200 140 160 180 200 bands represent the uncertainty in theraction.
E'D‘S\'/X‘b_t'ag;' TTTTTTY 042 :-'D‘S\'/X'b_t'ag‘s‘ TrTTTT The data points are plotted with statistical error
50 [ m Al Events 3 011 [ m AlEvents 3 bars at a top quark mass of 175 Ge¥//the solid _
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2. Top quark mass sensitivity of the variables Events with four or more jets can be fit tot—WbWb

An important aspect of each variable is its sensitivity tohypothesis to provide a sample that is more sensitive to top
the mass of the top quark. Mass sensitivity is a source ofluark mass than any of the simple kinematic variables in this
systematic uncertainty when comparing data with Momeanaly3|s[3,10].£ is estimated that the reconstructed mass
Carlo predictionssee Sec. VIl Mass sensitivity also pro- from fits to thett hypothesis gives a measurement of the top
vides guidance as to which variables might be suitable for afuark mass that has a statistical uncertainty 10%-20%
alternative top quark mass measurement and which variabl&naller than a measurement using Hheariable.

might be able to kinematically separdte events from the
QCD background with less biasing of a mass measurement. B. Full distributions

For any variable a likelihood fit of the data to the pre- o i . )
dicted distribution parametrized as a function of the top The full dEtnbutlons are useful in detailing differences
quark mass would yield a measurement of this mass. If th@etween thet Monte Carlo programs. Kinematic distribu-
distribution of the variable were Gaussian and there were n§ons for the SVXb-tagged sample corrected for detector
background, the statistical uncertainty in the fitted top maseffects were generated using the thre@rograms with a top
would be the(rms/slopé/\/ﬁ where s|ope is the variation of quark mass of 175 Ge\ﬁ Becaus-e parton shower effe-CtS
the mean as a function of generator top mass Mrid the ~ are expected to be a major contributor to generator differ-
number of data events. Variables that are sensitive to the top
guark mass have a small value of the quantity “rms/slope.” TABLE VII. rms/slope for the energy variables using fits to
Because the distributions are not Gaussian and in generakrwiG tt events evaluated at a top quark mass of 175 G&V/
have large tails, the rms overestimates the effective widths
that determine the mass resolution. Backgrounds will also

1
AM g~ —=(rms/slope)

affect variables differently. Therefore the quantity “rms/ JN 5
slope” is only a rough guide to the mass sensitivity of g Variable rms/slopeGevic’)
variable. P-(electron 184.0+14.0
Table VII gives the “rms/slope” for a selection of energy P(muon 187.0+18.0
variables. Variables that depend only on the lepton and neug; 167.0:9.0
trino from the decay of th&V have only a small dependence p.(1) 66.0+1.0
on the mass of the top quark. The ¢ distributions are  pP(2) 72.0+1.0
more sensitive to the top quark mass with the sensitivityP(3) 87.0+2.0
increasing for higheP+ jets. The variables with the greatest H 57.0+1.0
sensitivity to mass of the top quark areand masgV + 4 P+(2+P+(3) 68.0+1.0
jets). Variables that are more sensitive to angles or the shape,(3)+P-(4) 91.0+2.0
of an event such as aplanarity have little sensitivity to topvass+4 jets 57.0+1.0

quark mass and are not listed in the table.
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TABLE VIIl. Comparison of differenttt_generators witlPYTHIA using the KS(Kolmogorov-Smirnoy
probabilities for several kinematic variables.

KS test probabilities witlPYTHIA

Variable HERWIG ISAJET PYTHIA (no ISR PYTHIA (no FSR
P+ (lepton 0.808 0.052 0.629 0.115
£ 0.141 0.023 0.054 0.771
P+(W leptonig 0.048 0.267 0.031 0.147
P+(2) 0.013 0.690 0.022 0.000
P+(2) 0.872 0.033 0.281 0.000
P+ (3) 0.538 0.150 0.014 0.000
Min masgjj) 0.933 0.034 0.313 0.000
H 0.086 0.332 0.000 0.000
P+ (3)+P+(4) 0.343 0.560 0.000 0.000
MassW+4 jety 0.996 0.116 0.000 0.000
3P /3Py 0.756 0.002 0.003 0.180
coSO™* )max 0.676 0.056 0.208 0.300
Circularity 0.037 0.103 0.934 0.006
Aplanarity 0.193 0.940 0.193 0.008
ARJ™ PP (lepton 0.918 0.094 0.802 0.000
Average 0.49 0.23 0.23 0.10

ences, theeyTHIA program was also run with final-state ra- malized integrals of the two distributions and are designed to

diation (FSR and/or initial-state radiatiofISR) turned off.  give a uniform probability between 0 and 1 if the two distri-
Understanding the pattern of gluon radiation is an importanbutions come from the same parent distribution. For simplic-
theoretical goal that has an impact on the understanding of ity the events in this study are binned, which means that the
production and the accurate determination of the top quarklifference between the two integrals is checked only at bin
mass|[28]. boundaries. Since, in general, the maximum deviation will
not occur at a bin boundary, the probability that is returned

1. Statistical tests will always be an upper limit for the unbinned KS probabil-

The sample sizes for this comparison were 5522 eventiy. For the binning and sample sizes in this paper, the aver-
for HERWIG, 4044 events foPYTHIA, 1855 events forsaJET,  age KS probability will range from 0.60 to 0.65 if the two
3759 events forYTHIA with no ISR, and 4244 events for distributions have the same parent; likewise, about 6% of the

PYTHIA With no FSR. Note that 5008 events with an SvYX time the KS test will return a probability of less than 0.10
b-tagged jet correspond to an integrated luminosity of abou@nd about 0.4% of the time a probability less than 0.01.
20 fo L, Table VIII summarizes the probabilities from the binned KS
The different gluon radiation models represented by thestests betweerYTHIA and the other generators for a diverse
samples were compared by performing Kolmogorov-selection of 15 variables.
Smirnov (KS) tests on the distributions relative to the ones The KS tests comparingeRWIG andPYTHIA indicate that
predicted by regulapyTHIA. The KS probabilities are calcu- they are difficult to distinguish given the statistical power of
lated using the maximum difference between properly northe Monte Carlo samples. The average KS probability for the

TABLE IX. The predictions for the different generators of the fraction of the SWfdgged sample with
both a fourth and fifth jet with observel;>8 GeV and|7|<2.4. The final column shows the expected
number of events for the observed S\Wtagged sample size of 34.

Monte Carlo predictions for fraction of events with five jets

Monte Carlo program tt (tt_+VECBos) Expected number of events
ISAJET 0.445 0.370 12.6
HERWIG 0.359 0.305 10.4
PYTHIA 0.332 0.285 9.7
PYTHIA (no ISR 0.196 0.183 6.2
PYTHIA (no FSR 0.175 0.167 5.7
PYTHIA (no FSR+no ISR 0.003 0.038 1.3
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F tt EVENTS AT CDF
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FIG. 5. Distributions of minimum jet-jet separation for gluon

FIG. 6. Distributions ofE;(0.4)/E1(0.7) for gluon radiation

0.75
Monte Carlo Predictions with Data
tors. The middle plot shows the predictions forTHIA with differ-

radiation studies. The top plot shows the predictions for the tttree studies. The top plot shows the predictions for the tlitegenera-

generators. The middle plot shows the predictionspforHiA with
data(solid points with error bajsto predictions for the expected (solid points with error bajsto predictions for the expected mixture

mixture oftt and QCD background and QCD background alone. of tt and QCD background and QCD background alone.

ensemble of 15 variables is 0.49 which is lower than the

expected average of 0.62 by about 1.3 standard deviations
after taking into account the correlations between the vari-

ables.

The differences betweerPyTHIA andISAJET are too large
to be explained by correlations or fluctuations. For the same
set of 15 variables the average probability is 0.23 comparec
to the expected average of 0.62. In addition there are seve

different gluon radiation options. The bottom plot compares theent gluon radiation options. The bottom plot compares the data

Example Comparison of Means: SVX b-tagged Sample
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Turning off ISR affects variables that depend on the lon-
gitudinal components of the momenta or e of the lower
energy jets. The average probability for KS tests between
PYTHIA andPYTHIA with no ISR is 0.23 and there are eight
variables with probability less than 0.10 and four with prob-

ability less than 0.01. The agreement is poor.

Turning off FSR has the largest effect on the probabilities.
The lack of harder gluon radiation affects jet-jet separation.
The lack of softer radiation increases the fraction of jet en-
ergy deposited in a cone of 0.4, thereby increasing thejet

which has been corrected assuming a less collimated jet. The
average probability is 0.10 and ten variables have probability FiG. 7. Example plot for the graphical comparison of the data
mean to simulated means. The data and its statistical uncertainity

(366.,438.) Mass(W + 4 Jets)

40 60
60 40

80 100

t (%)
QCD bkg. (%) 20

100

Mean(data)-Mean(QCD bkg.)
Mean(tt)-Mean(QCD bkg.)

e =100

less than 0.01.

These comparisons using the KS test indicate that fokre represented by the solid circle and the arrows. The tick at the
some variables the Monte Carlo distributions are sensitive t@ft end of the line graphically represents the mean for 100% QCD
gluon radiation modeling. They are also consistent with thebackground(vecsos) and the tick at the right end of the line the

expectation thaisAJET, which does not implement color co- mean for 100%t (HERWIG with a top quark mass of 175 Gedf).
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Comparison of Means: Standard 3-jet Sample (322 events)
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on the mass of the top quark and the jet energy scale. One
type depends on the amount of energy that goes into extra
jets, another on the separation of jets, and the last on the
widths of jets. Comparisons with the data puts into perspec-
tive the significance of any differences.

An example of the first type of variable is the fraction of
events with a fifth jet. If there is no gluon radiation, there
will be at most four jets in an evefgxcept for the very few
cases where the jet clustering algorithm divides one jet into
two jets. The 34-event SVXb-tagged sample has 11 events
containing a fifth jet witlE>8 GeV and 5| <2.4. Table IX

shows the predicted fractions of such eventstfoalone and

for the expected mixture aft and QCD background. The

last column of the table converts the fractions to events.
The tt events with at least five jets have roughly equal

contributions from ISR and FSR; for the extreme case of no

ISR and no FSR, the last row of the table shows a negligible

number of events. The presence of additigmalinteractions

in an event can contribute additional energy to jets that is not

FIG. 8. Comparison of means for the standard 3-jet sample. Thénodeled by Monte Carlo. Reasonable variations on the cor-
data and its statistical uncertainty are represented by the soligaction applied to jets for this effect cause one jet to fall
circles and the arrows. The left end of each line graphically reprepeiow the E; threshold reducing the number of five jet

sents the mean for 100% QCD backgrourmdcsos) and the right
end of each line the mean for 10006 (HERwWIG). The numbers on
the far left are the values of the means for QCD background gnd

respectively.

herence, is more different frormRERWIG and PYTHIA than

they are from one another.

2. Variables with sensitivity to gluon radiation

events from 11 to 10. This gives an estimate of the system-
atic uncertainty due to this effect. The data are in good agree-
ment with predictions for the expected mixture of QCD
background an®ERWIG, PYTHIA, or ISAJET. The probability
that the number of data events is compatible with the predic-
tion for PYTHIA with no ISR and no FSR is less than 10
but there are not yet enough data to fully explore interesting
levels of gluon radiation.

The other two types of variables are only sensitive to

Three types of variables were found that have some ser=SR. An example of the second type is the minimum sepa-
sitivity to gluon radiation while having limited dependence ration in AR among pairs of jetgbecause gluon radiation

TABLE X. The mean of the data and its error are given for several variables in the third column. The

means for the QCD backgrouridecsos) andtt_(HERWIG with a top quark mass of 175 Gedf)) are shown
in the second and fourth columns. Momentum variables are in units ofdGeV/

Luminosity=109 pb !
Means for 322 standard 3-jet sample

Variable VECBOS Data Top 175
P+(electron 49.9 50.72.0 54.4
Er 52.8 54.4-1.8 65.4
Pr(W—ev) 73.6 74.2-2.6 91.6
P-(1) 75.0 76.1-2.1 98.0
P+(2) 47.8 51.9-1.3 67.3
P+(3) 33.2 36.2-0.7 46.4
Min massgjj) 46.1 50.1-1.5 59.5
3 P+(jet) 168.1 180.%4.0 243.2
H 273.9 289.65.2 365.9
P1(2)+P+(3) 80.9 88.1+1.8 113.3
P1(3)+P+(4) 44.4 49.3-1.3 71.2
MassW+4 jety 365.0 372.%+6.4 433.9
SP,IZPr 0.948 0.92%#0.024 0.732
€OS0* )max 0.752 0.728:0.010 0.673
Circularity 0.327 0.33%0.013 0.391
Aplanarity 0.058 0.0680.003 0.095
ARJPT"/P(lepton 0.606 0.6580.028 0.743
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Comparison of Means: SVX b-tagged Sample (34 events) standard deviation from both the Monte Carlo prediction us-
(51.54)  Pq(electron) ; : o ing regular PYTHIA or HERWIG and the prediction using
(54.,65)  Missing Er | : - PYTHIA with no FSR. Some other variables of this type, such
E;‘; '19010'; :TE‘:Z leptonic) ——e as the minimum di-jet mass, are a little more sensitive to
(50,70, P:(z) . ¢ FSR than 'ghe minimum jet-jet separation, b_ut they are also
(34.48) P(3) . more sensitive to the top quark mass and jet energy scale.
(46.,61)  Min Mass(jj) \ : More data would sharpen the comparison.

(53.,80.) P2"S(jet) , —> The third type of variable depends on the widths of the
(281.,871.) H(SumAllP;) o | jets. A simple measure of the jet width is the ratio of trans-
(84,117 Py(2) + P1(3) | | verse energy in a cone of 0.4 to the transverse energy in a
ES‘;ZL) ;T;:i(:/vpl(:zets) ‘ . cone of 0.7. Gluon radiation results in a smaller fraction of
(0.87,0.71) IP/3P; . energy in a cone of 0.4. Because both the ratio and the cor-
(0.73,0.66) cos(6"), 5, : . : rection to the ratio for the underlying event and multiple
(0.33,0.39) Circularity \ , interactions are functions of jet energy, it is useful to con-
(0.06,0.10) Aplanarity | o sider separately the jets in different energy intervals. Figure 6
(059,0.75) ART/™PT"/Pr(lep) - : shows this ratio for jets with an observét, between 30

i e GeV and 60 GeV which is the most sensitive range. As ex-

t %) 0 20 40 60 80 100 pected PYTHIA with no FSR is markedly narrower and has a

QCD bkg. (%) 100 80 60 40 20 0

higher mean than either regulYTHIA or HERWIG. The data
FIG. 9. Comparison of means for the SVitagged data are slightly broader and lower in mean than reguarHiA

sample. The data and its statistical uncertainty are represented If HERWIG, but still less than two standard deviations from
the solid circles and the arrows. The left end of each line graphithe extreme case of no FSR. The distribution of same ratio
cally represents the mean for 100% QCD backgroiwatsos) and  for jets in the observedt; range between 15 GeV and 30
the right end of each line the mean for 10a%(HERWIG). The  GeV agrees better with the no FSR prediction, but has fewer
numbers on the far left are the values of the means for QCD backentries, larger systematic uncertainties, and is consistent with
ground andt, respectively. all predictions.

No variables were found with comparable sensitivity to
results in more jets with smaller separatioRigure 5 shows initial state gluon radiation although some variables with a
the distributions for this variable. The top plot shomarHia ~ Polar angle dependence do have a small sensitivity.
compared withHERWIG and ISAJET. The middle plot shows
the effects of turning off FSR and ISR ®¥THIA. And the
lower plot shows the expected mixturetafand QCD back- Since differences betweemERWIG and PYTHIA are not
ground compared with the QCD background only and the 34eadily observable using the statistical power of several thou-
SVX b-tagged events. The mean of the data is less than organd eventsHERWIG is arbitrarily chosen as the default

C. Generator study conclusions

TABLE XI. The mean of the data and its error are given for several variables in the third column. The

means for the QCD backgrourtdecBos) andtt_(HERWIG with a top quark mass of 175 Gedf)) are shown
in the second and fourth columns. Momentum variables are in units ofdGeV/

Luminosity=109 pb !
Means for 34 SVXb-tagged sample

Variable VECBOS Data Top 175
P+(electron 51.0 55.0-6.9 54.2
Er 53.9 69.76.0 64.9
Pr(W—ev) 76.4 93.2:8.3 90.6
P+(1) 76.6 89.0:6.2 99.9
P+ (2 49.6 65.1-4.4 69.7
P+(3) 34.3 44.5-2.9 48.0
PoIeljet) 53.3 74.6:6.0 80.0
Min masgjj) 45.6 59.1+4.5 60.6
H 281.4 349.1%16.7 371.5
P+ (2)+P+(3) 83.8 109.6:6.4 117.0
P+(3)+P1(4) 46.6 65.0-4.9 73.6
MassW+4 jets 365.8 413.8185 437.5
3P, /%P 0.869 0.676:0.059 0.707
€oSEO™ )max 0.731 0.6870.032 0.660
Circularity 0.325 0.38%10.039 0.395
Aplanarity 0.062 0.10x£0.012 0.099
ARJYPT"/P(lepton 0.589 0.6980.097 0.754
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TABLE XII. The means and their principal systematic uncertainties are shown for the QCD background
(VECBOS andtt (HERWIG with a top quark mass of 175 Gedf)). The uncertainties shown feecesosare due

to the Q2 scale and jet energy scale systematics. The uncertainties fme due to uncertainty in the top
quark mass and the jet energy scale systematics. Momentum variables are in units @f GeV/

Means for 322 standard 3-jet sample

Variable vECBOS* Q? scaler E scale tt+mass-E scale
P+(electron 49.9+0.0+0.3 54.4-0.8 0.1
Er 52.870.0x1.2 65.4-1.250.4
Pr(W—ev) 73.6%¥0.8%2.1 91.6:2.450.8

P+ (D) 75.0-1.1+0.5 98.0-2.4+3.1

P (2) 47.8+1.2+0.3 67.31.6:2.0
P+(3) 33.2£0.5+0.2 46.4:1.0+1.3
Min masgjj) 46.1+0.6 +0.5 59.561.2+1.3

2 P+(jet) 168.1+3.2+1.7 243.2-5.8+8.4

H 273.9+2.8+0.2 365.9-7.8+7.9
P+ (2)+P+(3) 80.9+1.6+0.4 113.3:2.5+3.2
P+(3)+P1(4) 44.4+0.7+0.8 71.2£15+25
MassW+4 jets 365.0+0.4+1.8 433.9-8.3+9.7
3P, /3Pt 0.948+0.001+0.014 0.732+ 0.006+0.006
€0SEO™ )max 0.752+0.004+0.003 0.673+0.000+ 0.003
Circularity 0.327+0.001+0.002 0.391% 0.002+0.000
Aplanarity 0.058-0.000+0.000 0.095:0.000+0.001
ARTI'PIP(lepton) 0.606+ 0.002 +0.004 0.743+0.004+0.016

Monte Carlo programiSAJET samples with slightly less sta- which occurred for specific classes of variables that are sen-
tistical power showed definite differences that appear assocsitive to gluon radiation. However, the size of the data
ated with the parton shower implementatiemTHIA with no ~ sample is not large enough to set useful limits on gluon
FSR or no ISR showed differences with reguiRyTHIA radiation.

TABLE XIIl. The means and their principal systematic uncertainties are shown for the QCD background
(VECBOS andtt (HERWIG with a top quark mass of 175 Gedf)). The uncertainties shown feecsosare due

to the Q2 scale and jet energy scale systematics. The uncertaintiés fme due to uncertainty in the top
quark mass and the jet energy scale systematics. Momentum variables are in units @f GeV/

Means for 34 SVXb-tagged sample

Variable VvECBOS* Q? scaler E scale tt*masstE scale
P(electron 51.0+0.2+ 0.1 54.2-0.8£0.0
2 53.9+0.9+ 1.0 64.9-1.4%0.4
Pr(W—ev) 76.4+1.9+1.4 90.6-3.0 7 0.7
P(2) 76.6-1.2+0.8 99.9-2.2+3.3
P(2) 49.6+1.1+0.6 69.7:1.2+2.1
P(3) 34.3+0.6+0.3 48.0+0.7x1.4
P2 Yjet) 53.3:0.9x1.7 80.0-2.3x2.7
Min masgjj) 456+1.150.4 60.6-0.9-1.6

H 281.4+2.1+1.0 371.5-7.4+8.3
Pr(2)+P1(3) 83.8:1.7+0.8 117.0:1.7+3.4
P(3)+P1(4) 46.6+0.7-1.0 73.65:1.0£2.6
MassW+4 jets 365.8-1.0+2.9 437.5:6.3+10.1
SP,/3Py 0.869+0.009+0.008 0.70%0.011+0.005
COSE™ )max 0.731+0.002+ 0.004 0.660- 0.001+0.003
Circularity 0.325-0.001+ 0.004 0.395-0.003+0.001
Aplanarity 0.062-0.001*0.001 0.099 0.000+0.001
ARTI"PTYP(lepton 0.589+ 0.008+ 0.001 0.754 0.006+0.020
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FIG. 10. Comparison of the data with Monte Carlo predictions FIG. 11. Comparison of the data with Monte Carlo predictions
for P+ (lepton. Differential plots are on the left; the solid points for corrected missing . Differential plots are on the left; the solid
with error bars are the data and the histograms are the Monte Carjwints with error bars are the data and the histograms are the Monte
predictions normalized to the data. The integral significance plot€arlo predictions normalized to the data. The integral significance
are on the right; the data are the solid points. The shaded band is tipdots are on the right; the data are the solid points. The shaded band
prediction for the expected mixture of and QCD background for is the prediction for the expected mixture tif and QCD back-

a top quark mass of 175 Ged#t the hatched band is the equivalent ground for a top quark mass of 175 Ge%/ the hatched band is the
for a top quark mass of 185 Ged/ The width of the bands rep- equivalent for a top quark mass of 185 Ge¥/The width of the
resents the uncertainty in the QCD background du®foscale  bands represents the uncertainty in the QCD background d@é to
variations. A data point one vertical unit from the shaded bandscale variations. A data point one vertical unit from the shaded band
corresponds to a one deviation. corresponds to a one deviation.

VIl. COMPARISON OF MEANS tistical uncertainty in the data and are a measure of how well

To facilitate the graphical comparisons of many variable:s,eaCh variable discriminates between the QCD background

their means are plotted in the following set of figures. Figure2ndtt production. Variables with shorter arrows have more
7 exhibits the features of these figures for a single variablediscriminating power. The variable with the best discriminat-
The left end of the line represents the mean of the variabléd power is P(3) + Pr(4) followed by >P+(jet). The

for QCD background events and the right end of the line thelata are presented in tabular form in Table X. No significant
mean fortt events. The data, represented by the solid circlefjevIatlons from the predicted means are observed. .
The means for the 34-evebitagged sample are shown in

are plotted at a position along the line proportional to the_. . 5
value of its mean relative to the means for the QCD back-F'g' 9. The yertlcal shaded band qentgred at A%epre- .

— i i e sents the estimated top quark fraction in these events. Since
ground andit production. A vertical shaded band indicates

the expected position of the data mean based on the me%[lls _da}a sample is mostiit, it is more sensitive to the
sured fraction of top events frolmtagging and background predictive power OMERW'G than quECBOS For _the_S\_/X .
studies. The expectation is that the circles representing thté-tagged sample the variable with the best d|scr_|m|n.at|ng
data will fall near the shaded band. If the data is more backPower between the QCD background artdproduction is
ground like, then the circles will be left of the band, more topP7(3) + Pr(4) followed by H. The data are presented in
quark like and the circles will be to the right of the band. tabular form in Table XI. _ .
The means for the 322-event standard 3-jet sample are The primary purpose of these plots is to show the consis-
displayed in Fig. 8. The vertical shaded band centered offncy of the data with the Monte Carlo predictions con-
20% shows the expected top quark fraction and its uncerstrained by the measuret fraction and the previously mea-
tainty. Since this sample is mostly background, it is more asured top mass of 175 Ged#. One caveat concerning these
check thatvecBos is a good predictor of the QCD back- plots is that there are significant correlations between many

ground than thatiERWIG is a good predictor oft kinemat-  of the variables. For example, in events wherettardt are
ics. The lengths of the arrows on the plot represent the stgroduced at highP;, the average values of all of the energy
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FIG. 12. Comparison of the data with Monte Carlo predictions FIG. 13. Comparison of the data with Monte Carlo predictions
for P{(1). Differential plots are on the left; the solid points with for P+(3). Differential plots are on the left; the solid points with
error bars are the data and the histograms are the Monte Carkrror bars are the data and the histograms are the Monte Carlo
predictions normalized to the data. The integral significance plotgredictions normalized to the data. The integral significance plots
are on the right; the data are the solid points. The shaded band is tlaee on the right; the data are the solid points. The shaded band is the
prediction for the expected mixture of and QCD background for prediction for the expected mixture of and QCD background for
a top quark mass of 175 Gedft the hatched band is the equivalent a top quark mass of 175 Ged#/ the hatched band is the equivalent
for a top quark mass of 185 Ged The width of the bands rep- for a top quark mass of 185 Ged. The width of the bands rep-
resents the uncertainty in the QCD background du®foscale  resents the uncertainty in the QCD background du&foscale
variations. A data point one vertical unit from the shaded bandvariations. A data point one vertical unit from the shaded band
corresponds to a one deviation. corresponds to a one deviation.

variables will in general be larger. Because the variables arg°rrésponds fo the statistical uncertainty in the CDF mea-
correlated, they cannot be simply combined to yield a moréurement of the top quark mass in the lepton plus jets chan-

sensitive comparison of the observed and predicted means?€! [10]. No contribution due to the systematic uncertainty in
this measurement is included since it is dominated by jet

. o energy scale effects which are considered separéeby be-
A. Systematic uncertainties low). Reductions to the uncertainty in the top quark mass
The main systematic uncertainties are discussed in thigom the inclusion of results from other channels and other
section. Two important items, the mass of the top quark an@xperiments make this systematic error an upper limit.
the shapes of the QCD background spectrum, were discussed The jet energy scale systematic affects the predictions for
in Sec. VI. The other major source of uncertainty, the jetboth QCD background antt. It is a measure of how well
energy scalg¢10], is examined below. Other less important the fully reconstructed jet energy provided by the Monte
contributors to the systematic uncertainty in the Monte CarlaCarlo and detector simulation models that for the data. The
predictions include the parton distribution functions and thefollowing four quantities contribute to this difference: the
b-tagging bias. The effect of the principal systematic uncerstability of the calorimeter gaifabout 1%, the modeling of
tainties on the means of the Monte Carlo distributions arghe variation in the relative response of the detector as a
summarized in Tables Xl and XIll for the regular set of function of 5 (varies from 0.2% and 4.0§6the measured
variables. absolute energy response of the central calorimébout
One measure of the uncertainty in thiecBos distribu-  3%), and the Monte Carlo modeling of the fraction of the
tions is the difference in predictions for two reasonably ex-energy in a jet that is deposited in the clustering cone of 0.4
treme Q? scales:(Pt)2 and M\ZN. The shifts in the means (1%-6%. These four quantities are added in quadrature and
correspond to the widths of the cross hatchedsosbands the resulting uncertainty is used to shift the energy in the
in Fig. 2. The half-widths of these bands are listed asclustering cone on a jet-by-jet basis for large Monte Carlo
VECBOS systematic uncertainties in Tables XIl and XIll. samples of events. The shift in the jet energy varies from
The systematic uncertainty due to a 4.8 G&V#hift in 10% for the lowesP jets to 3% for the higheP+ jets and
the top quark mass is included in Tables XlI and XIII. This on average is about 5%. The resulting shifts in the means of
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FIG. 14. Comparison of the data with Monte Carlo predictions FIG. 15. Comparison of the data with Monte Carlo predictions
for P;(3) + P(4). Differential plots are on the left; the solid for H. Differential plots are on the left; the solid points with error
points with error bars are the data and the histograms are the Montsars are the data and the histograms are the Monte Carlo predictions
Carlo predictions normalized to the data. The integral significancenormalized to the data. The integral significance plots are on the
plots are on the right; the data are the solid points. The shaded bamiht; the data are the solid points. The shaded band is the predic-
is the prediction for the expected mixture tf and QCD back- tion for the expected mixture dt and QCD background for a top
ground for a top quark mass of 175 Ge%/ the hatched band is the quark mass of 175 Ge¥w?; the hatched band is the equivalent for a
equivalent for a top quark mass of 185 Ge¥/The width of the  top quark mass of 185 Ge¥4. The width of the bands represents
bands represents the uncertainty in the QCD background d@é to the uncertainty in the QCD background dueQb scale variations.
scale variations. A data point one vertical unit from the shaded bandé data point one vertical unit from the shaded band corresponds to
corresponds to a one deviation. a oneco deviation.

. ) the shapes of the kinematic distributions observed in the data

VECBOS andHERWIG tt. the QCD background andERWIG to modeltt production.

The effect of any of the individual systematic errors onThere is one figure for each variable; the top two plots in
the Monte Carlo prediction for the expected mix\@&CBOS  gach figure are for the standard 3-jet sample and the bottom
plus HERWIG tt is smaller than the statistical uncertainty in two plots are for the SVXb-tagged sample.
the data. For the standard 3-jet sample, which tests primarily The plots on the left are differential plots showing the
the modeling of the background eCBOS the total uncer- number of events versus the value of the variable. The points
tainty for jet P variables due to the systematic errors exam-with error bars are the data and the shaded area is the pre-
ined in this section are typically comparable to or slightly giction for the expected mixture of QCD background ahd
less than the statistical uncertainty in the data; the systematighe Monte Carlo histograms are normalized to the number
uncertainty for other variables is smaller. For the SVXof gbserved events. In general the data have the same shape
b-tagged sample, which tests primarily the modelingtbf as the shaded area.
production byHERWIG, the total systematic uncertainty for ~ The plots on the right are integral significance plots. The
the jet Pt variables is typically half of the statistical uncer- horizontal axis is still the value of the variable, but the ver-
tainty in the data; the systematic uncertainty for other varitical axis is the difference between the integral of the data
ables is smaller. These systematic uncertainties are smalbove that point and the predicted integral for a pure back-
enough to allow a meaningful comparison between theground sample divided by the statistical uncertainty in the

Monte Carlo prediction and the data. integral of the data. These integrals, when properly normal-
ized, become the fraction of the events above the evaluation
VIIl. COMPARISON OF DISTRIBUTIONS point and are denoted as “Fr@atd” and “Frac(vECBOS).”

] o The ordinate can be expressed in terms of these fractions:
In the previous section it was shown that the means of the

distributions agreed with the predictions for the expected Fraq datg —Fraq VECBOY)

mixture of QCD background artd . Figures 10—17 compare ordinate= o )
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FIG. 16. Comparison of the data with Monte Carlo predictions  FIG. 17. Comparison of the data with Monte Carlo predictions
for massW + 4 Jets. Differential plots are on the left; the solid for the aplanarity. Differential plots are on the left; the solid points
points with error bars are the data and the histograms are the Montgith error bars are the data and the histograms are the Monte Carlo
Carlo predictions normalized to the data. The integral significancéredictions normalized to the data. The integral significance plots
plots are on the right; the data are the solid points. The shaded bargte on the right; the data are the solid points. The shaded band is the
is the prediction for the expected mixture of and QCD back-  prediction for the expected mixture of and QCD background for
ground for a top quark mass of 175 Ge¥/the hatched band is the  a top quark mass of 175 Ge the hatched band is the equivalent
equivalent for a top quark mass of 185 Ge¥/The width of the  for a top quark mass of 185 Ged#. The width of the bands rep-

bands represents the uncertainty in the QCD background dQé to resents the uncertainty in the QCD background du&foscale
scale variations. A data point one vertical unit from the shaded bangariations. A data point one vertical unit from the shaded band

corresponds to a one deviation. corresponds to a one deviation.
where distributions where statistics are low. Note that within inte-
gral plots there are large correlations between adjacent
[Fradmix)+ 1/N]J[ 1— Fradmix)+ 1/N] points.
o= N : Figures 10 and 11 show the distributions f@¢(lepton

andE+. The predictions are similar for botrecBosand the

“Frac(mix)” is the fraction of the expected mixture of €xpected mixture of/ECBOS and HERWIG tt, but the data
agree better with the latter predictions. Figures 12 and 13
isplay theP distributions for the highesP; jet and the
hird highest P; jet. Figures 14 and 15 showP+(3)

VECBOS andHERWIG tt above the point being plotted amd
is the total number of events in the data sample. In the limi

of large N, the expression foo- becomes the more familiar + P-(4) andH, both of which depend strongly on jk,

VFrac(mix) 1—Frac(mix)]/N. . . . .
The solid points are the data and the shaded band shom'fsor these variables the data are consistent with the predic-

the Monte Carlo prediction for the expected mixture oftions for the expected mixture oECBOSandHERWIG tt and
differ by severalo from the predictions for pur&ecsos

VECBOS and HERWIG tt evaluated for a top quark mass of _. . L
175 GeVt2?. The width of the band quantifies the difference F|gu.re 1§ shows the mdw+4 jets which is a goqd ap-
between the twaQ? scales forvECBOS of (P1)2 and M2,. proximation to the invariant mass of the system. This is a

The hatched band is the equivalent prediction for a top quarQartlcularly interesting variable in the context of nonstaldard
mass of 185 Ge\t?. Deviations from the predicted behavior model theories which postulate the existence of high rhiass
are contained in the vertical difference between the dat&€sonance$8]. There is no indication in Fig. 16 of extra
points and the bands; this difference is in units of the statisproduction at hight invariant masses. Figure 17 shows the
tical uncertainty in the data. The significance of the differ-aplanarity, which has little dependence on top mass as evi-
ence between the data integral and the prediction band @enced by the consistency between the shaded and hatched
easily read off of the plot for any value of the variable. bands.

Integral plots are sensitive to the same differences in shape In order to be more quantitative in the comparisons, some
as the KS test and are useful when studying the tails oftandard statistical tests have been applied. For each differ-
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TABLE XIV. The x? probabilities and K§Kolmogorov-Smirnoy probabilities from a comparison of the
data to the Monte Carlo predictions as shown in the distribution plots. Columns 2 and 3 are for the 322-event
standard 3-jet sample and columns 4 and 5 are for the 34-eventbSd¥ged sample.

Top quark mass for Monte Cardl75 GeVE?

KS X° KS

(probabllltw (probability) (prObablllt)b (probability)
Variable W+3 jet W+3 jet SVX b tag SVX b tag
P+(lepton 0.68 0.59 0.99 0.95
Er 0.70 0.93 0.22 0.19
P+(W leptonio 0.45 0.72 0.73 0.88
P+(1) 0.52 0.06 0.37 0.54
P+(2) 0.40 0.80 0.60 0.69
P+(3) 0.58 0.97 0.30 0.94
Min massgjj) 0.26 0.75 0.08 0.56
H 0.12 0.10 0.99 1.00
P+(3)+P1(4) 0.56 0.40 0.59 0.94
MassW+4 jets 0.02 0.04 0.95 0.97
3P, /3Py 0.12 0.12 0.47 0.49
€o0SO™ )max 0.59 0.37 0.37 0.55
Circularity 0.32 0.48 0.66 0.93
Aplanarity 0.13 0.68 0.29 0.58
AR pMiY/p_(leptor) 0.76 0.50 0.86 0.98
Average 0.41 0.50 0.56 0.75

ential histogram, &? is calculated from the comparison of average probabilities indicate good agreement with Monte
the distribution observed in the data with the predicted onéCarlo predictions; they are la3or less from their expected
and the corresponding probability evaluated. This probabilitywalues of 0.50 and 0.62, respectively. Since this sample is
should be uniformly distributed between 0 and 1 if the pre-mostly tt, this is primarily a check that the standard model
dicted distribution is consistent with being the parent popu- correctly describest production.
lation for the data. The? and corresponding probability are
calculated using the binning that is shown in Figs. 10-17 and
with similar binning for those variables not accompanied by
a p|ot IX. CONCLUSIONS

In addition the KS test is used to determine the probabili- — ) )
ties that the integral distributions of the data are consistent Monte Carlo generators fat production were examined

with the predictions for the expected mixture\atcsos and or consistency with particular attention paid to the effects of
HERWIG £T. The KS test is done using binned data with bin gluon radiation. Kinematic distributions of simulated events

) o .9 ) corrected for detector response were in good agreement for
ning that is finer than that shown in Figs. 10-@ypically -~ dc A both of which implement color coher-
50—-100 bing The binning causes the normally uniform '

" S ence in parton showers. Differences were apparent in the
probability dlstr|_but|on between O and_ .1 to be skewed O spseT predictions for variables expected to be sensitive to
larger values with an average probability between 0.6 an§|

. . . uon radiation. The sizes of the dominant components in the
0.65 depending on the sample size and the effective numbdr
of bins. ata, the QCDN/Z+jets background and the signal, were

Table XIV shows both thg? and binned KS probabilities determmed from thé- tagg'lng efficiencies for each anq the .
of the two data sets for a diverse set of 15 variables. Th&-tad99ing rates observed in the data. Small rates or similari-
expected statistical uncertainty in the average probability usieS in the other background components indicated that the
ing either test is slightly less than 0.08 for 15 uncorrelated’ECBOS Wjets generator was suitable for modeling the ki-
variables; however, correlations between similar variables ifi€matic characteristics of all the background. Individual ki-
the same event increase the expected statistical uncertainty f¢Matic variables were examined for sensitivity to the top
the average probability to about 0.10 for the specific set ofluark mass and their utility in discriminating betwei¢rand
15 variables. For the 322-event standard 3-jet sample, whictie QCD background. o
is mostly nontt background, the average? probability is Using HERWIG to simulate standard modét production
0.41 and the average KS probability is 0.50. Both average@ndVECBOS to describe the background, kinematic distribu-
are acceptable; they are &.3r less from their expected tions in the data were compared to Monte Carlo predictions
values of 0.50 and 0.63, respectively. For the 34-event SVsing both plots and standard statistical tests. The selection
b-tagged sample the averagé probability is 0.56 and the ©f variables was chosen to be sensitive to different aspects of
average KS probability is 0.75. The larger values of theset production. These included tHe; of the higherP jets,
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the lowerP+ jets, theb-tagged jets, the leptons, and sums ofthat the standard-model leading-ordematrix element with
these. Other variables were the m#@gs4 jets which con-  parton shower evolution reproduces the data well.

tains longitudinal energy, shape variables such as aplanarity,

centrality variables such as c@5},.x, and variables sensi-
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