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Abstract—Emerging applications of wireless sensor networks (WSNs) require real-time quality of service (QoS) guarantees to be provided by the network. However, designing real-time scheduling and communication solutions for these networks is challenging since the characteristics of QoS metrics in WSNs are not well known yet. Due to the nature of wireless connectivity, it is infeasible to satisfy worst-case QoS requirements in WSNs. Instead, probabilistic QoS guarantees should be provided, which requires the definition of probabilistic QoS metrics. To provide an analytical tool for the development of real-time solutions, in this paper, the distribution of end-to-end delay in multi-hop WSNs is investigated. Accordingly, a comprehensive and accurate cross-layer analysis framework, which employs a stochastic queueing model in realistic channel environments, is developed. This framework captures the heterogeneity in WSNs in terms of channel quality, transmit power, queue length, and communication protocols. A case study with the TinyOS CSMA/CA MAC protocol is conducted to show how the developed framework can analytically predict the distribution of end-to-end delay. Testbed experiments are provided to validate the developed model. The cross-layer framework can be used to identify the relationships between network parameters and the distribution of end-to-end delay and accordingly, to design real-time solutions for WSNs. Our ongoing work suggests that this framework can be easily extended to model additional QoS metrics such as energy consumption distribution. To the best of our knowledge, this is the first work to investigate probabilistic QoS guarantees in WSNs.

I. INTRODUCTION

Wireless sensor networks (WSNs) have been utilized in many applications as both a connectivity infrastructure and a distributed data generation network due to their ubiquitous and flexible nature [1]. Increasingly, a large number of WSN applications require real-time quality of service (QoS) guarantees [2]. Such QoS requirements usually depend on two common parameters: timing and reliability. The resource constraints of WSNs, however, limit the extent to which these requirements can be guaranteed. Furthermore, the random effects of the wireless channel prohibits the development of strict QoS guarantees in these multi-hop networks. Consequently, a probabilistic analysis of QoS guarantees is essential to address both timing and reliability requirements. In this work, we focus on the probability distribution of the end-to-end delay in WSNs. Characterization of the end-to-end delay distribution is fundamental for real-time communication applications with probabilistic QoS guarantees. Indeed, the cumulative distribution function (cdf) of the delay for a given deadline can be used as a probabilistic metric for reliability and timeliness.

Characterizing delay in distributed systems has been investigated in different contexts. Recent work has analyzed the latency performance of WSNs in terms of its first order statistics, i.e., the mean and the variance [3], [4], [5], [6], [7]. However, complex and cross-layer interactions in multi-hop WSNs prevent complete characterization of the delay through only the mean and variance measures. Several efforts have been made to provide probabilistic bounds on delay. As an example, the concept of Network Calculus [8] has been extended to derive probabilistic bounds for delay through worst case analysis [9], [10]. However, because of the randomness in wireless communication and the low power nature of the communication links in WSNs, these worst case bounds cannot capture the stochastic behavior of end-to-end delay. Moreover, work on real-time queueing theory [11], [12] provides stochastic models for unreliable networks. However, these models consider heavy traffic rate, which is not applicable for WSNs. Recently, probabilistic analysis of delay has been performed for broadcast networks [13], [14], [15], [16], [17] considering several medium access control (MAC) protocols. While the channel contention has been adequately modeled in these studies, additional delay due to multi-hop communication, queuing delay, and wireless channel errors have not been captured. Capturing these cross-layer effects is imperative to completely characterize the delay distribution in WSNs.

Our goal is to provide a comprehensive analytical model for distribution of end-to-end delay in WSNs. Accordingly, the contributions of this paper are as follows: First, we develop a comprehensive and accurate cross-layer analysis framework to characterize the end-to-end delay distribution in WSNs. Second, the effects of heterogeneity in WSNs on latency is captured in terms of channel quality, transmit power, queue length, and communication protocols. Third, the developed framework highlights the relationships between network parameters and the delay distribution in multi-hop WSNs. Using this framework, real-time scheduling, deployment, admission control, and communication solutions can be developed to provide probabilistic QoS guarantees. To the best of our knowledge, this is the first work that provides a probabilistic cross-layer analysis of end-to-end delay in WSNs.

The remainder of this paper is organized as follows: Related work in this area is summarized in Section II. In Section III, the end-to-end delay distribution problem is formally defined, and an overview of our Markovian model is provided. The detailed derivation of the single-hop delay distribution is described in Section IV with a case study for the CSMA/CA MAC protocol in Section V. Derivation of the end-to-end delay distribution is then given in Section VI. Experimental results are provided in Section VII to validate the developed model. Finally, Section VIII concludes the paper.
The problem of probabilistic QoS guarantees is not trivial and has attracted a large amount of research in recent years. The concept of Network Calculus [8] has been extended to support probabilistic delay bounds in [10], [9], [18], [19]. The network calculus and its probabilistic extensions are based on the min-plus algebra to provide traffic curves and service curves, which are deterministic (or statistic) bounds of traffic rate and service time, respectively. In these studies, the worst case performance bounds are analyzed. However, determining worst case bounds has limited applicability in WSNs for three reasons: First, because of the randomness in wireless communication and the low power nature of the communication links, worst case bounds do not exist in most practical scenarios. Second, the large variance in the end-to-end delay in WSNs results in loose bounds that cannot accurately characterize the delay distribution. Finally, most applications tolerate packet loss for a lower delay of higher priority packets since the efficiency of the system is improved. These motivate the need for probabilistic delay analysis rather than worst case bounds.

Moreover, work on real-time queuing theory [11], [12] combines real-time theory and queuing theory to provide stochastic models for unreliable networks. However, these models consider heavy traffic rate (usually saturation mode), which is not applicable for WSNs. Our approach in this paper is similar to real-time queuing theory [11] in that we use a stochastic queuing model for the analysis. In contrast, we do not focus on the real-time scheduling problem, which has been discussed intensively in the literature [11], [12], [20]. Rather, we aim to provide an analytical tool to help develop real-time scheduling and communication solutions.

Recently, a large amount of studies have analyzed the delay distribution of MAC protocols for wireless networks and WSNs, in particular. The access delay of several MAC protocols has been investigated including IEEE 802.11b DCF protocol [21] in [13], [16], [17], IEEE 802.15.4 protocol in [15], and TDMA protocols in [14]. However, in these studies, a broadcast network is considered, where each node can hear the transmission of each other. Moreover, in [13], [16], [17], saturated traffic is considered. Consequently, the multi-hop communication effects due to hidden node problems and the low traffic rate of WSNs cannot be captured.

The distribution of link layer retransmissions are modeled in [22]. While the distribution of the number of retransmissions is obtained, the transmission time is regarded the same for each attempt. Hence, the resulting delay distribution model does not consider the uncertainty due to random backoffs of CSMA/CA protocols. In [23], the end-to-end delay distribution in a linear network is derived for homogeneous networks. However, this model assumes infinite queue lengths at each node, which may not be practical considering the resource constraints of sensor nodes. Finally, in [24] and [25], empirical measurements and estimations are used to route packets so that a probabilistic guarantee of delay is provided. These solutions exploit on-the-fly measurements but do not provide analytical results.

It can be observed that accurately characterizing end-to-end delay in WSNs is still an open problem. In the following, we provide a cross-layer analysis framework toward this goal.
that in some applications, the traffic generated for the physical event can be bursty. For simplicity this traffic pattern is not considered in this paper, and is left for future work.

While the locally generated traffic mainly depends on the physical phenomena of interest and the application type, the relay traffic depends on the network parameters. While characterization of the relay traffic is out of the scope of this paper, we approximate this distribution based on empirical measurements. Testbed experiments have been performed to estimate the distribution of the inter-arrival time of packets in a 10-hop chain network for both types of applications, i.e., monitoring and event-based for low and high traffic rates. In each experiment, each node uses the TinyOS CSMA/CA MAC protocol and generates packets according to either a CBR model (monitoring) or a Poisson process (event-based). Each node transmits its generated packets and the received packets from its neighbors to the next node toward the end of the chain. The distribution of the inter-arrival time of the packets is recorded at the end of the chain. The empirical cdf of the inter-arrival time is shown in Figure 1 along with an exponential distribution model for four cases.1 The results reveal that except the inter-arrival time is shown in Figure 1 along with an exponential distribution closely models the inter-arrival rate. Accordingly, the state transitions occur only inside a layer or from layer $m+1$ to $m$.

Before the packet arrives, i.e., at $t = t_u$, the system is in one of the states according to the equilibrium state probability vector of $\{X_n\}$. Using this vector, the initial state probability vector for $\{Y_n\}$ is found. To derive the single-hop delay distribution, the absorption time of the Markov chain $\{Y_n\}$ is considered. More specifically, the pmf of the number of transitions, $K$, needed for $\{Y_n\}$ to absorb can be obtained by the phase-type distribution [26]:

$$f_K(k) = \alpha_Y P_{Y}^{k-1} t_Y,$$  \hspace{1cm} (1)

where $\alpha_Y$ is the initial state probability vector of $\{Y_n\}$, $P_Y$ is the transition probability matrix among the transient states, and $t_Y$ is the transition probability matrix from the transient states to the absorbing states. Accordingly, the distribution of the single-hop delay is given by

$$f_{sh}(t) = f_K \left( \left[ \frac{t}{t_0} \right] \right).$$  \hspace{1cm} (2)

In Section IV, we provide the details about the construction of these two Markov chains, based on which the single-hop delay distribution is obtained. The TinyOS CSMA MAC protocol is then analyzed as a special case in Section V.

### B. End-to-end Delay Distribution

With each hop modeled as a Geom/PH/1/M queue, the entire network is considered a queuing network. Nodes are interrelated according to the traffic constraints. More specifically, the successfully transmitted traffic rate from one node should be equal to the sum of the incoming relay traffic rate at each of the next-hop neighbors of the node.

---

1The exponential distribution shown in the figures are chosen such that their mean equals the measured inter-arrival times.

---

![Figure 1](image-url)
The transition matrices, $P_Z$ and $t_Z$, in (1) are constructed with the knowledge of the traffic rate, $\lambda$, and the MAC protocol operation. Moreover, $\alpha_Y$ in (1) is found according to the equilibrium behavior of the node, which is governed by the Markov chain, $\{X_n\}$, as will be explained in the following.

At any time, a typical WSN node is either in a packet transmission attempt or an idle state depending on the MAC protocol. To make the model tractable, the receiving time for the packets are ignored. This is motivated by the fact that the receiving time for a packet is already included in the transmitting time and is usually much smaller than the service time of the packet, which includes the channel access delay in addition to packet transmission.

For the derivation of $\{Y_n\}$, first $\{X_n\}$ is generated. The difference between $\{X_n\}$ and $\{Y_n\}$ lies in the inter-layer transitions. For $\{X_n\}$, an idle state in layer 0 is considered as shown in Fig. 2(a). A node enters the idle state when it has no packets to transmit. When there is a new arriving packet, the Markov chain transits to the layer above and when the service for a packet is complete (successfully transmitted or dropped), the chain transits to a lower layer. This is actually a description of the equilibrium behavior of the node handling packet transmissions. On the other hand, in $\{Y_n\}$, there is no idle state. Instead, the absorbing chain starts when a packet arrives, and absorbs when that particular packet is served. Note that in a queue without priority, new packets that arrive after the absorbing chain starts do not interfere with the waiting time of the packet. Therefore, in $\{Y_n\}$, there are no transitions to higher layers.

In the following, we will first discuss the construction of the Markov chains $\{X_n\}$ and $\{Y_n\}$. Then, the equilibrium state probability vector $\pi$ is obtained for $\{X_n\}$, which is then used to derive the initial probability $\alpha_Y$ for $\{Y_n\}$. Finally the pmf of absorbing time, $K$, for $\{Y_n\}$ is obtained.

A. Constructing Markov chain $\{X_n\}$

As shown in Figure 2, Markov chains $\{X_n\}$ and $\{Y_n\}$ are divided into layers and each layer is further divided into $\{Z_n\}$ blocks, which represents the process of a single transmission attempt. The Markov chain, $\{Z_n\}$, is characterized by the following:

- $P_Z$, the transition probability matrix among the states in $\{Z_n\}$,
- $\alpha_Z$, the initial probability vector for $\{Z_n\}$, and
- $t^s_Z$ and $t^f_Z$, the probability vector from each state in $\{Z_n\}$ to complete the transmission attempt successfully or unsuccessfully, respectively.

The states and the transitions related to $\{Z_n\}$ depend on the MAC protocol employed. For now, we assume that these matrices are known and a case study to obtain them for the TinyOS CSMA/CA protocol is provided in Section V. Accordingly, the transition probability matrix among the states in a single layer in $\{X_n\}$ is

$$P_L = \begin{bmatrix}
P_Z & t^s_Z \alpha_Z & 0 \\
\vdots & \ddots & \vdots \\
0 & \ddots & P_Z \\
0 & & t^f_Z \alpha_Z \\
P_Z & & P_Z
\end{bmatrix},$$

where the number of $P_Z$ blocks in $P_L$ is equal to $N_{tx}$, i.e., the maximum number of attempts for each packet transmission. Moreover, the initial probability vector, $\alpha_L$, and the probability vectors, $t^s_L$ and $t^f_L$, to complete a layer in success and failure are

$$\alpha_L = \begin{bmatrix} \alpha_Z & 0 & \cdots & 0 \end{bmatrix},$$

$$t^s_L = \begin{bmatrix} t^s_Z & t^s_Z & \cdots & t^s_Z \end{bmatrix}^T,$n

$$t^f_L = \begin{bmatrix} 0 & 0 & \cdots & t^f_L \end{bmatrix}^T,$$

respectively, where there are $N_{tx}$ blocks in each vector, corresponding to each of the transmission attempts in the layer.
The transition probability matrix, \( Q_X \), of the entire Markov chain \( \{X_n\} \) can then be found according to transitions between different states at each layer as explained next.

For layer \( m \), \( 1 \leq m \leq M-1 \), the queue is not full. Whenever a packet arrives, the process transits to a higher layer since the queue length increases. The probabilities of such transitions are governed by the probability matrix

\[
A_u = \lambda P_L, \tag{7}
\]

where \( \lambda \) is the traffic rate in each time unit. The transition probability matrix at the same level \( m \), \( 1 \leq m \leq M-1 \), is

\[
A_s = \lambda t_L \alpha_L + (1 - \lambda) P_L, \tag{8}
\]

where \( t_L = t_L^s + t_L^d \) is the completion probability vector in each layer regardless of success or failure. In (8), the first term captures the case where a locally generated packet arrives at the same time unit that a packet service is completed. The second term in (8) is for the case where neither service completion nor new packet arrivals occur during the time unit. In both cases, the Markov chain stays at the same level \( m \), \( 1 \leq m \leq M-1 \).

At layer \( m = M \), the queue is full. Hence, new arriving packets are directly dropped. Therefore, the transition probability matrix in this layer is \( A_u + A_1 \).

When there is no packet arrival and the current packet service is completed at the current time unit, the Markov chain transitions to one layer below. The transition probability matrix from level \( m + 1 \) to level \( m \), \( 1 \leq m \leq M-1 \) is

\[
A_d = (1 - \lambda) t_L \alpha_L. \tag{9}
\]

The transition probabilities are similar when the idle state is considered as shown below:

\[
A_{u0} = \lambda \alpha_L, \quad A_{d0} = (1 - \lambda) t_L, \quad A_{s0} = 1 - \lambda, \tag{10}
\]

where \( \lambda \) is the input packet rate, \( \alpha_L \) is given in (4), and \( t_L = t_L^s + t_L^d \), which are given in (5) and (6), respectively. When the node is idle and a new packet arrives, the Markov chain transits from the idle state to layer 1 according to \( A_{u0} \). When the service is completed for the only packet in the system and no new packet arrives, the transition stays from layer 1 to the idle state according to \( A_{d0} \). Finally, the transition probability with which the node stays in the idle state is given in \( A_{s0} \).

Using (7)-(10), the transition probability matrix \( Q_X \) for the entire recurrent Markov chain \( \{X_n\} \), can be constructed as follows:

\[
Q_X = \begin{bmatrix}
A_{s0} & A_{u0} & 0 \\
A_{d0} & A_s & A_u \\
A_d & \cdots & \cdots \\
0 & \cdots & A_s & A_d & A_s + A_u
\end{bmatrix}, \tag{11}
\]

where each non-zero block corresponds to the transition probability among all layers. The duration of the time unit \( T_u \) is chosen to be small enough such that the probability of having two or more transitions in a single time unit is negligible. Moreover, since packet arrivals are governed by a Bernoulli process, it is only possible for \( \{X_n\} \) to have intra-layer transitions and inter-layer transitions to adjacent layers. Also note that the first row and column in \( Q_X \) corresponds to the transition probabilities from and to the idle state, respectively.

### B. Equilibrium State Probabilities for \( \{X_n\} \)

After \( Q_X \) is known, the equilibrium state probability vector, \( \pi \), for \( \{X_n\} \) can be calculated. This vector is used to derive the initial probability vector for \( \{Y_n\} \) in order to derive the single-hop delay distribution. Suppose \( \pi = (\pi_0, \pi_1, \ldots, \pi_m, \ldots, \pi_M) \), where \( \pi_m \) is the stationary probability vector for states in layer \( m \), \( 0 \leq m \leq M \). According to [27]:

\[
\pi_m = \pi_{m-1} R, \quad 2 \leq m \leq M-1, \tag{12}
\]

where \( R \) is a constant rate matrix. Since,

\[
\pi_{m-1} A_u + \pi_m A_s + \pi_{m+1} A_d = \pi_m, \quad 2 \leq m \leq M-1,
\]

the following iterative computation is conducted to solve for \( R \) [27]:

\[
R^{(n+1)} = -A_u (A_s - I)^{-1} - (R^{(n)})^2 A_d A_s^{-1}, \tag{13}
\]

where \( R^{(0)} = 0 \). The iteration continues until there is a negligible difference between \( R^{(n+1)} \) and \( R^{(n)} \). Consequently, considering \( \pi_m = \pi_1 R^{m-1}, 2 \leq m \leq M-1, \pi \) can be solved for \( M \geq 2 \), as follows:

\[
\begin{cases}
\pi_0 + \pi_1 (I - R^{M-1}) (I - R)^{-1} e + \pi_M e = 1 \\
\pi_0 (A_{s0} - 1) + \pi_1 A_{d0} = 0 \\
\pi_0 A_{u0} + \pi_1 (A_s - I + RA_d) = 0 \\
\pi_{M-1} A_u + \pi_M (A_s + A_u - I) = 0
\end{cases} \tag{14}
\]

and for \( M = 1 \), as follows:

\[
\begin{cases}
\pi_0 + \pi_1 e = 1 \\
\pi_0 (A_{s0} - 1) + \pi_1 A_{d0} = 0 \\
\pi_0 A_{u0} + \pi_1 (A_s + A_u - I) = 0
\end{cases} \tag{15}
\]

where \( e \) is a properly dimensioned column vector of all 1’s.

### C. Absorbing time for \( \{Y_n\} \)

To obtain the distribution of single-hop delay for a packet, \( \{Y_n\} \) is constructed similar to \( \{X_n\} \) as explained in Section III. Before the packet arrives, the system is in one of the states according to the equilibrium state probability vector, \( \pi \). After the new packet arrives, if the queue is full, the packet is immediately dropped with the probability \( p_d = \pi_M A_u e \).

Otherwise, the packet is inserted into the queue. The probability vector that the node is in a specific state after the new packet arrives is \( \pi' = \pi Q_Y \), where \( Q_Y \) is the transition probability matrix of \( \{Y_n\} \) conditioned on the fact that the new packet arrives. It is derived from \( Q_X \) in (11) by assigning \( \lambda = 1 \) (7), (8), and (9) and replacing \( A_s + A_u \) with \( A_s \). Note that \( A_u \) in the bottom-right block accounts for the transition that will cause a packet to drop because of a full queue. Then, \( \pi' \) is the initial probability vector for \( \{Y_n\} \).

Accordingly, the transition probability matrix for \( \{Y_n\} \) is

\[
Q_Y = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \pi_0 \end{bmatrix} t'_{u}, \tag{16}
\]

where the transition probabilities from and to the absorbing states \( S_{\text{succ}} \) and \( S_{\text{fail}} \) are listed in the first two rows and columns, respectively. The bottom-right block of \( Q_Y \) is the
transition probability matrix among the transient states, and is given by

$$
P_Y = \begin{bmatrix}
P_L & t_L \alpha_L & P_L \\
0 & \ddots & \ddots \\
0 & \ddots & P_L
\end{bmatrix}.
$$  \hspace{1cm} (17)

This is obtained from (11) by removing the first row and first column, and letting $\lambda = 0$ in (7), (8), and (9) for each remaining block. The transition probability vectors from each of the transient states to the absorbing states are

$$
t^s_Y = [ t^s_L \ 0 \ 0 \ \cdots ]^T, \quad t^f_Y = [ t^f_L \ 0 \ 0 \ \cdots ]^T,
$$  \hspace{1cm} (18)

respectively, where $t^s_L$ and $t^f_L$ are given in (5) and (6), respectively. Finally, the $pmf$ of the number of transitions, $K$, a packet should wait before being transmitted and dropped are

$$
f_K^s(k) = \alpha_Y P_Y^{k-1} t^s_Y, \quad f_K^f(k) = \alpha_Y P_Y^{k-1} t^f_Y,
$$  \hspace{1cm} (19)

respectively, where $\alpha_Y = (\pi'_1, \pi'_2, \cdots, \pi'_M)$, i.e., $\pi'$ without the first element $\pi_1$. Adding $f_K^s(k)$ and $f_K^f(k)$ yields (1), and, $f_{sh}(t)$, the distribution of successful single-hop transmission delay measured in time units is obtained:

$$
f_{sh}(t) = f_K^s \left( \left\lfloor \frac{t}{T_u} \right\rfloor \right).
$$  \hspace{1cm} (20)

Using this model, the probability of successful transmission can also be found as follows:

$$
p_{deli} = \sum_{k=1}^{+\infty} f_K^s(k) = \alpha_Y (I - P_Y)^{-1} t^s_Y.
$$  \hspace{1cm} (21)

Of interest, the first two moments of the successful single-hop delay, which are widely used as the performance metrics in WSN applications, are

$$
\mu_K = \sum_{k=1}^{+\infty} k f_K^s(k) = \sum_{k=1}^{+\infty} k \alpha_Y P_Y^{k-1} t^s_Y,
$$

$$
\sigma_K^2 = \sum_{k=1}^{+\infty} k^2 f_K^s(k) - \mu_K^2 = \alpha_Y (2(I - P_Y)^{-3} - (I - P_Y)^{-2}) t^s_Y
$$

$$
- \mu_K^2,
$$  \hspace{1cm} (22)

respectively.

Next, we describe a case study for the construction of the Markov chain block, $\{Z_n\}$, for a single transmission attempt using TinyOS CSMA protocol.

V. CASE STUDY: TINYOS CSMA/CA PROTOCOL

In this section, we illustrate how single-hop delay distribution can be obtained for a particular MAC protocol. We use the TinyOS default CSMA/CA protocol [29], which is widely adopted by applications due to the popularity of TinyOS. Similar to the IEEE 802.15.4 protocol [30], a two-slot Clear Channel Assessment (CCA) is conducted before transmitting a packet. As discussed in Section II, there exist several studies that characterize the CSMA/CA protocol in a broadcast network. In this section, we refer to the framework in [15] for our analysis. Since multi-hop traffic and the hidden node problem are not considered in [15], we extend this analysis to the multi-hop case. Note that our aim in this section is not to propose yet another analysis of the TinyOS CSMA/CA protocol. Instead, we illustrate how the existing models for delay analysis of MAC protocols can be extended for our framework to determine the end-to-end delay distribution.

The Markov chain, $\{Z_n\}$, that models each transmission attempt is depicted in Fig. 3. Before each transmission, the packet in the queue is transferred from the microcontroller to the transceiver. The time needed for such transfer differs for various transceivers but is not negligible. Our experiments with TelosB nodes suggest that the durations of loading time before and after radio transmission are constant and are approximately 1.7 ms and 2.0 ns, respectively. Therefore, the data transfer delay is modeled by two additional state chains with a length corresponding to the transfer duration. These chains are the first and the last part of $\{Z_n\}$, denoted as $TX$ data transfer and $RX$ data transfer in Figure 3, respectively.

After the packet is transferred to the transceiver, a random initial backoff is conducted to arbitrate with other nodes. Then, the two-slot CCA is performed, which is followed by the packet transmission if both CCAs result in a clear channel. If the channel is busy, a random congestion backoff is conducted and the channel is sensed again. After the transmission is completed, the node waits for the acknowledgment from the receiver until ACK timeout.

For each transmission attempt, the corresponding block of the Markov chain is depicted in Figure 3, which is characterized by three variables in the chain: $p_1$ and $p_2$ are the probability that the node senses the channel busy in the first and second CCA, respectively, and $p_{coll}$ is the probability that a transmission attempt fails due to either channel noise or collisions. The derivation of each variable is explained next.

Suppose a packet is being transmitted from node $i$ to node $j$. We start by defining the probability of successful transmission, $p_{i,j}$, between two nodes $i$ and $j$ as follows:

$$
p_{i,j}^s = p_i^w (1 - p_{coll}) (1 - PER_{i,j}),
$$  \hspace{1cm} (24)

where $p_i^w$ is the probability that only node $i$ starts to transmit a packet, $p_{coll}$ is the probabilities of collision due to hidden terminal transmissions, and $PER_{i,j}$ is the packet error rate due to channel noise. In the remaining of this section, we describe the derivation of each term in (24), which will be used to find $p_1$, $p_2$, and $p_{coll}$ in $\{Z_n\}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Markov chain structure for each attempt for TinyOS CSMA protocol. $N_{CB1}$ and $N_{CB2}$ are the number of states representing the initial backoff and congestion backoff, respectively.}
\end{figure}
For the derivations, we first define the collision area, $\mathcal{C}_i$, of a node $i$ as the area in which all the neighbors interfere with node $i$. For two communicating nodes $i$ and $j$, both nodes reside in the intersection of the collision areas of these nodes, i.e., $\{i, j\} \in \mathcal{C}_{i,j}$, where $\mathcal{C}_{i,j} = \mathcal{C}_i \cap \mathcal{C}_j$. Moreover, the collision area of $i$ that is not in $\mathcal{C}_{i,j}$ is defined as $\mathcal{H}_{i,j} = \mathcal{C}_i \setminus \mathcal{C}_{i,j}$, which is the hidden node area of $i$ with respect to $j$. Essentially, nodes that reside in $\mathcal{H}_{i,j}$ cannot be heard by $j$. Similarly, the hidden node area of $j$ w.r.t. $i$ is denoted as $\mathcal{H}_{j,i}$.

The size of these areas $|\mathcal{C}_{i,j}|$, $|\mathcal{H}_{i,j}|$, and $|\mathcal{H}_{j,i}|$ can easily be obtained according to the distance between $i$ and $j$ and their respective interference ranges. Furthermore, the number of nodes in these areas depends on the network topology and density. We consider nodes are distributed according to a Poisson distribution with density $\rho$. Accordingly, the number of nodes in an area of size $|A|$ is $\rho |A|$. The first term $p^w_i$ in (24) is found by considering that no node $k \in \mathcal{C}_j$ other than node $i$ starts to transmit as follows:

$$p^w_i = \phi_i (1 - p_1)(1 - p_2) \prod_{k \in \mathcal{C}_j} (1 - \phi_k),$$  \hspace{1cm} (25)

where $\phi_i$ is the probability that node $i$ is in the first CCA state and is given in $\pi$, $p_1$ and $p_2$ are the probability that the node senses the first and the second CCA busy, respectively. Note that since heterogeneous network traffic is considered, $\phi_i$ may be different for different nodes.

The second parameter, $p_1$, in (25) is the probability that a node senses channel busy in the first CCA. It is equal to the probability that at least one other neighbor of $i$ starts a transmission in the past $L_{TX}$ or $L_{TX} + L_{ACK}$ slots, depending on whether the transmission is successful or not. $L_{TX}$ and $L_{ACK}$ are the number of slots required for a packet and an acknowledgment transmission, respectively. Thus,

$$p_1 = p_{send, c_j} L_{TX} + p_{ack} L_{ACK},$$  \hspace{1cm} (26)

where $p_{send, c_j}$ is the probability with which at least one node $k \in \mathcal{C}_j$ begins a transmission, and is given by

$$p_{send, c_j} = (1 - p_1)(1 - p_2) \left(1 - \prod_{k \in \mathcal{C}_j} (1 - \phi_k)\right),$$  \hspace{1cm} (27)

and $p_{ack}$ in (26) is the probability that an ACK packet is transmitted by at least one node in $\mathcal{C}_i$ during a time unit. Its value depends on the number of successful transmissions targeted into $\mathcal{C}_i$ and is not trivial to determine. Motivated by the fact that the traffic rate and channel conditions do not change dramatically within a small area in most WSN applications, $p_{ack}$ is approximated by the average probability of successful transmissions from inside $\mathcal{C}_i$. Thus,

$$p_{ack} = \sum_{k \in \mathcal{C}_i} p^s_k,$$  \hspace{1cm} (28)

and $p^s_k$ is the average value of $p^s_{k,r}$ defined in (24), with $r \in \mathcal{C}_i$, weighted on the traffic load node $k$ sends to each of node $r$ in its proximity.

Next, we consider $p_2$ in (25), which is the probability that a node senses the channel busy in the second CCA given that the first CCA is successful. According to [15] and [16]:

$$p_2 = \left[1 - \frac{2 - p^nc_{i,j}}{2 - p^nc_{i,j} + \prod_{k \in \mathcal{C}_i} (1 - \phi_k)} \right] (1 - \prod_{k \in \mathcal{C}_i} (1 - \phi_k))$$

$$+ \frac{1 - p^nc_{i,j}}{2 - p^nc_{i,j} + \prod_{k \in \mathcal{C}_i} (1 - \phi_k)},$$  \hspace{1cm} (29)

where $p^nc_{i,j}$ is the probability that a collision is observed on the channel on the condition that a transmission was going on. It is given by

$$p^nc_{i,j} = 1 - \sum_{k \in \mathcal{C}_i} p^w_k p_{send, c_i}.$$  \hspace{1cm} (30)

Using (26) and (29) in (25), the probability, $p^w_i$, that only node $i$ starts to transmit a packet can be found.

The second term in (24) is the collision rate, $p^{coll}_{i,j}$, and models the hidden node collisions. A collision of a packet from $i$ to $j$ with another packet occurs: (1) when a node in $\mathcal{H}_{j,i}$ transmits a packet in the $(-L_{TX}, +L_{TX})$ window around the time instance when $i$ starts transmission, or (2) when a node in $\mathcal{H}_{j,i}$ transmits an ACK in the $(-L_{ACK} + L_{TX})$ window around the time instance when $i$ starts transmission. Therefore $p^{coll}_{i,j}$ is

$$p^{coll}_{i,j} = 2L_{TX} p_{send, H_{i,j}} + (L_{TX} + L_{ACK}) p_{ack, H_{i,j}},$$  \hspace{1cm} (31)

where $p_{ack, H_{i,j}}$ can be defined similarly as in (28), and can be obtained by solving (24)(28)(31) for every node in the network. Considering the all WSN applications the collision probability is rather small, we use $p_{send, H_{i,j}}$ to approximate $p_{ack, H_{i,j}}$.

Finally, the third component in (24) is the packet error rate, $PER_{i,j}$, between $i$ and $j$, which depends on the transmission distance, transmission power, random multi-path and shadowing effects. In our model, we define the expected packet error rate for a pair of nodes according to the log-normal fading model in [31] as follows:

$$E[PER_{i,j}] = \int_{-\infty}^{+\infty} PER(\psi) Pr(\Psi dB(d) = \psi) d\psi,$$  \hspace{1cm} (32)

where the integration is taken w.r.t. the signal to noise ratio (SNR), $\psi$, $PER(\psi)$ is the PER that corresponds to a particular SNR, which can be found for the MicaZ or TelosB motes according to [32], $d$ is the distance between $i$ and $j$, and $\Psi(d)$ is given by [31]:

$$\Psi dB(d) = P_t - P_n - PL(d_0) - 10 \eta \log_{10} \left(\frac{d}{d_0}\right) + X_\sigma,$$  \hspace{1cm} (33)

where $P_t$ is the transmit power, $P_n$ is the noise power in dBm, and $PL(d_0)$ is the path loss at a reference distance $d_0$, $\eta$ is the path loss exponent, and $X_\sigma$ is the log-normal random variable.

As a result, using (25), (31), and (32) in (24), the probability of successful transmission can be found. Consequently, the probability that a transmission from $i$ to $j$ fails due to either channel noise or collision, given that the channel access was successful is given by

$$p^{f}_{i,j} = \frac{1 - p^w_{i,j}}{\phi_i (1 - p_1)(1 - p_2)},$$  \hspace{1cm} (34)

[2] With a slight abuse of notation, in the following, we exclude the nodes $i$ and $j$ from the nodes in these areas.
where $p_{i,j}$, $p_1$, and $p_2$ are given in (24), (26), and (29), respectively. Then, $p_{i,j}'$ is averaged among all destinations, $j$, as the approximation of $p_{i,j}$ for each node $i$. As suggested in (24), the value of $p_{i,j}'$ depends on the channel conditions and the collision probability. Considering a channel-aware routing protocol is employed, $p_{i,j}'$ does not vary significantly for different node pairs and such approximation is acceptable. Accordingly, for a given node $i$, the failure probability for each transmission attempt, $p_i'$, is the same for all packets in the queue.

As discussed in the beginning of this section, the Markov chain, $\{Z_n\}$, is characterized by three probability values: $p_1$, $p_2$, and $p_i'$. Each of these values depends on each other as well as $\phi_i$, which is the probability that the node $i$ is in the first CCA state. Note that $\phi_i$, $p_1$ and $p_2$ cannot be determined without the knowledge of $\pi$, which can only be obtained after the construction the Markov chain as explained in Section IV. Consequently, an iterative procedure is used to find these parameters. First, an initial guess of $\phi_i$, $p_1$ and $p_2$ is used to construct the Markov chains for each node, based on which $\pi$ is calculated. Then, values for $\phi_i$, $p_1$ and $p_2$ are updated accordingly to the knowledge of $\pi$. The calculation of $\phi_i$, $p_1$, $p_2$, and $\pi$ is conducted iteratively, until the difference of the value for any variable between two iterations is negligible.

Of interest, the calculation of the iterative procedure is quite intensive but still affordable. In our computing environment with a Xeon 5150 CPU working at 2.66GHz and 2G RAM, the Matlab program runs for less than 10 seconds for a typical hop with 6 neighbors, with $N_{tx} = 3$ and $M = 5$.

VI. END-TO-END DELAY DISTRIBUTION

To model the end-to-end delay distribution in a heterogeneous network, we consider the steady-state period of dynamic routing policies. The calculation of the end-to-end delay distribution depends on the topology and the routing algorithm used. Suppose in a generic network, each node $i$ generates a local traffic of $\lambda_{t(i,j)}$ to each destination $j$. Each packet from $i$ is routed to the destination $j$ using a relay $k \in N_{i,j}$ with probability $p_{i,k,j}$, where $N_{i,j}$ is the set of potential relays from $i$ to $j$. Thus, $\sum_{k \in N_{i,j}} p_{i,k,j} = 1$, $\forall i,j$. We first calculate the relay traffic $\lambda_{r(i,j)}$ from node $i$ to destination $j$ by solving the following equation system for every pair of nodes:

$$
\lambda_{r(i,j)} = \sum_{m \in M_{i,j}} (\lambda_{r(m,j)} + \lambda_{l(m,j)}) p_{m,i,j} p_{del,i,m}, \forall i,j
$$

(35)

where $M_{i,j}$ is the set of nodes that use $i$ as the next hop to reach $j$, $p_{del,i,m}$ is the probability that a packet is successfully delivered from node $m$ to $i$, as defined in (21). Accordingly, the overall input traffic rate of a node $i$ can be found as $\lambda_i = \sum_j \lambda_{r(i,j)} + \lambda_{l(i,j)}$, which is then used in (7)-(10) to determine the single-hop delay distribution, $f_{sh(i,j)}(t)$, between a pair of nodes $i$ and $j$ as discussed in Section IV.

In a WSN with multiple sinks, the end-to-end delay distribution, $f_{e(i,j)}(t)$, between node $i$ and sink $j$ can be solved in an iterative way as follows:

$$
\begin{align*}
&f_{e(0)(i,j)}(t) = f_{sh(i,j)}(t), \\
&f_{e(n+1)(i,j)}(t) = \sum_{k \in N_{i,j}} f_{sh(i,k)}(t) * f_{e(n)(k,j)}(t) p_{i,k,j} + f_{sh(i,j)}(t) p_{i,j,j},
\end{align*}
$$

(36)

where $(*)$ is the convolution operator and $p_{i,k,j}$ is the probability that the routing policy chooses $k$ as the next hop for a packet from $i$ to $j$. The iteration process terminates when the difference between two consequent iterations is small enough. Note that the traffic load, channel conditions, and transmission power, which affects packet error rate and collision range, varies in a heterogeneous network. Thus, in each iteration, the $p_{del,i,j}$ and $f_{sh(i,j)}$ are different for each pair of nodes.

The above iteration process can be further simplified for a WSN with a single sink, which is the case for most practical applications. Considering a routing protocol with no routing cycles, the network can be viewed as a directed acyclic graph (DAG). Without loss of generality, this graph can be topologically sorted so that a node with a larger index never transmits a packet to a node with smaller index. In a network with $N$ nodes, the sink node is denoted by index $N$ and (35) becomes

$$
\lambda_{r(i,N)} = \sum_{m=1}^{i-1} (\lambda_{r(m,N)} + \lambda_{l(m,N)}) p_{m,i,N} p_{del,i,m}, \forall i
$$

and $\lambda_{r(1,N)} = 0$, where $\lambda_i = \lambda_{r(i,N)} + \lambda_{l(i,N)}$. Note that the traffic load increases for a node closer to the sink. Then, the single-hop delay distribution, $f_{sh(i,j)}$, between each pair of nodes $i$ and $j$ can be obtained and finally, the end-to-end delay distribution is given as

$$
\begin{align*}
&f_{e(i,N)}(t) = \sum_{k=1}^{N-1} f_{sh(i,k)}(t) * f_{e(k,N)}(t) p_{i,k,N} \\
&+ f_{sh(i,N)}(t) p_{i,N,N}
\end{align*}
$$

(38)

without the need for an iteration. Our tested experiments show that it takes less than 5 minutes to obtain the end-to-end delay distribution between two nodes in a network consisting of 16 nodes. The calculation is quite intensive, but still affordable for protocol analyses.

In the following section, we use empirical evaluations to validate the analytical model for both single-hop and end-to-end delay distributions.

VII. ANALYTICAL RESULTS AND EMPIRICAL VALIDATIONS

The end-to-end delay distribution model has been evaluated using MATLAB to determine the single-hop and multi-hop delay distributions for the TinyOS CSMA/CA MAC protocol. Moreover, empirical experiments have been conducted on our WSN testbed to validate the results. For the empirical validations, Crossbow TelosB motes with a data rate of 250 kbps are used. The packet size is $l_p = 39$ bytes, consisting of a header of 14 bytes, 23 bytes of payload, and 2 bytes of CRC field. Each node $i$ generates local traffic to be sent to sink $s$ according to a Poisson distribution with rate $\lambda_{l(i,s)}$. Our experiments with the TelosB motes suggest that it requires on the average 1.7 ms to transfer each packet from the MCU to the RF transceiver and 2.0 ms vice versa. The transmission power is set to -15dBm for all the experiments unless otherwise stated. In the experiments the single-hop delay and end-to-end delay are measured as follows. When the source node generates a packet, it simultaneously sends an electric pulse to the destination node through a pair of wires. The destination node starts a timer when it receives a pulse, and then waits for the packet. When the packet is received by the destination node, the duration after the reception of the pulse is recorded as the packet delay. Next, we present the evaluation results.
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Fig. 4. Single-hop delay distributions and end-to-end delay distributions in the multi-hop experiments. Both measured empirical experiment results and analytical model.

The single hop delay for with the same packet generation rate are used, but are placed in the second case, the packet rate for all nodes is increased to 10 packets per second. For the third case, two additional nodes are set to 4 contenders.

The results are shown in Figure 4(e). As can be observed, the cdf of the analytical model match well with the empirical results. The slight difference in these results is due to the inaccurate collision models. The collision range in practice is limited, which is also captured by our model.

In the first configuration, a node continuously transmits locally generated packets to a receiver node with a data rate of 2 packets per second. This corresponds to $\lambda_1 = 6.4 \times 10^{-4}$ in the analytical model. Four other nodes are used to transmit packets at the same rate to create background traffic for contention. In the second case, the packet rate for all 5 nodes is increased to 10 packets per second. For the third case, two additional nodes with the same packet generation rate are used, but are placed so that they act as hidden terminals for the transmitting node. The single hop delay for 5,000 packets is recorded for each experiment.

The results of both analytical and empirical validations are shown in Fig. 4(a) and Fig. 4(d) for pmf and cdf of delay, respectively. For all cases, the analytical model agrees well with the empirical evaluations. The results show that a higher traffic rate increases hop delay, which is also captured by our model. In addition, the two hidden nodes introduced in the third case cause heavy contention, and further increase the hop delay. It can be observed that the analytical model accurately captures the effects of hidden nodes.

A. Single-hop Delay Distribution

We first evaluate the single-hop delay distribution of the TinyOS CSMA/CA protocol according to the derivations in Section IV and Section V. The time unit is set to $T_u = 320\mu s$. The maximum initial backoff and congestion backoff durations are set to 9.77 ms and 2.44 ms, respectively. For the evaluations, a single hop network is considered where the delay distribution is found for a node under the contention from neighbor nodes. Three different network configurations are considered for the evaluations.

In the first configuration, a node continuously transmits locally generated packets to a receiver node with a data rate of 2 packets per second. This corresponds to $\lambda_1 = 6.4 \times 10^{-4}$ in the analytical model. Four other nodes are used to transmit packets at the same rate to create background traffic for contention. In the second case, the packet rate for all 5 nodes is increased to 10 packets per second. For the third case, two additional nodes with the same packet generation rate are used, but are placed so that they act as hidden terminals for the transmitting node. The single hop delay for 5,000 packets is recorded for each experiment.

The results of both analytical and empirical validations are shown in Fig. 4(a) and Fig. 4(d) for pmf and cdf of delay, respectively. For all cases, the analytical model agrees well with the empirical evaluations. The results show that a higher traffic rate increases hop delay, which is also captured by our model. In addition, the two hidden nodes introduced in the third case cause heavy contention, and further increase the hop delay. It can be observed that the analytical model accurately captures the effects of hidden nodes.

B. Multi-hop Delay Distribution

To validate the model for multi-hop networks and illustrate the effects of network parameters and heterogeneity in WSNs, two sets of experiment have been performed. First, a network consisting of 25 TelosB nodes are used. The nodes are placed in a $5 \times 5$ grid, as illustrated in Figure 4(b). Nodes shown as light-colored boxes only relay packets while the dark-colored also generate packets according to a Poisson process. The transmit power for every node is $-25$ dBm. The generated traffic rate for the 8 nodes, $\lambda_1$, the queue length, $M$, and the maximum number of transmission attempts, $N_{tx}$, are varied to reveal the relationships between each of the parameters and the end-to-end delay distribution. Moreover, the packet error rate as well as the contention relationship between each pair of nodes are measured and hidden terminals are then identified. End-to-end delay is measured for approximately 3,000 packets for each configuration.

The results are shown in Figure 4(e). As can be observed, the cdf of the analytical model match well with the empirical results. The slight difference in these results is due to the inaccurate collision models. The collision range in practice is not an arbitrary area for each node and a transitional area exists around the boundary [31]. The results suggest that, heavier traffic leads to a longer end-to-end delay and a lower reliability as can be observed from the asymptotic value of the cdf. In addition, by reducing the queue length, $M$, and the maximum number of transmission attempts, $N_{tx}$, the reliability decreases. However, when a low delivery rate (e.g., less than 50%) is sufficient, a lower $M$ or $N_{tx}$ does not largely affect the delay performance. More specifically, the average waiting time can be reduced by decreasing the queue capacity and the chance of
collisions is decreased since less retransmissions are allowed. This fact is useful when designing applications with nodes having limited memory space.

Experiments are also performed in a realistic indoor environment. A multi-hop network of 16 TelosB nodes located in three rooms is used as shown in Figure 4(c). Two different network configurations are used to illustrate the effects of heterogeneity. In both configurations, each node generates Poisson traffic of 2 packets per second and the packets are forwarded to the sink as shown in Fig. 4(c). A geographical routing protocol is used to determine the forwarding routes based on the distance between each node and the sink. In the first configuration, every node transmits packets with a power of -15 dBm and the routes are shown in dashed lines. In the second configuration, two nodes are selected to transmit packets with an increased power of -7dBm. Therefore, they can directly reach the sink. The routes for the second case are shown in Figure 4(c) as solid lines. The cdfs of the results are shown in Fig. 4(f). Accordingly, increasing transmit power in only two nodes significantly impacts the end-to-end delay as also captured by the analytical evaluations, which is important for the design of heterogeneous WSNs.

VIII. CONCLUSION AND FUTURE WORK

Providing QoS guarantees in wireless sensor networks (WSNs) necessitate a probabilistic approach, where the queuing delay and the effects of wireless channel errors are captured. In this paper, an end-to-end analysis of the communication delay is provided. A Markov process based on birth-death problem is used to model the transmission process in a multi-hop network. The developed model is validated by extensive testbed experiments through several network configurations and parameters. The results show that the developed framework accurately models the distribution of the end-to-end delay and captures the heterogeneous effects of multi-hop WSNs. The developed framework can be used to guide the development of QoS-based scheduling and communication solutions for WSNs.

As future work, we plan to extend the model to capture other aspects of heterogeneity in WSNs, such as networks consisting of subnetworks using different protocols and heterogeneous routing approaches. Moreover, models for other MAC protocols, for example, TDMA protocols and MAC protocol with Low Power Listening, such as BMAC [33], will be derived through our generic framework. More traffic patterns including CBR traffic and bursty will also be considered. Our ongoing work also suggests that the developed cross-layer framework can be extended to capture the energy consumption distribution.
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