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V. CONCLUSIONS

This paper has proposed a SVM-based regression tool for 
short-term WPF. The simulations using the proposed model 
have yielded several conclusions. In the very short-term WPF, 
the values predicted by the SVM match the expected values with 
a good precision. The results of  the SVM predictions almost 
followed the expected variations. Comparing to the reference 
persistence model and the RBF neural network-based model, 
the SVM model improved the WPF significantly. The skill 
achieves more than 26% even when the predict horizon is 16 
hours, which indicates the SVM model is more suitable for very 
short-term and short-term WPF than the persistence model and 
the RBF model. The SVM model provides a powerful tool for 
enhancing the WPF accuracy over the persistence model. Fur-
thermore, since the testing data was selected from those with 
most significant variations, the result during most times of  real 
applications would be better. However, with the predict horizon 
increasing, the history data becomes less correlated. Therefore, 
the proposed model gradually failed to catch up the trend of  
wind variations. For those of  more than 24h WPF, either ex-
tra meteorological variables, such as temperature and pressure, 
should be provided or combined with the NWP to improve the 
forecasting accuracy.

VI. APPENDIX

The prediction results using the RBF model are shown in 
Figures 14-16. The number of  RBF units in the hidden layer is 
chosen as 20. The RBF centers were determined by a K-means 
clustering algorithm [15]. The output weights and bias were de-
termined by the SVD method of  the Netlab toolbox [15]. The 
training data set used for the RBF neural network is the same as 
that for the SVM.
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