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Abstract—This paper introduces a real-time localization system (RTLS) using efficient multiple propagation models to compensate for the drawback of the received signal strength technique. The RTLS is implemented on an active RFID system and uses received signal strength measurements and reference tags for ranging. The RTLS is implemented purely in software that post processes the received signal strength data from the reader and does not require any additional hardware or any modifications to the RFID reader or tags. The proposed algorithm using multiple propagation models improves the performance of the RTLS. Two-dimensional localization results are given for a four-reader system covering a 4.5 by 5.5 meter room. The scenarios of both single tag and two tags for the target object are developed. It has been proven that tag multiplicity, two tags for the target object, improves the performance of the system by reducing inaccurate received signal strength measurements due to poor tag orientation. Experimental results show that the proposed system achieves a localization accuracy within 1 meter in over 50 percent of the experiments and outperforms other comparable systems. Currently developed three-dimensional space extension research is discussed and results are presented.

Index Terms—RFID, RTLS, localization, triangulation, RSSI, propagation modeling.

I. INTRODUCTION

RFID represents a way of identifying objects or people using radio waves [1]. The simplicity of this technology opens the door for extensive applications of a RFID system over widespread areas. Mass development of RFID technology has occurred after strong demands for accelerating research and applications. Applications include animal tracking [2], e-passports [3], automotive security [4], automated libraries [5], healthcare and pharmaceutical tracking [6], vehicle tolling [7], and access control. The increased breadth of RFID applications has lead to many efforts for creating additional functionality using RFID systems. Real-time localization is one of the most desired additional features for RFID.

Localization is the process of determining the unknown position of an object based upon measurements gathered in the environment. A real-time localization system (RTLS) is a system that determines the position in real-time [8]. The Global Positioning System (GPS) is perhaps the most famous example of a RTLS. The adoption and application of RTLSs are expected to grow annually for at least the next ten years [9].

For a radio frequency RTLS, whether active or passive, some measurement of the received beacon signals must be made in order to compute an estimate of the target’s position. The most common measurements are:

- Time of Arrival (ToA)
- Time Difference of Arrival (TDoA)
- Angle of Arrival (AoA)
- Direction of Arrival (DoA)
- Received Signal Strength Indicator (RSSI)

ToA and TDoA techniques measure signal propagation time and require the clocks of disparate elements in a system to be precisely synchronized. This is very difficult in large scale deployments. Measuring the propagation time of a RF signal requires extremely precise timing synchronization. For example, RF signals travelling at \(3 \times 10^8\) m/sec require a synchronization accuracy of 3.33 nanoseconds to achieve a distance accuracy of 1 meter. AoA is defined as the angle between the propagation direction of an incident wave and some reference direction, which is known as orientation [10]. DoA indicates both elevation and azimuth angle in a planar array [11].

For RFID systems, the reader interprets and reports the radio frequency messages emitted by the RFID tags. Received Signal Strength Indicators are commonly built into the transceiver chips used in commercial RFID readers and thus this measurement method does not require additional hardware. A RF propagation model is typically used to perform localization using a Received Signal Strength (RSS) measurement.

Here, we investigate the implementation and performance of a received signal strength based RTLS in a commercial RFID system with active tags. The RFID readers each have RSSIs used for ranging. Localization is accomplished using the linear least squares (LSQ) optimization algorithm on the range values. The primary challenge is to develop a robust RSS-based ranging algorithm that is capable of achieving acceptable localization accuracy in indoor environments without additional hardware that would increase the cost of the system.
This paper is organized as follows. In Section II, we describe related work and the theoretical background for ranging using propagation modeling with RSSI and RFID. Section III presents the details of the localization algorithm and Section IV presents the experimental results and performance. Section V analyzes improvements in localization accuracy relative to tag orientation issues by exploring tag multiplicity. Section VI presents the current 3D extension research. Finally, in Section VII we conclude the paper and provide insight for future work.

II. BACKGROUND AND RELATED WORK

A variety of localization systems based on RFID have been proposed [12]–[20]. The biggest challenge in using RSSI ranging for indoor localization is the difficulty in determining an accurate propagation model. This difficulty arises primarily from multipath propagation. Environments with many reflecting surfaces create multiple transmissions paths between the transmitter and the receiver. At the receiver, the multiple transmission paths result in multiple received signals that can add constructively or destructively which causes the RSSI value, and hence the distance measurement, to vary significantly.

In active RFID systems, the transmit power (battery level), tag orientation, reader antenna orientation, and differences in tag characteristics also affect RSSI values. There are two primary methods of RSSI based ranging: RSSI-mapping and propagation modeling.

RSSI-mapping, sometimes referred to as fingerprinting, radio-mapping, and RSS-profiling, was first proposed in the RADAR system [21]. This is the most common RSSI ranging method [22]–[24] and occurs in two phases. The first is the training phase during which numerous RSSI samples are gathered at known locations within the environment to create the RSSI-map. This occurs before any objects are actually localized. The second phase is the estimation phase where real-time RSSI values are converted to distances or directly to a position estimate by comparing them to the RSSI-map. The main problem with RSSI-mapping is that an accurate representation of an environment requires RSSI values to be collected for virtually all tag positions and tag orientations.

The relationships of the power transmitted from tag to reader is expressed by the Friis transmission equation for free-space [25]

$$P_{RX} = P_{TX} \left( \frac{G_{RX} G_{TX} \lambda}{4 \pi d} \right)^2$$

where $P_{RX}$ and $P_{TX}$ are the received power and transmitted power in watts, respectively, $G_{RX}$ and $G_{TX}$ are the receiver and transmitter antenna gains, respectively, $\lambda$ is the wavelength of the signal in meters, and $d$ is the distance from the transmitter to the receiver in meters.

As noted earlier, propagation modeling is a method for converting RSSI values into a distance measurement by having a propagation model that mathematically characterizes the RSSI value as a function of distance [26]–[28]. The main problem with propagation modeling is the difficulty in determining accurate propagation models in indoor environments with multipath fading. One of the most common approaches taken is to use the log-normal propagation model [29]

$$P_{RX} [dB] = PL(d_0) - 10 \eta \log_{10} \frac{d}{d_0} + X_\sigma,$$

where $P_{RX}$ represents the received power, $PL(d_0)$ is the path loss for a reference distance $d_0$ (typically 1.0 m), $\eta$ is the path loss exponent, and $X_\sigma$ is a Gaussian random variable with zero mean and variance $\sigma^2$ that models the random variation of the RSSI value.

To obtain an estimate of the path loss exponent, extensive measurements must be taken in the environment prior to system deployment by recording several RSSI values at known distances. Several attempts have been made to perform on-site calibration of these parameters for specific environments [30], [31], however, the range for these parameters varies widely for system hardware ($PL(d_0)$) and environment ($\eta$ and $\sigma$). In [32], $\eta$ was found to vary between 1.0 and 7.0 and $\sigma$ varied between 2.0 and 14.0. In [33], several techniques are proposed to adaptively estimate the path loss exponent solely based on power measurements and thus eliminate the need to gather extensive RSSI versus distance data. For indoor environments, propagation characteristics can change significantly over time so both RSSI-maps and propagation model parameters must be frequently updated to maintain accuracy.

LANDMARC [34] is a RTLS for RFID systems with active tags. This system uses the RSSI-mapping approach, however, the RSSI-map is created using previously deployed RFID tags with fixed locations and referred to as reference tags. This adaptive approach to RSSI-mapping eliminates much of the training phase. Localization is then accomplished using a $k$-nearest neighbor algorithm. With reference tags placed on a one square meter grid, the LANDMARC paper was able to achieve a localization error of less than 2.0 meters 100% percent of the time and a localization error of less than or equal to 1.0 meter 50% of the time.

An improvement to LANDMARC was proposed in [35] by using fewer reference tags placed every five meters in a 25m$^2$ environment. They then modified the nearest neighbor approach to put a higher emphasis on the reference tag that is closest to the unknown tag. In [17], another improvement to LANDMARC was proposed by using reference tags every two meters and adding the average error range of all neighboring tags with the estimated tag position found using the nearest neighbor approach.

We propose a new RFID RTLS with a RSSI ranging method using multiple propagation models. The proposed system uses reference tags to perform adaptive propagation modeling which eliminates the need for predetermined propagation model parameters such as the path-loss coefficient. The issue of the tag orientation at the object to be localized is something that is not specifically addressed with the LANDMARC or other RSSI RTLSs. The proposed system also addresses tag orientation.
III. A NEW RFID RTLS

The proposed experimental system consists of four RF Code [36] RFID readers in an indoor room environment as shown in Figure 1. The RF Code system operates at 303 MHz and the hardware consists of readers and active tags. The lab room walls are concrete and the floor is covered by carpet. The room environment includes a bed, multiple tables and chairs, and a tall metal shelf that provide many opportunities for multipath propagation. The readers are placed in the corners of the rooms at a height of 1.1 meters with no objects or reflecting surfaces within 60 cm in any direction. There are 9 total reference tags for the 2D deployment area. All reference tags and unknown tags are placed at a height of 1.0 meter. and each of the reference tags has a line-of-sight (LOS) to each reader. The reference tags are placed so that each reader has a reference tag at distances of approximately 1.0, 2.0, 3.0, 4.0, and 4.5 meters. The localization accuracy of the system is evaluated at 12 different unknown positions (all located within the room dimensions) as shown in Figure 2.

Each reader reports the RSSI value of a tag for each of the reader antennas. Each reader has two antennas. The RSSI values from each of the two reader antennas are averaged over 15 collected samples. The maximum RSSI value between each antenna reader is selected and reported as the single RSSI value for that reader. The sum of both the RSSI values between each reader antenna is also recorded and used for subarea determination mentioned later.

A. Experimental Methodology

Prior to system deployment, several reader antenna orientations and tag orientations were compared to find an optimal reader antenna orientation. The five different reader antenna orientations include different combinations of antennas pointing to the ceiling or walls. We investigated 12 tag orientations with each of the 5 reader antenna configurations to find the configuration that had the least variability over all tag orientations. Next, several tags were tested in a simple RSSI vs. distance experiment to make sure that the tags being used in the system deployment had similar RSSI characteristics.

In the actual deployment, each reader sees a given tag with a different orientation. Therefore, we classified 12 key tag orientations into groups by rotation about the z-axis. Group tag orientation 1 is the group of tags having the RF Code label facing toward the ceiling as shown in Figure 3(a), group tag orientation 2 has the RF Code label facing the walls with the text being horizontal as shown in Figure 3(b), and group tag orientation 3 is any tag having the RF Code label facing the walls with the text being vertically positioned as shown in Figure 3(c).

Localization data was collected from each unknown location for 5 different tag orientations within each tag orientation group above. A second set of data was collected on a different day at a different time to capture possible time and interference variations. Thus for each of the 12 unknown positions, a total of 30 data sets were gathered for different orientations and times.

B. Ranging and Localization Algorithm

Once the RSSI data is collected, it is sent to the localization software to estimate the position of the unknown tag. The algorithm is broken up into the following major steps: (1) subarea detection; (2) propagation modeling; (3) elimination rounds; (4) range averaging; and (5) position estimation.

Step 1: Subarea Detection: The purpose of this step is to attempt to identify the most likely subarea of the room within which the unknown tag is located. Based on the RSSI values from an unknown tag, the quadrant of the room is found which is most likely to contain the coordinates for the unknown tag position by comparing the RSSI values between all the different readers. The quadrant shown in Figure 4, is
the area where the ranges and coordinates for the unknown tag are expected to be. Range estimates for an unknown tag are considered most accurate within the determined quadrant.

For the unknown tag, the sum of the RSSI values on each antenna is found for each reporting reader. Whichever reader reports the maximum RSSI sum is chosen as the most likely quadrant. The reader with the second largest RSSI sum is also recorded at this time as the “backup” quadrant for possible use later in the algorithm.

**Step 2: Propagation Modeling:** Based on the previously determined quadrant, two propagation models are created by using the reference tags in the two adjacent sides of the room shown in Figures 5 and 6. For example, if Quadrant 1 is chosen in step 1, then the adjacent sides to that quadrant are Side 1 and Side 2. Similarly, if we are in Quadrant 3, the adjacent sides to that quadrant are Side 2 and Side 3.

Reference Tags on Side 1 = \{1, 2, 3, 7, 8\}
Reference Tags on Side 2 = \{4, 5, 6, 7, 9\}
Reference Tags on Side 3 = \{2, 5, 7, 8, 9\}
Reference Tags on Side 4 = \{1, 3, 4, 6\}

After the reference tags are chosen for each model, a linear model is fit to each set of data points using their actual known distances and the maximum RSSI value obtained from that reader. Linear models were experimentally shown to be good approximations for propagation modeling for this size of deployment. The linear model fitting is done for RSSI values in dB. An additional data point is added for each reader at a distance of 0.0 meters and with an RSSI value equal to the maximum power that a reader can obtain, -40.0 dB.

After the propagation models are created for each reader, the range estimates are found for a target for each reader by solving the linear models using the maximum RSSI value received from that target.

During experimentation it was determined that for tags in close proximity to a reader, a third model could be generated to more accurately fit that data. This “close proximity” model is created using the data point \((0.0, -40.0)\), the reference tag that is closest to the reader, and then one other reference tag which yields the largest linear slope. For example, consider the propagation models created for Reader 4 from Unknown 1 as shown in Figure 7. Specifically, “Unknown 1” represents a collection of RSSI values for a tag that has unknown location information. For experimental purposes, the tag location is known and it is shown in Figure 7 to illustrate its actual RSSI values and its actual location. The determined side of the room is Side 1, so Model 1 is created using Reference Tags 1, 2, 3, 7, and 8. The determined quadrant is Quadrant 4, so the second adjacent side is Side 3. Therefore, Model 2 is created using Reference Tags 2, 5, 7, 8, and 9. For the propagation models created for each reader, the range estimates are found for a target for each reader by solving the linear models using the maximum RSSI value received from that target. Finally, the third model is found by using three data points. The maximum RSSI value and distance 0 meters, the closest reference tag received from that target.

**Step 3: Elimination Rounds:** All of the estimated ranges are put through a series of elimination rounds to remove any
are within the room dimensions. Of the room dimensions from a reader. This is due to the fact that all unknowns are deployed with the assumption that they are within the room dimensions.

**Elimination 1: Out of Room Ranges** The first round of eliminations simply removes any ranges that would be outside of the room dimensions from a reader. This is determined RSSI threshold value for close proximity. If this RSSI threshold is exceeded, then a tag is determined to be “close” to a reader and all other ranges must fall within a specified radius from that reader to be considered valid. If an unknown tag is determined to have close proximity to a reader and other reader ranges do not indicate so, those ranges are eliminated.

For example, Figure 8 shows the case for Unknown 10. The two lines are the first range and the second range obtained from the propagation modeling step. The maximum RSSI value for that position exceeds the RSSI threshold for that reader so we indicate a close proximity to that reader. For this case, we eliminate the first range from Reader 1 and the second range from Reader 2 because they are both outside the proximity threshold.

The converse is also checked. That is, if a range indicates that an unknown would be in close proximity to a reader and the RSSI threshold is not met, then this range must also be eliminated.

For example, Figure 9 shows the case for Unknown 5. No reader has been labeled in close proximity, however, the second range from Reader 3 indicates that the unknown position would have to be in close proximity to Reader 1 by the range only lying in the corner of the room. Hence, the second range from Reader 3 is eliminated.

**Elimination 2: Proximity** The second round of eliminations is based on close proximity to readers. Each reader has a predetermined RSSI threshold value for close proximity. If this RSSI threshold is exceeded, then a tag is determined to be “close” to a reader and all other ranges must fall within a specified radius from that reader to be considered valid. If an unknown tag is determined to have close proximity to a reader and other reader ranges do not indicate so, those ranges are eliminated.

For example, Figure 8 shows the case for Unknown 10. The two lines are the first range and the second range obtained from the propagation modeling step. The maximum RSSI value for that position exceeds the RSSI threshold for that reader so we indicate a close proximity to that reader. For this case, we eliminate the first range from Reader 1 and the second range from Reader 2 because they are both outside the proximity threshold.

The converse is also checked. That is, if a range indicates that an unknown would be in close proximity to a reader and the RSSI threshold is not met, then this range must also be eliminated.

For example, Figure 9 shows the case for Unknown 5. No reader has been labeled in close proximity, however, the second range from Reader 3 indicates that the unknown position would have to be in close proximity to Reader 1 by the range only lying in the corner of the room. Hence, the second range from Reader 3 is eliminated.

**Elimination 3: Quadrant Elimination**

Finally, based on the determined quadrant, any ranges not within this quadrant are also eliminated. For the reader that is in the chosen quadrant, the ranges from that reader are first checked to see if they actually fall within that quadrant. If not, then further tests are performed since the algorithm assumes that the range value from the reader in same quadrant is the most accurate. For example, if the unknown is determined to be in Quadrant 1, and both Reader 1 ranges are outside of the quadrant, then the RSSI value does not fit the models accurately.

When this occurs, the ranges from the other readers are checked to see if they also indicate that the unknown is within the determined quadrant. If they do, the chosen quadrant is assumed to be correct and the propagation model is switched to the close proximity model for the reader in the quadrant. If the other readers indicate the chosen quadrant is not correct, then we switch to the back up quadrant recorded in Step 1.

Referring back to the example of an unknown determined in Quadrant 1, assume the ranges for Reader 1 are both outside of the chosen quadrant. We then look at the ranges from readers 2, 3, and 4. If the ranges from all of the readers are located within Quadrant 1, it is determined that the quadrant is accurate, but the model for Reader 1 is not, so the reader will switch to the close proximity model. If the ranges from all the readers were not located in Quadrant 1, then it is determined that the chosen quadrant is not accurate and a switch is performed to the backup quadrant.
Step 4: Range Averaging: If both ranges from any reader have successfully made it through all the elimination rounds, then they are averaged together to create a single range from each reader. If all four readers have similar RSSI values, then the unknown is assumed to be in the middle of the room which facilitates the filtering of intersection points and LSQ estimation. In the experiments, similar meant that the readers had RSSI values within 2 dB of each other. If this criteria is met, then all the original ranges are used for averaging.

Step 5: Position Estimation: It was discovered through initial experiments that the reader which lies in the chosen quadrant frequently has more accurate range estimates than the other readers. Performing LSQ with one accurate range and three very inaccurate ranges results in significant degradation in the localization accuracy. In an effort to improve the localization accuracy, it is desirable to emphasize the accurate range value. In order to do this, the algorithm takes into consideration the intersection points, if they exist, between the range from the closest reader and the ranges from all remaining readers.

Intersection Points
This idea comes from the theory of trilateration. Given three readers with perfect ranging, all three would intersect at one point indicating the position of the target. With imperfect ranging, the ranges do not intersect in a single point, but their points of intersection can give some insight to the location of the target. Imperfect ranges from two readers will intersect in zero, one or two points. If there are no intersection points, there may be a “point of interest” where the ranges from two readers come close to each other but do not intersect. If this occurs within a difference threshold of 0.4 meters, the point of interest is chosen to be the midpoint between these two ranges.

LSQ Estimates
After the ranges have been averaged, all possible combinations of the remaining reader ranges are used to calculate several LSQ estimates of the position. The intersection points and LSQ estimates are first filtered to make sure they are on the correct quadrant, or if they are in the middle of the room, or if they are in proximity to a reader previously determined to be close. After the filter round, all valid intersection points and LSQ estimates are averaged together to find a single position estimate.

A schematic illustrating this process is shown in Figure 10 for an unknown. In Figure 10, various colored stars are either the true location or estimations of that unknown by different methods. The unknown was determined to be in Quadrant 1, so the range from Reader 1 is emphasized. The corresponding intersection points are found between Reader 1 and all other readers and indicated with a green asterisk. Note that Reader 3 and Reader 1 do not intersect, so the point of interest is the point of minimal distance between the ranges. This intersection point is within the 0.4 meter threshold of the Reader 1 range and therefore will contribute to averaging. The LSQ estimates are found using all possible combinations of the three ranges and are indicated with a magenta asterisk. Intersection points and LSQ estimates are first filtered to only use the points that are within the determined quadrant and those that remain are averaged to find the final position estimate indicated by the blue asterisk.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE

Once again, previous studies suggest LANDMARC is able to achieve localization errors of less than 2.0 meters 100% percent of the time and a localization error of less than or equal to 1.0 meter 50% of the time. These results are adopted as baseline performance metric for the proposed algorithm.

The algorithm was first tested with the optimal tag orientation (group tag orientation 1) in which the unknown tags belong to the same orientation group as the reference tags. The results are shown in Table I where the Individual column represents each different tag orientation and position combination as a unique position and the Average for Unknown is the performance averaged over all the tag orientations for the specific unknown position.

<table>
<thead>
<tr>
<th>Error (meters)</th>
<th>Goal</th>
<th>Individual</th>
<th>Average for Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>E \leq 1.0</td>
<td>50.0000 %</td>
<td>57.50 %</td>
<td>58.33 %</td>
</tr>
<tr>
<td>1.0 &lt; E \leq 1.5</td>
<td>n/a</td>
<td>23.33 %</td>
<td>25.00 %</td>
</tr>
<tr>
<td>1.5 &lt; E \leq 2.0</td>
<td>n/a</td>
<td>10.83 %</td>
<td>8.33 %</td>
</tr>
<tr>
<td>2.0 &lt; E</td>
<td>0.0000 %</td>
<td>8.33 %</td>
<td>8.33 %</td>
</tr>
</tbody>
</table>

As shown in the table, a localization error less than or equal to 1.0 meter was obtained 58.33% of the time, which exceed the performance of the LANDMARC system. However, the proposed system also has localization errors greater than 2.0 meters which is worse than the LANDMARC system. A detailed analysis of the experimental data revealed that Unknown 9 is the single contributor to these high localization errors. The difficulty with Unknown 9 is that its signal suffers more reflections in the environment than the other tags because
it is located within 45 cm of the wall and there is a set of table and chairs nearby.

Further analyzing the results from Unknown 9 reveals that it also has the most variability as a function of tag orientation. Even within the optimal group tag orientation, small changes in the tag orientation about the z-axis have a significant effect on the RSSI values obtained by Readers 1 and 2. This significantly degrades the overall localization accuracy performance. In order for an RTLS to be considered viable, it must be robust to all tag orientations. With this in mind, we consider adding a second tag of different orientation to the unknown position.

V. IMPROVEMENTS USING TAG MULTIPLICITY

One way to exploit diversity in an RFID system is to include additional readers. However, since the readers are the key contributors to system cost, this is not the most desirable approach. Another way to exploit diversity is by using tag multiplicity, i.e., deploying multiple tags at a single position [37].

The algorithm described in Section III relies on the maximum RSSI value between antennas of a reader. Occasionally both of these antenna values may indicate that an unknown tag is farther away than it actually is (as previously described for Unknown 9 with Readers 1 and 2). By deploying a second tag at the unknown position with a slightly different orientation, but within the same tag orientation group, it is possible that a reader may receive a “weak” RSSI value from one tag, but a “strong” RSSI value from the second tag. The experiments in Section III were repeated with a second tag deployed at each of the unknown positions. The second tag has an orientation of the same group as the first, but rotated 180 degrees about the z-axis. The results from this experiment are shown in Table II.

<table>
<thead>
<tr>
<th>Error (meters)</th>
<th>Goal</th>
<th>Individual</th>
<th>Average for Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \leq 1.0$</td>
<td>50.00 %</td>
<td>58.33 %</td>
<td>58.33 %</td>
</tr>
<tr>
<td>$1.0 &lt; E \leq 1.5$</td>
<td>n/a</td>
<td>30.83 %</td>
<td>25.00 %</td>
</tr>
<tr>
<td>$1.5 &lt; E \leq 2.0$</td>
<td>n/a</td>
<td>9.17 %</td>
<td>16.67 %</td>
</tr>
<tr>
<td>$2.0 &lt; E$</td>
<td>0.00 %</td>
<td>1.67 %</td>
<td>0.00 %</td>
</tr>
</tbody>
</table>

The use of tag multiplicity has improved the overall performance of the system. A localization error of less than or equal to 1.0 meter is still achieved 58.33% of the time, while localization errors greater than 2.0 meters are eliminated. The performance improves for all combinations of tag position and orientation as indicated by the Individual column of Table II with only very small percentage of localization errors of greater than 2.0 meters.

The experiment was also repeated for unknown positions belonging to tag orientation groups 2 and 3. Table III shows the localization performance for the three tag orientation groups using the average error for each unknown position and Table IV shows the overall system performance for the optimal tag orientation and all tag orientations. Using tag multiplicity for all orientations showed that the performance goal was obtainable for tag orientations within groups 1 and 3. Tag orientation group 2, however, showed a significant performance decrease for localization error of less than or equal to 1.00 meter while the performance goal was still obtained for localization error of greater than 2.00 meters.

<table>
<thead>
<tr>
<th>Error (meters)</th>
<th>Goal</th>
<th>Tag Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \leq 1.0$</td>
<td>50.00 %</td>
<td>58.33 % 33.33 % 50.00 %</td>
</tr>
<tr>
<td>$1.0 &lt; E \leq 1.5$</td>
<td>n/a</td>
<td>25.00 % 25.00 % 41.67 %</td>
</tr>
<tr>
<td>$1.5 &lt; E \leq 2.0$</td>
<td>n/a</td>
<td>16.67 % 41.67 % 8.33 %</td>
</tr>
<tr>
<td>$2.0 &lt; E$</td>
<td>0.00 %</td>
<td>0.00 % 0.00 % 0.00 %</td>
</tr>
</tbody>
</table>

VI. EXTENSION TO 3D SPACE

The proposed model was also preliminarily extended to 3D space with 4 readers and 24 reference tags implemented. The concept of subarea detection of unknown tag in the 2D model was inherited. While in the 3D model, it was checked on the x, y, and z planes at the same time. Comparing to 2D model's 2 by 2 quadrant detection, the current 3D model was designed to perform in a 4 by 3 by 4 cell detection.

The exploratory experiment was conducted with tag multiplicity. The unknown tags were distributed within the room at 8 different locations with 3 different orientations for each location. The average performance is summarized in Table V.

<table>
<thead>
<tr>
<th>Error (meters)</th>
<th>Goal</th>
<th>Optimal Orientation</th>
<th>All Orientations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \leq 1.0$</td>
<td>50.0000 %</td>
<td>58.3333 %</td>
<td>47.2222 %</td>
</tr>
<tr>
<td>$1.0 &lt; E \leq 1.5$</td>
<td>n/a</td>
<td>25.0000 %</td>
<td>30.5556 %</td>
</tr>
<tr>
<td>$1.5 &lt; E \leq 2.0$</td>
<td>n/a</td>
<td>16.6667 %</td>
<td>22.2222 %</td>
</tr>
<tr>
<td>$2.0 &lt; E$</td>
<td>0.0000 %</td>
<td>0.0000 %</td>
<td>0.0000 %</td>
</tr>
</tbody>
</table>

When tags are treated individually, a localization error of less than or equal to 2.0 meters is achieved 69.44% of the
time. The use of tag multiplicity has improved the overall performance of the system. A localization error of less than or equal to 2.0 meter is achieved 79.17% of the time, while localization errors greater than 2.5 meters are eliminated.

VII. CONCLUSIONS AND FUTURE WORK

This paper presented a RSSI based RTLS for use with an active RFID system. Reference tags and multiple propagation models are proposed and used to improve the performance of RSSI based ranging. The advantages of the proposed system over other existing systems are listed here: First, no modifications of existing hardware devices is required, therefore, further decreasing the system complexities. Second, the system is robust enough to adapt to different environments. By using reference tags to adaptively create propagation models, there is no need to measure propagation model parameters such as the path loss exponent. Third, the system uses significantly fewer reference tags than the LANDMARC system.

Future work will be conducted in a variety of ways to promote a RTLS system with better performance on characteristics of scalability, robustness and accuracy. Besides tag multiplicity for the unknown tags, this multiplicity characteristic is expected to continue improving the accuracy of the system by cooperating with reference tags. The scalability of the current multiple linear propagation models will be investigated using in-depth analysis on a large scale experiment environment.
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