Development and evaluation of ordinary least squares regression models for predicting irrigated and rainfed maize and soybean yields
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ABSTRACT. Understanding the relationships between climatic variables and soil physical and chemical properties with crop yields on large scales is critical for evaluating crop productivity to make better assessments of local and regional food security, policy, land and water resource allocation, and management decisions. In this study, ordinary least squares (OLS) regression models were developed to predict irrigated and rainfed maize and soybean yields at the county level as a function of explanatory variables [precipitation (P), actual crop evapotranspiration (ETa), organic matter content (OMC), cation exchange capacity (CEC), clay content (CC), and available soil water capacity (ASW)] of the dominant soil type in each of the 93 counties in Nebraska. Models were developed for the statewide average dataset (state models) as well as for the four major climatic zones (zonal models). Spline interpolation was used to spatially interpolate all independent variables across all 93 counties. The results of the OLS state models showed a very good performance for predicting rainfed maize and soybean yields. For rainfed maize, about 73% of the variation in yield (RMSD = 238 kg ha⁻¹) was explained by ETa alone, and a maximum of 85% (RMSD = 164 kg ha⁻¹) of the variability was explained by the model \( \text{Yield} = f(\text{ETa}, \text{P}, \text{ASW}, \text{CEC}, \text{CC}) \). For rainfed soybean, about 69% of the variability (RMSD = 238 kg ha⁻¹) was explained by ETa alone, and a maximum of 85% (RMSD = 164 kg ha⁻¹) of the variability was explained by the model \( \text{Yield} = f(\text{ETa}, \text{P}, \text{ASW}, \text{CEC}, \text{CC}) \). No additional variation in yield was explained by adding OMC to the rainfed maize and soybean yield models. Less correlation was found between the predicted and observed yields for irrigated maize and soybean than for the rainfed yields for both crops. For irrigated maize and soybean, a maximum of 45% (RMSD = 533 kg ha⁻¹) and 36% (RMSD = 218 kg ha⁻¹) of the variability in yield was explained by the models \( \text{Yield} = f(\text{ETa}, \text{P}, \text{ASW}) \) and \( \text{Yield} = f(\text{ETa}, \text{P}, \text{ASW}, \text{CEC}, \text{CC}) \), respectively. For the rainfed crops, ETa played a major role in predicting yield, whereas P and ASW played a major role in predicting irrigated yields. ETa and P accounted for 96%, 73%, and 67% of the total explained variation in rainfed soybean yield for zones 2 (drier), 3, and 4 (wetter), respectively, whereas soil physical and chemical properties accounted for 4%, 27%, and 33%, respectively. Unlike rainfed conditions, irrigated maize and soybean yield predictions were improved by applying the zonal models rather than the state models.
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The quantitative characterization of spatio-temporal variability in crop yield is an important component for various applications, including site-specific soil, water, and nutrient management for improving uniformity of crop production and for precise application of inputs in precision farming. An important initial step for evaluating yield variability on a field, basin, state, or regional scale is to understand the relationships between crop yields and various climatic and soil variables. Furthermore, quantifying the effect of these variables that drive crop yield can aid in decision making and enable policy makers to make better assessments or projections of crop productivity. Considerable attention has been given to assess the effect of climatic variables on crop yield (Adams et al., 1998; Bryant et al., 2000; McCarthy et al., 2001; Reidmsa et al., 2009), which impacts the future agricultural productivity. Change in climatic conditions from year to year is one of the major determinants of crop yield fluctuations. Lobell et al. (2007) analyzed the relationships between crop yield and three climatic variables (minimum temperature, maximum temperature, and precipitation). Sharma et al. (2011) used geographical weighted regression (GWR) to evaluate the non-stationarity relationships between annual, seasonal, and monthly precipitation on maize and soybean yields. In addition to climatic variables, crop yield is also affected by physical and chemical properties of the soil media, including available soil water holding
capacity, texture, bulk density, clay content, soil layer thickness (Stone et al., 1985; Miller et al., 1988; Wright et al., 1990; Kreznor et al., 1989), pH (Moore et al., 1993), subsoil acidity (Wright et al., 1990), cation exchange capacity (CEC), salinity (Okogun et al., 2004), and fertility (Kreznor et al., 1989). Kravchenko and Bullock (2002a and 2002b) reported that soil properties on a field scale explained up to 71% of crop yield variability, and organic matter content (OMC) was found to be the most yield-influencing factor. Letey (1985) explained how crop production is indirectly affected by pore size distribution and directly affected by soil matric potential and its relationship to plant-available soil water. Lal (1997) found maize grain yield in western Nigeria to be significantly correlated with soil organic carbon, exchangeable Ca$^{2+}$, and CEC.

Several studies have estimated the effects of climatic and soil physical and chemical properties on crop productivity using either simulation models or regression-based techniques. Several researchers have demonstrated the strength of coupling crop models with GIS for agricultural decision support and resource planning at various spatial scales (Dent and Thornton, 1988; Curry et al., 1990; Kaspar et al., 2003; Sarangi et al., 2005). Hansen and Jones (2000) demonstrated several approaches to scale-up field-scale crop model predictions to larger scales. Crop simulation models, such as CERES-Maize (Jones and Kiniry, 1986) and DSSAT (Jones et al., 2003), have been used to predict crop yields by incorporating varying weather, soil physical and chemical properties, plant genetic background, management, and other agronomic practices that function at uniform or non-uniform areas on a field scale (Hansen and Jones, 2000; Irmak et al., 2001, 2002, 2005, 2006). Other researchers (e.g., Lal et al., 1993; Thornton et al., 1995; Rosenthal et al., 1998) applied various crop models in regional estimation of crop yield and variability. These models provide powerful and useful information on predicting spatial variability of crop yields, but they require a considerable number of input parameters due to variability in soil, topographical characteristics, weather, and management practices at a regional scale.

Various interpolation techniques are available to predict and interpolate point-based information or variables to large scales within predetermined boundaries. Many of the interpolation techniques are referred to as deterministic and geostatistical interpolation methods. Deterministic interpolation methods such as inverse distance weighting (IDW) (Wilmott and Matsuura, 1995; Dodson and Marks, 1997) and spline (Hulme et al., 1995) estimate the value at a point from values recorded at neighboring points (Kurtzman and Kadmon, 1999). Geostatistical interpolation methods, such as kriging (Webster, 1985; Holdaway, 1996; McBartney and Pringle, 1997; Hudson and Wackernagel, 1994; Hammond and Yarie, 1996), are based on statistical models that include autocorrelation. These techniques are similar to interpolation techniques used with minimum spatial variance (Curran et al., 1997; Curran and Atkinson, 1998). For example, Goovaerts (2000) showed significant improvement in predicting continuous surfaces of mean monthly and mean annual rainfall when elevation was incorporated into the analysis. A similar observation was made by Hevesi et al. (1992) after comparing multivariate geo-statistics results for rainfall interpolation (which included elevation as a covariate) with six other interpolation techniques. Li et al. (2006) found that variables such as latitude, longitude, elevation, and distance from the sea were important predictors of seasonal temperature in the Zhejiang Province of China. Vicente-Serrano and Cuadrat (2003) compared diverse interpolation methods in Spain. Ninyerola et al. (2000) used multiple regressions with latitude, solar radiation, and cloudiness factor as independent variables for climatological modeling of temperature. Collins and Bolstad (1996) compared eight interpolation techniques for maximum and minimum air temperature estimation across two regions (eastern and western North America) at three temporal scales (ten-year mean, seasonal mean, and daily); their result showed that several variable characteristics can influence the choice of a spatial interpolation technique. Lal et al. (1993), McKinion et al. (2010), Irmak et al. (2010), and Sharma et al. (2011) have used various interpolation techniques in combination with GIS to spatially interpolate weather, soil physical and chemical properties (including soil moisture, nutrients, pH, and soil carbon), terrain (slope and elevation), crop characteristics, and other parameters to predict the impact of these parameters on crop yields and yield variability and to analyze regional crop productivity. Sharma and Irmak (2012a, 2012b) used a spline technique to spatially interpolate and analyze long-term monthly (May, June, July, August, and September), seasonal (May through September), and annual reference (potential) evapotranspiration ($ET_{\text{pot}}$), precipitation, actual crop evapotranspiration, and seasonal net irrigation requirements for maize and soybean in all 93 Nebraska counties. Several studies have used IDW interpolation techniques to predict and map climatic variables (Wilmott and Robeson, 1995; Blennow and Persson, 1998). IDW and kriging techniques have been compared in several studies. In some cases, kriging performed better than IDW (Tabios and Salas, 1985; Hosseini et al., 1994; Dalthorp et al., 1999; Kravchenko and Bullock, 1999), and in other studies IDW outperformed kriging (Nalder and Wein, 1998; Weber and Englund, 1992).

While aforementioned studies compare various interpolation methods for estimating and analyzing different variables, studies that couple several yield-driving factors to understand spatio-temporal attributes of irrigated and rainfed crop yields on large scales are limited. The objectives of this study were to: (1) evaluate three interpolation techniques (kriging, spline, and IDW) and their validity for predicting climatic variables, and (2) develop and evaluate ordinary least square regression models to analyze the relationship between observed rainfed and irrigated maize and soybean yields based on the spatial variation of yield-driving factors [actual crop evapotranspiration ($ET_c$), precipitation (P), available soil water capacity (ASW), organic matter content (OMC), cation exchange capacity (CEC), and clay content (CC)] in all 93 counties in Nebraska.
MATERIALS AND METHODS

STUDY AREA

The study was conducted for the entire state of Nebraska (fig. 1). Nebraska has 93 counties located between latitude 40° to 43° N and longitude 95° 19′ to 104° 3′ W. The state comprises Universal Transverse Mercator (UTM) Zones 13, 14, and 15. In this study, for the GIS analysis, UTM Zone 14 was used because more than 80% of the state area is under this zone (Sharma and Irmak, 2012a, 2012b). Because of its latitude and interior continental location, which is impacted by Rocky Mountains cold air masses and Gulf of Mexico warm air streams, Nebraska has wide climatic seasonal variation, with warm summers (Strahler and Strahler, 1984) and cold and windy winters. The continental climate of Nebraska is mainly divided into two parts: the eastern and central parts have a humid/subhumid continental climate, and the western third has a semiarid/arid climate. The study area was divided into four different zones based on regional differences in climate, soil, and topographical characteristics (fig. 1). Detailed descriptions of these zones are presented by Sharma and Irmak (2012a, 2012b).

OBSERVED AND PREDICTIVE VARIABLES

Yield data for irrigated and rainfed maize and soybean were obtained from 1996 to 2009 from the USDA National Agricultural Statistic Service (NASS; www.nass.usda.gov). For some of the counties in Nebraska, maize and soybean yield data were missing or incomplete from 1996 to 2009. Therefore, in our analysis, 91, 78, 85, and 69 counties were included for irrigated maize, rainfed maize, irrigated soybean, and rainfed soybean, respectively. Detailed descriptions of the irrigated and rainfed maize and soybean yield data with the spatial variation across Nebraska are presented by Sharma and Irmak (2012a, 2012b). The Census of Agriculture released in 2009 reported that Nebraska had approximately 3.6 million ha of irrigated land as of 2007 (USDA-NASS, 2009). From the east to the west side of the state, crop production becomes more reliant on irrigation due to the decrease in precipitation and increase in ET demands, as well as the lower water holding capacity of the soils.

Daily historical weather data from 1996 to 2009 were obtained from 50 Automated Weather Data Network (AWDN) stations located throughout Nebraska and in surrounding states (High Plains Regional Climate Center; http://hprecl.unl.edu/cgi-hpcc/home.cgi). Daily climate data, including maximum and minimum air temperatures, relative humidity, incoming shortwave radiation, wind speed, and precipitation, were imported into ArcGIS (ver. 10, ESRI, Redlands, Cal.) for the exploratory spatial analysis. To reduce boundary effects during interpolation, stations outside of Nebraska (two in Colorado, three in Kansas, three in South Dakota, two in Missouri, and two in Iowa) were included in the analysis. Point coverage of
ground-based meteorological stations was created in ArcGIS 10. The location (longitude and latitude) of the weather stations and the climate data were imported into a geo-database and explored using the ArcGIS Geospatial Analyst tool before interpolation. Daily climate data from the automated weather stations were input into the Penman-Monteith equation (Monteith, 1965), with a fixed canopy resistance (Irmak et al., 2012), to calculate daily alfalfa-reference (potential) evapotranspiration (ET_{ref}).

Crop coefficients (Kc) along with ET_{ref} were used to calculate actual crop evapotranspiration (ET_a). The typical emergence date was assumed to be the beginning (May 1) and physiological maturity was assumed to be the end of the growing season (Sept. 30) for the whole state, although the growing season becomes shorter from the eastern to western part of the state. Thus, no adjustments were made to account for the differences in growing season from the eastern to the western edge of the state. The stages of growth and development used in this study were approximated according to the phenological development of maize and soybean obtained from extensive field experiments conducted by S. Irmak (unpublished data) at the University of Nebraska-Lincoln, Institute of Agriculture and Natural Resources (UNL-IANR) South Central Agricultural Laboratory (SCAL) near Clay Center, Nebraska. The Kc values and ET_a estimation procedures used were the same as those outlined by Sharma and Irmak (2012a). Physical and chemical properties of the dominant soil type for each county were obtained from the USDA-NRCS Soil Survey Geographic Database (SSURGO: http://soildatamart.nrcs.usda.gov/State.aspx). The soil physical and chemical properties obtained to predict crop yield were: available soil water capacity (ASW) (calculated in this study), cation exchange capacity (CEC), organic matter content (OMC), and clay content (CC). ASW was computed for the 1.2 m soil profile, while the remaining predictors were taken from the top 0.30 m. It was assumed that the NRCS-reported values held constant for the period of 1996 to 2009.

**INTERPOLATION AND REGRESSION TECHNIQUES**

The predicted values of precipitation and ET_{ref} based on 14 years of historical data were computed using spline, kriging, and inverse distance weighting interpolation methods. To compare the performance of these interpolation techniques, the predicted values were compared with weather station data and were evaluated based on the root mean square deviation (RMSD) and coefficient of determination (R^2) using number of observations (N = 50). For all techniques, interpolations with a maximum of ten and minimum of seven neighboring weather stations were tested.

Spline interpolation is a deterministic method that fits a mathematical function through input data to create a smooth surface. It can generate accurate surfaces from only a few sampled points (Anderson, 2002). In this interpolation, each station was omitted, in turn, from the estimation of the fitted surface, and the mean square error (MSE) was calculated. This process was repeated for a range of values of a smoothing parameter, and then the value that minimized MSE was used to obtain the optimum smoothing. In our analysis, a regularized spline was selected because it creates a smoother surface closely constrained with the sample data range. On the other hand, kriging interpolation is based on a statistical model that includes autocorrelation (i.e., the statistical relationship among the measured points). This is because geostatistical techniques (kriging) have the ability to provide some measure of accuracy of the predictive surfaces (Merino et al., 2001). In kriging, the distance or direction between sample points reflects a spatial correlation that can be used to explain variation in the surface. The kriging tool fits a mathematical function to a specified number of points, or all points within a specified radius, to determine the output value for each location (Sharma and Irmak, 2012a, 2012b). Kriging weights the surrounding measured values to derive a prediction for an unmeasured location. Detailed descriptions of the spline and kriging functions used in this study are presented by Sharma and Irmak (2012a) and Irmak et al. (2010).

The third interpolation technique used in the study was inverse distance weighting (IDW), which is based on the assumption that the climatic and soil property variables at an unsampled location are a distance-weighted average of the variables at the sampling points. The interpolated surfaces are more heavily influenced (weighted) by nearby points and less influenced by distant points. Detailed mathematical descriptions of the IDW method are provided by Watson and Philips (1985), Hosseini et al. (1994), Nalder and Wein (1998), and Kollias et al. (1999).

After interpolation, zonal statistics were used to calculate precipitation and ET_{ref} values for each county. Zonal statistics (Spatial Analyst tool of ArcGIS 10) calculate statistics on the value of a raster (1000 m × 1000 m cell size) within the zone of another dataset and summarize the results as mean, maximum, minimum, and range values. Each county mean value from zonal statistics was calculated from the precipitation and ET_{ref} rasters using all of the Nebraska counties defined by name (string attribute field) of the county feature class. Some studies used zonal statistic for computing average elevation, aspect, slope (topographic attributes), and normalized difference vegetation index (NDVI) (Bakhsh and Kanwar, 2004; Sharma et al., 2011), while others used zonal analysis to calculate crop yields for different grids (Kulkarni et al., 2008).

The ordinary least square (OLS) regression used in this study is a generalized liner modeling technique that may be used to model a response or dependent variable. It provides a global model of the variable for the prediction. Classical OLS regression theory relies on the assumption that the explanatory variables are measured with minimal or no error. The technique allows single or multiple explanatory variables to be used in the model. Mathematically, the simple linear model fitted by OLS is expressed as:

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \ldots + \beta_n x_n + \epsilon \] (1)
where \( y \) is the dependent variable; \( \beta \) is the intercept; \( \beta_1, \beta_2, \beta_3 \ldots \beta_n \) are the coefficients (slope) of the independent variable \( x \) \( (x_1, x_2, x_3 \ldots x_n) \); and \( \varepsilon \) is the deviation of the point from the regression line (error term).

**RESULTS AND DISCUSSION**

Three interpolation techniques (kriging, spline, and IDW) were used to predict growing season (May 1 to Sept. 30) precipitation and ET\(_{\text{ref}}\) from 1996 to 2009. All interpolation techniques were performed in ArcGIS 10. The performance indicators (RMSD and \( R^2 \)) for each interpolation technique and the time frame of the interpolation are presented in table 1. The highest reported \( R^2 \) value for precipitation for all three techniques was 0.93 in November, with RMSD values of 2.68, 2.74, and 2.69 mm for kriging, spline, and IDW, respectively. The lowest \( R^2 \) value for all techniques was observed in January could be attributed to higher spatial variability in monthly precipitation. The spatial variability was not reflected in the standard deviation of the data (data not shown) but was reflected in local trends, indicating that the variability was more in the neighboring station. On the other hand, less variability was observed in November in the local trends. Slightly higher RMSD was observed for ET\(_{\text{ref}}\) from western to the eastern edge of the state. Unlike precipitation, ET\(_{\text{ref}}\) shows less variation from annual to annual, with an average ET\(_{\text{ref}}\) between the western and eastern edges of the state is 280 mm, with a maximum of 1086 mm in Cheyenne County and a minimum of 807 mm in Douglas County.

<table>
<thead>
<tr>
<th>Period</th>
<th>Kriging R2</th>
<th>Kriging RMSD</th>
<th>Spline R2</th>
<th>Spline RMSD</th>
<th>IDW R2</th>
<th>IDW RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual</td>
<td>0.89</td>
<td>41.4</td>
<td>0.90</td>
<td>43.3</td>
<td>0.87</td>
<td>47.6</td>
</tr>
<tr>
<td>Seasonal</td>
<td>0.87</td>
<td>27.2</td>
<td>0.86</td>
<td>29.1</td>
<td>0.84</td>
<td>30.8</td>
</tr>
<tr>
<td>January</td>
<td>0.49</td>
<td>3.5</td>
<td>0.46</td>
<td>3.6</td>
<td>0.47</td>
<td>3.6</td>
</tr>
<tr>
<td>February</td>
<td>0.79</td>
<td>3.0</td>
<td>0.81</td>
<td>2.9</td>
<td>0.80</td>
<td>3.0</td>
</tr>
<tr>
<td>March</td>
<td>0.78</td>
<td>4.8</td>
<td>0.79</td>
<td>4.8</td>
<td>0.77</td>
<td>4.9</td>
</tr>
<tr>
<td>April</td>
<td>0.81</td>
<td>6.3</td>
<td>0.79</td>
<td>6.8</td>
<td>0.74</td>
<td>7.3</td>
</tr>
<tr>
<td>May</td>
<td>0.83</td>
<td>8.6</td>
<td>0.84</td>
<td>8.2</td>
<td>0.82</td>
<td>8.8</td>
</tr>
<tr>
<td>June</td>
<td>0.74</td>
<td>8.9</td>
<td>0.71</td>
<td>9.7</td>
<td>0.67</td>
<td>10.2</td>
</tr>
<tr>
<td>July</td>
<td>0.68</td>
<td>9.3</td>
<td>0.68</td>
<td>9.4</td>
<td>0.64</td>
<td>10.1</td>
</tr>
<tr>
<td>August</td>
<td>0.76</td>
<td>8.7</td>
<td>0.75</td>
<td>9.0</td>
<td>0.70</td>
<td>9.8</td>
</tr>
<tr>
<td>September</td>
<td>0.72</td>
<td>7.4</td>
<td>0.76</td>
<td>6.8</td>
<td>0.74</td>
<td>7.1</td>
</tr>
<tr>
<td>October</td>
<td>0.68</td>
<td>7.9</td>
<td>0.70</td>
<td>7.5</td>
<td>0.68</td>
<td>7.9</td>
</tr>
<tr>
<td>November</td>
<td>0.93</td>
<td>2.7</td>
<td>0.93</td>
<td>2.7</td>
<td>0.93</td>
<td>2.7</td>
</tr>
<tr>
<td>December</td>
<td>0.84</td>
<td>2.4</td>
<td>0.86</td>
<td>2.3</td>
<td>0.84</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Similar results were obtained from all interpolation techniques when estimating precipitation and ET\(_{\text{ref}}\). The spline and kriging methods had the closest agreement in most cases, but overall the spline method resulted in slightly higher \( R^2 \) values between the observed and interpolated data. Based on the statistics reported in table 1, all three methods were judged to be suitable for estimating the spatial distribution of precipitation and ET\(_{\text{ref}}\) across Nebraska. However, because the spline method resulted in slightly higher \( R^2 \) values, this method was used to interpolate the climatic parameters across all counties.

**DISTRIBUTION OF CLIMATIC VARIABLES AND SOIL PROPERTIES**

To evaluate the potential impacts of climatic and soil physical and chemical properties on maize and soybean yields, the spatial distributions of these yield-driving factors across Nebraska are presented in figure 2 and figures 3a to 3d. Spatial distributions of the long-term average seasonal (May 1 to Sept. 30) precipitation and ET\(_{\text{ref}}\) for the entire state are presented in figures 2a and 2b. Precipitation amounts in Nebraska gradually increase from the northwest to the southeast corner of the state. The difference in precipitation amounts along the gradient is 260 mm. The minimum precipitation of 227 mm and maximum of 486 mm were reported in Scottsbluff and Richardson Counties, respectively. Reference evapotranspiration follows the opposite trend to precipitation across the state. There is a gradual decrease in ET\(_{\text{ref}}\) from western to the eastern edge of the state. Unlike precipitation, ET\(_{\text{ref}}\) shows less variation from north to south on the eastern edge of the state. The difference in ET\(_{\text{ref}}\) between the western and eastern edges of the state is 280 mm, with a maximum of 1086 mm in Cheyenne County and a minimum of 807 mm in Douglas County.

Figures 3a to 3d present the spatial distribution of organic matter content (OMC, percent weight) (fig. 3a), available soil water capacity (ASW) (fig. 3b), percent clay content (CC) (fig. 3c), and cation exchange capacity (CEC) (fig. 3d) across Nebraska. Available soil water capacity is the difference between field capacity and permanent wilting point summed for each soil layer (0.30 m increments) in the...
top 1.20 m soil profile for both irrigated and rainfed maize and soybean. The remaining soil properties were reported for the top 0-0.30 m soil layer. Similar gradients across Nebraska were observed for all soil properties included in the study. Low levels of OMC, ASW, CC, and CEC were reported in the northern portion of west-central part of the state, which is known as the Sandhills. Figure 3a shows the distribution of OMC. High levels of OMC were found in the south central and northeastern parts of the state. OMC ranges from nearly zero in the Sandhills region to approximately 6% in Dixon County, with a statewide average of 1.57%. Statewide variation of organic matter is primarily influenced by climate, land use and soil management practices, and vegetation type and coverage density. On a smaller scale, variation of organic matter is affected by topography, crop type, crop and soil management practices, and precipitation amounts. One of the reasons for the high OMC in the south central and northeastern part of the state is due to the adoption of no-till practices in these areas and the deep silt loam soils. Based on USDA-NRCS (2009)
statistics, about 77% of maize is planted as no-till in the eastern part of the state, and about 70% of the maize land area in Banner county (western Nebraska) is planted as no-till, resulting in higher OMC in these areas.

Available soil water capacity in the top 1.20 m soil profile has a minimum value of 74 mm of water in Dundy County, a maximum of 185 mm of water in multiple counties, with a statewide average of 137 mm (fig. 3). The state has about eight major soil types with 138 soil series. Out of 138 soil series, 17 constitute about 49% of the land area (USDA-NRCS web soil survey), but only the major soil type for each county was selected to map ASW in our analysis (fig. 3b). Thus, for a given county, if the soil type has more than 185 mm of ASW in the top 1.20 m soil profile, it is not considered in our analysis. The average percent clay content (CC) in Nebraska is 19%, with a minimum value of 3% (multiple counties) and maximum value of 53% (Boyd County) (fig. 2c). Cation exchange capacity (CEC) reflects the amount of nutrients (Ca²⁺, Mg²⁺, and K⁺) a soil can store and make available to crops. CEC has a minimum value of 2.5 meq per 100 g in Dundy County, a maximum of 37.5 meq per 100 g in Boyd County, with a statewide average of 16.2 meq per 100 g (fig. 2d). The highest values were observed in the eastern part of the state, where clay content and organic matter content are highest. Furthermore, tillage methods heavily impact CEC (Prasad and Power, 1991) and, in general, CEC is more favorable under no-till or reduced-till practices (Lal, 1989), which is heavily practiced in the eastern part of Nebraska.

**Observed vs. Predicted Yield Using OLS (Statewide Models)**

The performance of the OLS models, as measured by R² and RMSE, indicated that a large amount of yield variation is explained by the explanatory variables. Figures 5, 7, 9, and 11 present the statewide distribution of observed vs. predicted yield with R² and RMSE values for irrigated and rainfed maize and soybean. In some counties, maize and/or soybean are not grown, and these counties with no yield data are represented with white color. The results of the OLS models showed a very good performance for predicting rainfed maize and soybean yields. The amount of total variation in yield that was explained by different variables ranged from 73% to 85% for rainfed maize and from 69% to 85% for rainfed soybean (table 2). Less variation in irrigated yield was observed as compared with the rainfed crop yields with R² ranging from 0.19 to 0.46 and 0.06 to 0.36 for irrigated maize and soybean yields, respectively (table 3). The performance of OLS models was interpreted as an indicator of the overall importance of the selected climatic and soil variables to the observed spatial pattern of yield stability.

The statewide average OLS coefficients (β₀, β₁, β₂, β₃, β₄, and β₅ from eq. 1) for rainfed and irrigated maize and soybean are presented in tables 2 and 3, respectively. The OLS approach produced six coefficients for all cases (i.e., irrigated and rainfed maize and soybean) with the addition of each explanatory variable. A hierarchical approach was used to produce each coefficient. Each coefficient represents the strength and type of relationship that explanatory variable has with the dependent variable. For the rainfed maize models, strong negative relationships were observed between yield and ETₐ; however, the negative relationship decreases with the addition of other explanatory variables (table 2). On the other hand, precipitation, ASW, and CEC are main yield-driving factors, showing strong positive relationships with rainfed maize yields. High CEC coefficients of 43.95, 123.22, and 121.10 were observed for Yield = f(ETₛ, P, ASW, CEC), Yield = f(ETₛ, P, ASW, CEC, CC), and Yield = f(ETₛ, P, ASW, CEC, CC, OMC) models, representing a strong positive relationship with rainfed maize yields. A similar positive effect on yield with CEC was reported by Casanova et al. (1999). For all crops, ETₛ, P, ASW, CEC, and OMC were of moderate to high importance in predicting yield. Tables 2 and 3 also present model coefficients and R² values of various predictive models developed for irrigated and rainfed maize and soybean yields. For rainfed maize, about 73% of the variation in yield, with an RMSD value of 867 kg ha⁻¹, was explained by ETₛ alone. By adding variables to the explanatory model, the overall performance, measured by R², increased. The maximum variability of 83%, with an RMSD value of 690 kg ha⁻¹, was explained by the model Yield = f(ETₛ, P, ASW, CEC, CC) (table 2). No additional variation in yield was explained by adding OMC to the rainfed maize yield model.
Consistent spatial patterns were expressed in the predicted rainfed maize models as explanatory variables were added (fig. 5). A curvilinear relationship was observed between predicted and observed yield when only a few variables were included. This resulted in underprediction at lower and higher observed yields and overprediction at yields between approximately 4,000 and 7,000 kg ha\(^{-1}\). As the number of explanatory variables increased, the predicted and observed yield relationship approached unity (fig. 5). However, the statistical analysis showed that the p-value for the intercept and slope of the regression line was significantly different from unity, i.e., p < 0.05 (data not shown). The results of the standardized residual maps show that predicted yields were within ±2 standard deviations (SD) of the observed yields. Less than 3% of the counties fell over the ±2.0 SD range. Figure 4 shows the standardized residual maps as explanatory variables were included in the prediction of rainfed maize yield. In all rainfed maize yield models, the northeast corner of the state, with Wayne, Cuming, Pierce, Thurston, Dixon, and Dakota counties, was underpredicted, whereas the north central portion of the state, with Wayne, Cuming, Pierce, Thurston, Dixon, and Dakota counties, was underpredicted, whereas the north central portion of the state, including Holt, Loup, Garfield, Wheeler, and Keya Paha counties, was overpredicted. For the first model, in which ET\(_a\) is the only variable, crop yield of the north central portion of the state was overpredicted with -2.0 SD, and the northeast corner was underpredicted with +2.0 SD. The model explaining the maximum amount of yield variability, Yield = f(ET\(_a\), P, ASW, CEC, CC), reduced the SD in these two areas closer to ±1.0 SD. The distinct spatial patterns observed in the models show that other yield-influencing parameters exist that are not included in the models (i.e., nutrient availability, soil and water salinity, management practices such as tillage method, crop rotation, etc.) and may be required to strengthen the predictive models.

Similar results were observed for rainfed soybean yields. About 69% of the variability (RMSD = 238 kg ha\(^{-1}\)) was explained by ET\(_a\) alone, and 73%, 81%, and 83% of the variability was explained by the models Yield = f(ET\(_a\), P), Yield = f(ET\(_a\), P, ASW), and Yield = f(ET\(_a\), P, ASW, CEC), respectively (fig. 7). The maximum variation of 85% (RMSD of 164 kg ha\(^{-1}\)) was explained by Yield = f(ET\(_a\), P, ASW, CEC, CC). Similar to rainfed maize, no additional variation in soybean yield was explained by adding OMC to the model. The intercept and slope of the regression line between explanatory variables and yield were significantly different (p < 0.05) from unity for rainfed soybean (data not shown). Compared to rainfed maize, small to moderate differences in model coefficients were observed for rainfed soybean yield. All the variables have positive relationship with rainfed soybean yield (table 2), except ET\(_a\). The OLS SD maps indicate that the predicted yield or residuals were within the ±2 SD range. The crop yields of the north central portion of the state were overpredicted in all models; however, the SD decreased from approximately ±2 to ±1 SD as the explanatory variables were increased (fig. 6). Less variability was explained when adding additional soil physical and chemical properties as compared with climatic variables.
As mentioned earlier, similar spatial patterns exist across Nebraska for the soil physical and chemical properties included in the analysis. The soil properties are affected similarly by geographical conditions (climate, topography, etc.) and influenced by each other. For instance, CEC is known to be higher in areas with high clay content and OMC; low levels of clay content tend to produce less dense vegetative cover, resulting in lower OMC; and ASW is proportional to soil texture and is lower in sandy soils. By incrementally adding soil properties to the models, the predictions are strengthened; however, the predictive surfaces are less likely to change from one model to the next.

**Figure 5.** Relationship between observed vs. predicted rainfed maize yield models by using different predictive variables: (a) \( Y = \alpha ET_a \), (b) \( Y = \alpha ET_a P \), (c) \( Y = \alpha ET_a P ASW \), (d) \( Y = \alpha ET_a P ASW CEC \), (e) \( Y = \alpha ET_a P ASW CEC CC \), and (f) \( Y = \alpha ET_a P ASW CEC CC OMC \), where \( Y \) = rainfed maize yield (kg ha\(^{-1}\)), \( ET_a \) = actual evapotranspiration (mm), \( P \) = precipitation (mm), \( ASW \) = available soil water capacity (mm) in the 0-1.20 m soil profile, \( CEC \) = cation exchange capacity (meq per 100 g), \( CC \) = clay content (%), and \( OMC \) = organic matter content (%). The colors of the data points are associated with the county colors on the rainfed maize standardized residuals map (fig. 4).
Less correlation was found between the predicted and observed yield for irrigated maize as compared with the rainfed maize yields (figs. 5 and 9). For irrigated maize, an $R^2$ of 0.19 and an RMSD of 645 kg ha$^{-1}$ was found between predicted and observed yield for the model $Y = f(ET_a)$. A maximum of 45% of the variability in yield (RMSD = 533 kg ha$^{-1}$) was explained by the model $Y = f(ET_a, P, ASW)$ (fig. 9). No additional variation in yield was explained by adding CEC, CC, and OMC, indicating that the irrigated maize yields are mostly dependent on precipitation, $ET_a$, and ASW (table 4). Most of the OLS coefficients had a positive relationship with irrigated maize yield. Contrary to rainfed crops, irrigated maize and soybean yields had a positive relationship with $ET_a$ for all models (tables 2 and 3). Except for CEC, all explanatory variables in the irrigated maize yield model $Y = f(ET_a, P, ASW, CEC, CC, OMC)$ had a positive impact on yield. Less apparent spatial yield patterns existed for irrigated maize as compared with rainfed maize. The standardized residual (standard deviation, SD) maps indicate that the residuals (observed minus predicted yield) are within 1.5 SD (fig. 8). Yield was underpredicted for the counties in the central part of the state (fig. 8). Irrigation influences crop yield predictions more in areas with less precipitation (e.g., central and western Nebraska) as compared with areas with higher precipitation amounts (e.g., the eastern part of the state), where yield shows the overprediction trend (fig. 8). In general, irrigation allows crops to resume their normal or potential growth rates under the imposed atmospheric and geographical constraints; therefore, the inclusion of irrigation amount and method would further improve the performance of the irrigated maize models. Furthermore, irrigation minimizes the range of observed yields across the state, which most likely reduced the ability of the explanatory variables to explain yield variability for irrigated maize and soybean. Irrigated maize yields ranged from 8,000 to 12,000 kg ha$^{-1}$ (fig. 9); whereas rainfed maize yields ranged from 2,500 to 8,500 kg ha$^{-1}$ (fig. 5).

Irrigated soybean yield predictions had a lower $R^2$ of 0.06 and RMSD of 263 kg ha$^{-1}$ for the model $Y = f(ET_a)$. Table 3 presents the coefficients and $R^2$ values for different irrigated soybean yield prediction models. The maximum $R^2$ was 0.36 (RMSD = 218 kg ha$^{-1}$) for the model that included $ET_a$, P, ASW, CEC, CC, and OMC (fig. 11). While irrigation water increases crop water productivity, especially in areas with high ET demands and low precipitation, the inability to account for average county-level irrigation amounts (due to unavailability of data in terms of total irrigation amount applied for maize or soybean crops), the predictive models are susceptible to over- or underestimation of yield in heavily or modestly irrigated areas. For instance, south central and southwest Nebraska are intensely irrigated to meet crop water demands, and the predictive models, on average, underestimated the observed irrigated soybean yields. In addition, the eastern portion of the state, which is less reliant on irrigation, resulted in the irrigated soybean models overpredicting yields. The crop yield response to irrigation is not only a function of seasonal total irrigation applied, but also a strong function of irrigation timing. Irrigation amount and timing can also impact crop yield differently depending on the crop growth stage when the irrigations are applied. Because none of the models...
accounted for these yield-impacting factors, they were not able to predict irrigated maize and soybean yields as accurately as the rainfed yields for the same crops.

Table 4 shows the incremental $R^2$ values that resulted from adding explanatory variables to each model. For the rainfed crops, ET$_a$ played the major role in predicting yield, whereas precipitation and available soil water capacity played the major role in predicting irrigated yields. For rainfed crops, about 2% to 4% of the increment was caused by precipitation, and about 4% to 8% of the increment was caused by ASW. The lower correlation between observed and model-predicted yields for the irrigated crops as compared with the rainfed crops is likely due to the added complexity of irrigation management and soil water availability.

Figure 7. Relationship between observed vs. predicted rainfed soybean yield models by using different predictive variables: (a) $Y = a(ET_a)$, (b) $Y = f(ET_a, P)$, (c) $Y = f(ET_a, P, ASW)$, (d) $Y = f(ET_a, P, ASW, CEC)$, (e) $Y = f(ET_a, P, ASW, CEC, CC)$, and (f) $Y = f(ET_a, P, ASW, CEC, CC, OMC)$, where $Y =$ rainfed soybean yield (kg ha$^{-1}$), ET$_a =$ actual evapotranspiration (mm), P = precipitation (mm), ASW = available soil water capacity (mm) in the 0-1.20 m soil profile, CEC = cation exchange capacity (meq per 100 g), CC = clay content (%), and OMC = organic matter content (%). The colors of the data points are associated with the county colors on the rainfed soybean standardized residuals map (fig. 6).
pared with the rainfed crops was most likely due to the inability of the models to account for the county-level within-season irrigation amounts, as discussed previously.

ZONAL MODELS
Substantial variation was observed in terms of the impact of variables on crop yield across the state (i.e., the $R^2$ between predicted vs. observed yield varied considerably from the eastern to the western part of the state). To further evaluate the overall importance of the yield-driving factors in predicting maize and soybean yields for rainfed and irrigated conditions, crop yield models were developed for different zones. Similar to the state analysis, the importance of the explanatory variables for each crop within each zone was determined by the $R^2$ values, as reported in figure 12. Hereafter, models developed for the entire state will be referred to as “state models” for easy comparison to zonal models.

The zonal rainfed maize models explained less yield variability than the state models. The $R^2$ values when ET$\text{a}$ was the only explanatory variable were 0.06, 0.12, 0.48, and 0.40 for zones 1, 2, 3, and 4, respectively, as compared with the state model $R^2$ of 0.73. Maximum variability of 36%, 78%, 80%, and 61%, respectively, was explained by the model $Yield = \beta_0 + \beta_1 ET\text{a} + \beta_2 P + \beta_3 ASW + \beta_4 CEC + \beta_5 CC + \beta_6 OMC$ for zones 1, 2, 3, and 4, respectively, as compared with 83% for the state model $Yield = \beta_0 + \beta_1 ET\text{a} + \beta_2 P + \beta_3 ASW + \beta_4 CEC + \beta_5 CC$ (fig. 12). Unlike the state model, the addition of OMC helped to explain rainfed maize yield variability in all zones. The inclusion of precipitation was the main descriptor for the western (drier) zones (1 and 2) where, on average, seasonal precipitation amounts are less than

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\beta_4$</th>
<th>$\beta_5$</th>
<th>$\beta_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irrigated maize yield</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield = $f(ET\text{a})$</td>
<td>0.19</td>
<td>13777.6</td>
<td>-4.93</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield = $f(ET\text{a}, P)$</td>
<td>0.38</td>
<td>4269.27</td>
<td>3.67</td>
<td>10.46</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield = $f(ET\text{a}, P, ASW)$</td>
<td>0.45</td>
<td>2995.8</td>
<td>4.6</td>
<td>10.59</td>
<td>4.54</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield = $f(ET\text{a}, P, ASW, CEC)$</td>
<td>0.45</td>
<td>2960.1</td>
<td>4.46</td>
<td>10.97</td>
<td>5.3</td>
<td>-7.28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield = $f(ET\text{a}, P, ASW, CEC, CC)$</td>
<td>0.45</td>
<td>3104.54</td>
<td>4.44</td>
<td>10.6</td>
<td>5.31</td>
<td>-27.82</td>
<td>17.74</td>
<td>-</td>
</tr>
<tr>
<td>Yield = $f(ET\text{a}, P, ASW, CEC, CC, OMC)$</td>
<td>0.46</td>
<td>3163.44</td>
<td>4.43</td>
<td>10.4</td>
<td>5.08</td>
<td>-40.02</td>
<td>25.43</td>
<td>66.86</td>
</tr>
</tbody>
</table>

Table 3. Coefficient of determination ($R^2$) and ordinary least square (OLS) model coefficients for irrigated maize and soybean yields.
tial ET demands, with an increase in $R^2$ from 0.06 to 0.21 for zone 1 and from 0.12 to 0.50 for zone 2. The eastern zones (3 and 4) that receive greater precipitation amounts were influenced the most by seasonal ET. The change in $R^2$ values for the zonal rainfed maize models are shown in figure 12a.

Figure 9. Relationship between observed vs. predicted irrigated maize yield models by using different predictive variables: (a) $Y = \beta_0 + \beta_1 ET_a$, (b) $Y = \beta_0 + \beta_1 ET_a + \beta_2 P$, (c) $Y = \beta_0 + \beta_1 ET_a + \beta_2 P + \beta_3 ASW$, (d) $Y = \beta_0 + \beta_1 ET_a + \beta_2 P + \beta_3 ASW + \beta_4 CEC$, (e) $Y = \beta_0 + \beta_1 ET_a + \beta_2 P + \beta_3 ASW + \beta_4 CEC + \beta_5 CC$, and (f) $Y = \beta_0 + \beta_1 ET_a + \beta_2 P + \beta_3 ASW + \beta_4 CEC + \beta_5 CC + \beta_6 OMC$, where $Y =$ irrigated maize yield (kg ha$^{-1}$), $ET_a =$ actual evapotranspiration (mm), $P =$ precipitation (mm), $ASW =$ available soil water capacity (mm) in the 0-1.20 m soil profile, CEC = cation exchange capacity (meq per 100 g), CC = clay content (%), OMC = organic matter content (%). The colors of the data points are associated with the county colors on the irrigated maize standardized residuals map (fig. 8).
Similar to the rainfed maize models, equal or less rainfed soybean yield variability was explained by the zonal models as compared with the state models. Actual evapotranspiration was the greatest predictor of rainfed soybean yield variability for all zones, with $R^2$ values between observed and predicted yield of 0.75, 0.44, and 0.26 for zones 2, 3, and 4, respectively (fig. 12b). Furthermore, the climatic variables ($ET_a$ and precipitation) accounted for 96%, 73%, and 67% of the total explained variation in yield, whereas 4%, 27%, and 33% of yield variability was explained by soil physical and chemical properties for zones 2, 3, and 4, respectively. The addition of OMC as an explanatory variable for zones 2 and 3 provided no further explanation of rainfed soybean yield variability; however, the addition of OMC in zone 4 (the wettest part of the state) improved the model prediction and resulted in a final $R^2$ value of 0.48.

Unlike rainfed conditions, irrigated maize and soybean yield predictions were improved in certain zones by applying the zonal OLS models rather than the state models. For irrigated maize, the maximum variability explained by the model $Y = f(ET_a, P, ASW, CEC, CC)$ was 80%, 86%, 44%, and 40% for zones 1, 2, 3, and 4, respectively, as compared with 46% for the state model (fig. 9 vs. fig. 12). The greater zonal $R^2$ values are due to similar management practices existing within a zone, including irrigation methods and amounts. The use of zones having common management practices results in better yield prediction from the explanatory variables used in the study. For the state models, management practices vary greatly across the state, leading to less accurate yield prediction. All zonal models were able to strengthen their predictive powers by adding additional soil properties above the $Y = f(ET_a, P, ASW)$ model (fig. 12c). The $R^2$ values for zones 1 and 2 were considerably greater than the best performing state model, whereas zones 3 and 4 individually had nearly the same $R^2$ values. As mentioned earlier, the inability to account for irrigation amounts, irrigation method, maize hybrid or soybean variety characteristics, within-season irrigation management practices, and other management practices might have limited the performance of the models, especially for the state models. The maximum amounts of yield variability explained by the irrigated soybean zonal models were 47%, 49%, and 49% for zones 2, 3, and 4, respectively, which in all cases outperformed the state model that explained only 36% of the yield variability. The maximum variability for zones 2 and 3 was explained by the model $Y = f(ET_a, P, ASW, CEC, CC)$, whereas the maximum variability for zone 4 was explained by the model $Y = f(ET_a, P, ASW, CEC, CC)$. The state model, as well as the model for zone 3, was mostly influenced by $ET_a$, and organic matter content played a more important role in the western (wettest) portion of the state than in other locations.
Figure 11. Relationship between observed vs. predicted irrigated soybean yield models by using different predictive variables: (a) $Y = f(ET_a)$, (b) $Y = f(ET_a, P)$, (c) $Y = f(ET_a, P, ASW)$, (d) $Y = f(ET_a, P, ASW, CEC)$, (e) $Y = f(ET_a, P, ASW, CEC, CC)$, and (f) $Y = f(ET_a, P, ASW, CEC, CC, OMC)$, where $Y =$ irrigated soybean yield (kg ha$^{-1}$), $ET_a =$ actual evapotranspiration (mm), $P =$ precipitation (mm), $ASW =$ available soil water capacity (mm) in the 0-1.20 m soil profile, $CEC =$ cation exchange capacity (meq per 100 g), $CC =$ clay content (%), and $OMC =$ organic matter content (%). The colors of the data points are associated with the county colors on the irrigated soybean standardized residuals map (fig. 10).

Table 4. Incremental $R^2$ (%) values by adding explanatory variables to the yield predicting model using ordinary least square (OLS) regression.

| Model | No. of Explanatory Variables | Rainfed Maize | | Rainfed Soybean | | Irrigated Maize | | Irrigated Soybean |
|-------|-----------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
|       |                             | $R^2$ (%) | Increment. $R^2$ (%) | $R^2$ (%) | Increment. $R^2$ (%) | $R^2$ (%) | Increment. $R^2$ (%) | $R^2$ (%) |
| $Y = f(ET_a)$ | 1 | 73 | - | 69 | - | 19 | - | 0.1 | - |
| $Y = f(ET_a, P)$ | 2 | 75 | 2 | 73 | 4 | 38 | 19 | 23 | 23 |
| $Y = f(ET_a, P, ASW)$ | 3 | 79 | 4 | 81 | 8 | 45 | 7 | 24 | 1 |
| $Y = f(ET_a, P, ASW, CEC)$ | 4 | 82 | 3 | 83 | 2 | 45 | 0 | 33 | 9 |
| $Y = f(ET_a, P, ASW, CEC, CC)$ | 5 | 83 | 1 | 85 | 2 | 45 | 0 | 34 | 1 |
| $Y = f(ET_a, P, ASW, CEC, CC, OMC)$ | 6 | 83 | 0 | 85 | 0 | 45 | 0 | 36 | 2 |
SUMMARY AND CONCLUSIONS

The use of OLS regression techniques to understand the impacts and relationships between climatic variables and soil physical and chemical properties on irrigated and rainfed yields on a large scale (county, state, regional) is relatively new in the field of agricultural sciences. Accessibility to data from various weather stations and agricultural agencies coupled with information on soil physical and chemical properties can be used to develop OLS regression models to predict yield variability on a regional scale. In addition, these models account for the large-scale heterogeneity beyond the field level and, in combination with spatial analyses, allow identification of yield stability regions. To the best of our knowledge, this study is the first to couple various soil physical and chemical properties and climatic variables as well as soil water availability and actual crop evapotranspiration to predict irrigated and rainfed maize and soybean yields on a large scale. Models were developed for the entire state of Nebraska as well as for each of four zones. Kriging, spline, and inverse distance weighting (IDW) interpolation techniques were used to spatially estimate seasonal (May 1 to Sept. 30) precipitation and reference (potential) evapotranspiration (ET$_{ref}$). In general, all three interpolation methods performed similarly, with the spline method performing slightly better than the other two methods. The best state models that explained the maximum yield variability for rainfed and irrigated maize and soybean were: Yield = $f$(ET$_{a}$, P, ASW, CEC, CC), with an $R^2$ of 0.83 and RMSD of 690 kg ha$^{-1}$; Yield = $f$(ET$_{a}$, P, ASW, CEC, CC), with an $R^2$ of 0.85 and RMSD of 164 kg ha$^{-1}$; Yield = $f$(ET$_{a}$, P, ASW), with an $R^2$ of 0.45 and RMSD of 533 kg ha$^{-1}$; and Yield = $f$(ET$_{a}$, P, ASW, CEC, CC, OMC), with an $R^2$ of 0.36 and RMSD of 218 kg ha$^{-1}$. No additional yield variability was explained by adding OMC to the predictive state models for all crops, except irrigated soybean. Differences in the impact of explanatory variables on predicting crop yield were observed for different zones across the state. The zonal models provided insight into which explanatory variables were most important in predicting yield for a given crop within a climatic zone. Precipitation had the greatest influence on explaining rainfed maize yield variability for the western (drier) zones (1 and 2), whereas actual evapotranspiration (ET$_{a}$) explained the majority of the yield variability in the eastern (wetter) zones (3 and 4). Unlike the state model for rainfed maize yields, an increase in $R^2$ was observed by adding OMC to the models for each zone.

The zonal models for rainfed and irrigated maize and soybean provided important and useful insight into which parameters are most influential in predicting yield in different climatic zones. The division of Nebraska into climatic zones with similar characteristics can help reduce the error from other yield-influencing factors that are not available (e.g., within-season irrigation management practices, soil and crop management practices, nutrient management, etc.).

Figure 12. Coefficient of determination ($R^2$) between observed and predicted yield for (a) rainfed maize, (b) rainfed soybean, (c) irrigated maize, and (d) irrigated soybean for four zones across Nebraska. Zone 1 is the western (driest) and zone 4 is the eastern (wettest) part of the state.
etc.). These parameters on a county level are unavailable from any source. Therefore, we recommend that zonal models be used for predicting irrigated maize and soybean yields in climatic conditions similar to those that existed in this study so that the variability of the unaccounted factors decreases, resulting in a higher predictive power. However, for rainfed predictions, we suggest the use of state models since the climatic and soil physical and chemical properties are the primary influencing factors, and dividing the state into zones may mask certain properties, hindering the predictive power.
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