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PROBIT ANALYSIS is used to analyze data from bioassay experiments (Finney 1964). In entomology, samples of insects are typically exposed to several concentrations of an insecticide to determine the concentration that will kill 50% of the insects within a given time span (for example, Cilek and Knapp 1993). Effects of time on percentage of kill at 1 concentration (serial time-mortality data) may be of interest when (1) materials are limited, as might occur in tests of insecticides on field strains where few insects are available, or when testing an experimental pesticide that is available in limited quantities; or (2) when speed of kill is important, as might occur with a pest that lays all of its eggs within a few days (like a short-lived stored-product insect) or in quarantine treatments. Standard probit analysis techniques are not applicable to serial time-mortality data because observations made on the same group of organisms at different times are correlated (Robertson and Preisler 1992).

Lampkin and Ogawa (1975) developed a method for calculating the slope and intercept of serial time-mortality data. Reports on results of probit-type analyses should include the standard errors of the slope, intercept, and lethal time or lethal concentration values, and a test for goodness-of-fit. Any tests comparing slopes, intercepts, or lethal time values should include confidence limits on the estimated statistics. Preisler and Robertson (1989) described a method to analyze bioassay data when response by the same groups of organisms was determined at several times and at several concentrations of the insecticide (time-dose-mortality data).

Here we present a method for analyzing correlated serial time-mortality data using the complementary log-log, logit, or probit transformation of proportion of responders on untransformed time or logarithmic transformations of time; and for calculating confidence limits on lethal time values corresponding to given mortality levels. As a result we have developed a computer program to facilitate use of the method.

**ABSTRACT**

We present a method to analyze serial time-mortality data from bioassay experiments where successive observations are made on the same group of organisms exposed to 1 concentration of a stimulus (for example, a pesticide). Standard probit techniques are not applicable because such data are correlated. Methods are presented for calculating statistics for the time-mortality line by regressing complementary log-log, logit, or probit transformations of proportion of responders on untransformed time or logarithmic transformations of time; and for calculating confidence limits on lethal time values corresponding to given mortality levels. As a result we have developed a computer program to facilitate use of the method.
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Each insect is a multinomial trial that can result in one of \( m \) or \( (m + 1) \) mutually exclusive and exhaustive outcomes, depending on whether all \( n \) insects have or have not died at the last \( (m) \)th observation time, respectively. Thus, the unbiased estimates of the variances of the uncorrected \( p_{trt}(i) \) and the covariances of the uncorrected \( p_{trt}(i) \) and \( p_{trt}(j) \) are defined by multinomial theory as:

\[
\text{var}[p_{trt}(i)] = \frac{p_{trt}(i)[1 - p_{trt}(i)]}{n_{trt} - 1}
\]

and

\[
\text{cov}[p_{trt}(i), p_{trt}(j)] = \frac{-p_{trt}(i)p_{trt}(j)}{n_{trt} - 1}, \quad i \neq j.
\]

The equation for the corrected \( p(i)'s \) in terms of the uncorrected \( p(i)'s \) is linearized using 1st-order Taylor series expansion, and the variances and covariances of the corrected \( p(i)'s \) \( \text{var}[p_{corr}(i)] \) and \( \text{cov}[p_{corr}(i), p_{corr}(j)] \) are obtained from those of the uncorrected \( p(i)'s \) using standard covariance propagation technique. The variances of the \( p_{corr}(i) \) are:

\[
\text{var}[p_{corr}(i)] = \left[ \frac{1}{1 - p_{cond}(i)} \right]^2 \frac{p_{cond}(i)[1 - p_{cond}(i)]}{n_{cond} - 1}
\]

and the covariances of \( p_{corr}(i) \) and \( p_{corr}(j) \) are:

\[
\text{cov}[p_{corr}(i), p_{corr}(j)] = \left[ \frac{1}{1 - p_{cond}(i)} \right] \frac{1}{1 - p_{cond}(j)} \frac{-p_{cond}(i)p_{cond}(j)}{n_{cond} - 1}, \quad i \neq j.
\]

The estimate of the covariance matrix for the cumulative proportion treated insects dead at each time interval corrected for control mortality \( (p^*) \) is calculated from the variances and covariances of the \( p_{corr}(i) \)'s using standard covariance propagation technique so that:

\[
\text{cov}(p^*) = C \text{cov}(p_{corr})C'
\]

where \( C \) is an \( m \times m \) matrix of zeros and ones that is used simply as a multiplier to accumulate the proportion insects dead at each observation time. For an experiment with 3 observation times, \( C \) is:

\[
\begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{bmatrix}.
\]

The complementary log-log, logit, or probit transformations \( (z) \) of the cumulative proportion dead \( (p^*) \) are calculated, linearized using 1st-order Taylor series expansion, and their variances and covariances calculated using standard covariance propagation technique so that for the probit transformation:

\[
\text{var}[z(i)] = \frac{\text{var}[p^*(i)]}{\phi(z(i))^2}
\]

and

\[
\text{cov}[z(i), z(j)] = \frac{\text{cov}[p^*(i), p^*(j)]}{\phi(z(i))\phi(z(j))}, \quad i \neq j.
\]

\( \phi(z) \) is the derivative of \( p^*(i) \) with respect to \( z(i) \) (Beyer 1987). If using the logit transformation, the variance of \( z(i) \) is:

\[
\text{var}[z(i)] = \frac{1}{n_{trt}p^*(i)[1 - p^*(i)]}
\]

and the covariance of \( z(i) \) and \( z(j) \) is:

\[
\text{cov}[z(i), z(j)] = \frac{1}{n_{trt}p^*(i)[1 - p^*(i)]p^*(j)[1 - p^*(j)]} \cdot \text{cov}[p^*(i), p^*(j)], \quad i \neq j.
\]

If using the complementary log-log transformation, the variance of \( z(i) \) is:

\[
\text{var}[z(i)] = \frac{p^*(i)}{n_{trt}[1 - p^*(i)][\log_e(1 - p^*(i))]^2}
\]

and the covariance of \( z(i) \) and \( z(j) \) is:

\[
\text{cov}[z(i), z(j)] = \frac{1}{n_{trt}p^*(i)[1 - p^*(i)]} \cdot \text{cov}[p^*(i), p^*(j)], \quad i \neq j.
\]

Having estimated \( z \) and the covariance matrix of \( z \), generalized weighted least-squares methods (Neter et al. 1990) can be used to estimate parameters for the regression of \( z \) on \( t \). This method provides only initial estimates for the slope and intercept because the true value of \( \text{cov}(z) \) is unknown and its estimate is used in the least-squares regression. The final values of the slope and intercept are determined iteratively. Once the slope and intercept are calculated, the chi-square goodness-of-fit test is used to determine how well the regression line fits the observed data. A significant chi-square may indicate that the data are heterogeneous and should be corrected using a heterogeneity factor or that an alternative transformation would be more appropriate for the data (Finney 1964).

A lethal time value (the time required to kill a given proportion of the insects) is obtained by calculating \( z \) (using appropriate formulas for the complementary log-log transformation, logits, or probits).
corresponding with the proportion kill for which a lethal time value is desired, and calculating the lethal time value (LT) as:

$$LT = \frac{z - \text{intercept}}{\text{slope}}.$$  \hspace{1cm} (13)

Fieller’s theorem (Finney 1964) is used to calculate confidence limits on lethal times. If the chi-square is significant, all variances used to calculate confidence limits on lethal times must be multiplied by the heterogeneity factor, which is chi-square divided by $m - 2$ (Finney 1964). If the chi-square is not significant, a standard $z$ of 1.96 is used to calculate confidence limits.

A computer program to perform the probit analysis written in Mathematica language (Wolfram, Champaign, IL) can be obtained from J. E. T. All statistics required for complete reporting of probit-type analyses are provided by the program.

**Discussion**

The method described here is not intended to encourage the use of this experimental design as an alternative to making independent observations. If enough insects and insecticide are available, a well-designed study should include destructive sampling of insects at each observation time resulting in independent observations. Such an experiment would provide the best estimates of the slope and intercept of the regression line. However, when materials are limited, the method presented in this article will allow correct analysis of the data. Experiments that include multiple concentrations of pesticide and multiple observations over time should be analyzed by using the method of Preisler and Robertson (1989).

We have used our program successfully to analyze >25 sets of serial time-mortality data (for example, Baker et al. 1995). We fit all 6 possible equations (complementary log-log, logit, or probit transformation of proportion kill and logarithmic or no logarithmic transformation of time) to the data and choose the equation that gives the lowest chi-square to describe the data. When the intent is to compare regression lines, the same transformation must be used for all lines that will be compared with each other. The computer program provides an easy method for analyzing serial time-mortality data correctly and the resulting output provides all statistics necessary for complete reporting of probit analyses.
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