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This dissertation is focused on the problem of rate allocation in a resource constrained environment and robustness of video coding over noise channels. A new rate allocation scheme that combines the traditional PCRD-Opt algorithm with the $\rho$ domain analysis is proposed for wavelet based image coders. The proposed scheme provides competitive performance as compared with the optimal PCRD-Opt algorithm, while with significant reduction on complexity and computational costs.

Rate allocation is developed for the **Region-Of-Interest (ROI)** in the wavelet transform domain for image coding. A recursive region growing method that determines the ROI in the transform domain is proposed. With excellent coding performance, robustness of the coder is improved as well because the ROI is allocated more bit resources and better protected. In addition, as intra-frame video coding is less vulnerable to errors than inter-frame video coding, we proposed rate allocation methods for several intra-frame video coding scenarios based on the proposed rate allocation algorithm for image coding.

A coding method based on the principles of distributed source coding in the wavelet transform domain is proposed in order to achieve a good compromise between compression performance and robustness. $8 \times 8$ blocks in the wavelet transform domain are classified and coded by either distributed source coding or intra-frame video coding depending on the amount of correlation between co-located blocks in two consecutive frames. The regions that contain motion blocks are extracted and then intra coded.
with higher priority and more rate resources. The background regions are coded based on the principle of distributed video coding. The approach exploits inter-frame redundancy without explicitly using inter-frame video coding and demonstrated both a better robustness than the traditional intra-frame video coder H.263+ and improved compression performance over the image coder based intra-frame video coding.
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Chapter 1

Introduction

The goal of data compression is to represent the information contained in data using fewer bits. The information can be recovered intact, in which case the compression is called lossless coding, or is partially lost while maintaining a certain level of fidelity in the reconstruction, in which case the compression is called lossy coding. Here the data includes digitized text, speech, audio, and video signal. Because of the explosive growth in the amount of multimedia data for transmission and storage, data compression has become very important in order to save bandwidth and increase storage capacity. Research and development on algorithms for data compression have achieved many great results and dramatically changed our lives in many aspects. Here are several examples:

- The cell phone we use employs low bit rate speech coders such as
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CELP (2; 3; 4) and can achieve toll quality that once could only be
achieved by high bit rate speech coders such as adaptive differential
pulse-code-modulation (5; 6; 7; 8).

• We store and exchange photographs which are encoded using sophis-
ticated image coding standards created by the Joint Photographic
Experts Group (JPEG) (9; 10; 11; 12).

• We watch movies in digital format or participate in video conferenc-
ing using video coding standards such as H.261 (13) for low bit rate
coding, H.263 (14) for video conferencing, MPEG-1 (15), MPEG-2
(16), MPEG-4 (17), and the most advanced video coding standard
ITU-T H.264/Advanced Video Coding (AVC) (part 10 of MPEG-
4) (18). The next generation video standard called H.265 is being
developed (19; 20).

Data compression has reshaped the concept of visual communication
and home entertainment, and greatly reduced the traffic load for internet
transmission. It has been one of the leading factors in the revolution of
information technology, and is continuing to play an important role in
the future.
1.1 Objectives

The conventional rate control scheme used in wavelet based image coder JPEG2000 employs a post-completion rate allocation algorithm (the PCRD-Opt algorithm) to allocate bit resources and optimize the rate distortion performance (21; 22). Because the encoder has to complete the entire coding process, this method is not efficient and may not be the best choice for applications where there are restrictions on computational and memory resources.

Despite the fact that conventional motion-compensated inter-frame video coders are overwhelmingly used in practical coding applications, robustness is a major concern as inter-frame motion-compensated video coding is vulnerable to the error propagation if the bit stream is erroneously transmitted under error-prone channel conditions. Instead, many high-speed/high-definition video coding systems employ intra-frame video coding schemes that use existing image coders as basis for video compression, such as Motion JPEG/JPEG2000. Though its PSNR performance is generally inferior to that of inter-frame video coding, intra-frame video coding based on image coders has been widely accepted due to its low complexity, low computational costs, and robustness. However, intra-frame coding suffers from low compression performance.
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The work presented in this dissertation attempt to solve the rate allocation problem in a resource constrained environment and enhance the robustness of the video coding based on existing wavelet image coders. We develop rate allocation schemes with limited and affordable complexity for wavelet based image coder, extend it to intra-frame based video coding, and then enhance its robustness using the correlation between neighboring frames. Several issues are addressed individually and then combined to achieve the final goal. Throughout this dissertation, an existing wavelet based image coder called CCSDS Recommendation for Space Data System Standards (23) is employed to exemplify our approaches. For simplicity, we call it the Bit Plane Coder (BPE). Note that the employment of this coder does not limit the generality of the methodologies for other transform based coders.

First, we focus on the rate allocation problem. We propose a new rate allocation method which combines the PCRD-Opt algorithm and the recently emerging $\rho$ domain analysis (24, 25, 26, 27). This method reduces the complexity of the PCRD-Opt algorithm significantly by avoiding complete encoding and achieves excellent rate allocation performance.

Secondly, we propose an image classification scheme and define corresponding syntax elements to accommodate this coding scheme. This
part is fundamentally important as region classification is required in the robust video coding scheme. More specifically, we propose a region growing method in the wavelet transform domain to classify images into Region-of-Interest and Region-of-non-Interest based on the activity level of the blocks contained in the regions. Different from traditional region growing applications in pixel domain, the objective of this method is to improve rate-distortion performance and facilitate rate allocation. Therefore, the criteria of grouping coding blocks are mainly based on the factors that have influence on compression performance. The regions of interest are allocated more bit resources based on the proposed rate allocation scheme. A corresponding syntax element for transmission of a significant block map is defined to indicate the region each block belongs to. We show that competitive compression performance is achieved using the proposed scheme. In addition, the regions of interest may be transmitted with higher priorities and robustness can be enhanced.

Thirdly, we extend the image coder for video coding and propose rate allocation schemes to optimize the rate-distortion performance of the image coder based video coding. We focus on issues related to group of pictures (GOP) level rate allocation, frame level rate allocation, and two-level rate allocation.
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Finally, after extending the wavelet based image coder to video coding, we propose a wavelet based robust video coding scheme using the principle of distributed video coding. The distributed video coding is an extended application of distributed source coding. The concept of distributed source coding is abstracted from the Slepian-Wolf theory (28) and Wyner-Ziv theory (29), which show that separate encoding of two correlated sources does not degrade the coding efficiency provided that the decoding is performed jointly. The conventional motion compensated video coders usually have a very high complexity at the encoder side due to motion estimation and motion compensation. Therefore, their hardware implementation for space applications is costly and infeasible. In this scheme, we use the concept of distributed source coding to develop an affordable and low complexity robust video coding scheme. The coding blocks in the wavelet transform domain are classified based on their correlation with co-located blocks in neighboring frames and then coded using the bit plane coding combined with the distributed source coding. This coding scheme demonstrates good robustness at moderate and high bit error rates and its complexity is much lower than conventional motion compensated video coders.
1.2 Outline

Chapter 2 provides a review of related research. The review aims to present basic knowledge on existing image and video coders, and research advances on rate control. The topics include rate-distortion optimization, video coding, distributed source coding, and a brief review of the BPE coder.

In Chapter 3 a new rate control scheme which combines the PCRD-Opt algorithm and $\rho$ domain analysis is proposed. The PCRD-Opt algorithm was applied to the BPE coder and $\rho$ domain analysis was adapted for this image coder. The performance of the new scheme is compared with that of the BPE coder using the PCRD-Opt algorithm and the constant bit rate BPE coder.

In Chapter 4 the BPE coder is extended to accommodate the concept of Region-Of-Interest (ROI) in the transform domain with adaptive rate control. A region growing method in the wavelet transform domain is proposed to find the ROI. Rate control methods to accommodate the ROI and the non-ROI are proposed and then applied to the BPE coder. Syntax modification of the BPE coder is suggested to incorporate the concept of ROI. We show comparable compression performance as compared with the regular BPE coder, with the advantage of easy
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manipulation of the ROI with higher priority and better robustness.

Rate control methods are developed for frame-level and segment-level rate allocation for intra-frame video coding in Chapter 5. Unlike the traditional inter-frame video coding using motion-compensated predictive coding, intra-frame video coding requires much lower expense of time, complexity, and computational resources. In this chapter, the BPE coder is extended to intra-frame based video coding. The results show that the compression performance of BPE using the rate control algorithms is improved dramatically as compared with the regular constant bit rate BPE coder.

In Chapter 6 a wavelet image coding scheme using the concept of distributed source coding is presented. The purpose of the use of distributed source coding is to take advantage of temporal correlation in video sequences without using explicit inter-frame video coding. Blocks are classified based on their correlation with co-located blocks in past frames and then coded based on their classification. The compression performance shows improvement over intra-frame video coding. The complexity is significantly lowered as motion estimation and motion compensation are not required, and the dependency between frames in this distributed video coding is reduced as compared with the traditional
1.3 Main Contributions

motion-compensated video coding, therefore, robustness is improved.

In Chapter 7 the work presented in this thesis is summarized. Recommendations are presented for further research work on relevant topics.

1.3 Main Contributions

The main contribution of the dissertation can be summarized as follows:

- Proposed a low complexity wavelet based robust video coding scheme based on the classification of coding blocks and distributed source coding.

- Proposed a new rate control scheme for the wavelet based image coder and significantly reduced the complexity of the conventional PCRD-Opt algorithm;

- Proposed a region growing method to segment images in the wavelet transform domain, and applied the proposed rate control method to optimize its compression performance;

- Extended the wavelet based BPE coder to intra-frame based video coding and proposed adaptive rate control algorithms to optimize its compression performance;
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Source code and executable code of the BPE coder are available for download at the website http://hyperspectral.unl.edu.
Chapter 2

Literature Review

In this chapter several topics related to the research presented in this dissertation are reviewed. First basic information on image and video coding is presented in Section 2.1. A review of issues in rate control is presented in Section 2.2. An emerging video coding technique called distributed video coding is reviewed in Section 2.3, and in Section 2.4 we briefly discuss methods to improve robustness of video coding. After a review of the BPE coder in Section 2.5, conclusions are presented in Section 2.6.

2.1 Image and Video Coding

Generally, a lot of redundancy exists in natural images and video sequences. Data compression attempts to remove the redundancy and represent the original data using fewer bits. Depending on whether or
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Figure 2.1: A generic transform based image coder

not there is information loss between the original and the reconstructed images and video sequences, compression can be classified as lossy or lossless. Most lossy compression methods are based on transform coding, such as the discrete cosine transform (DCT) in JPEG and the wavelet transform in JPEG2000. A generic transform coding scheme is shown in Figure 2.1, where the original signal is transformed first to remove redundancy. The resulting transform coefficients are then quantized and the quantization indices are entropy coded. The decoder takes steps in reverse order to reconstruct the image.

2.1.1 Wavelet Based Image Coding

Block-based Discrete Cosine Transform (DCT) has been used by many traditional compression schemes. Despite the advantages of compression schemes based on DCT such as simplicity and easy hardware implementation, at low bit rates their performance usually degrades rapidly and
noticeable and annoying “blocking artifacts” emerge. This is mainly because the input image is split into $8 \times 8$ disjoint blocks and each block is coded independently. The block-based DCT has an inherent discontinuity property across the block boundaries, which results in the “blocking artifacts” (30).

The Discrete wavelet transform (DWT) is a powerful tool in signal analysis and it overcomes some disadvantages of the Fourier transform. We know that Fourier transforms provide only frequency resolution but no time resolution. However, using a DWT we are able to represent a signal in the time and frequency domain at the same time. This property is especially useful for analysis and compression of non-stationary signal, such as natural images (31; 32).

In the past two decades, many powerful and sophisticated wavelet based image compression schemes have been proposed and standardized, such as the Embedded Zero-tree Wavelet coder (EZW) (33), the Set Partitioning in Hierarchical Trees (SPIHT) coder (34), EBCOT (35), the JPEG2000 coder (11), and the CCSDS Bit Plane Encoder (BPE) (23). The wavelet based image coders have several advantages over the traditional DCT based coders:

- The wavelet based image coders usually outperform the DCT based
image coders. For example, SPIHT is reported to have around a 3dB PSNR gain over JPEG on average (36).

- As the input image is not blocked, wavelet based compression schemes eliminate blocking artifacts at low bit rates and provide substantial improvement in picture quality.

- The wavelet based image coders can generate an embedded bit stream which facilitates progressive transmission of images. They are more robust under transmission and decoding errors.

- Due to their inherent multi-resolution nature, the wavelet based image coders are suitable for applications where high scalability and degradation tolerance are needed.

![Wavelet Coefficients](image)

(a) 1-level decomposition  (b) 2-level decomposition  (c) 3-level decomposition

**Figure 2.2:** 3-level DWT decomposition

The wavelet transform is essentially a subband decomposition process and an image can be decomposed using low and high pass wavelet
filters in horizontal and vertical directions in multiple levels \(^{(37)}\). There are several ways to do the decomposition and Figure \(2.2\) illustrates a widely used 3-level decomposition scheme in image compression. In this scheme, the first level decomposition generates four subbands, namely, low-low (LL), low-high (LH), high-low (LH), and high-high (HH) bands, as shown in Figure \(2.2\)(a). The LL band is obtained by applying a low-pass filter to the rows and columns; the LH band is obtained by applying a low-pass filter to the rows and a high-pass filter to the columns; the HL band is obtained by applying a low-pass filter to the columns and a high-pass filter to the rows; the HH band is obtained by applying a high-pass filter to the rows and the columns. In the 2-level decomposition shown in Figure \(2.2\)(b), the LL band from the first level is decomposed and replaced with four new subbands, while the other bands are left without further decomposition. The new subband is half the width and half the height of the LL subband from the previous level. Continuing to apply this decomposition to the LL band, a pyramidal multi-resolution decomposition structure is created. This structure is often referred to as the zero-tree structure, and we see that \(n\) levels of DWT decomposition can generate \(3n + 1\) subbands. Figure \(2.2\)(c) shows a 3-level decomposition, where ten bands are created.
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Figure 2.3: 3-level decomposition of Lenna image
The wavelet transform has excellent energy compaction and multi-resolution properties. Figure 2.3 shows the 3-level decomposition of Lenna image using Daubechies 4-tap filters \[38\]. As we can see, most of the energy after wavelet decomposition is compacted in lower bands, i.e., the coefficients closer to the root of the structure have higher magnitudes than the rest of the coefficients. Therefore, the importance of those bands decreases from the top LL band to the HH band at the bottom. And we can observe self-similarity existing in the multi-resolution structure, and this implies that the bands are statistically correlated. The wavelet based image coders referred above take advantage of these properties and use intelligent methods to scan the quantization indices of the coefficients in a progressive manner. The resulting codewords can be effectively entropy coded. In Section 2.5 we will describe the wavelet based bit plane coder in detail and illustrate how the wavelet based image coder works.

### 2.1.2 Video Coding

For video sequences, there exist temporal, spatial, and spectral correlations. Temporal correlation exists between consecutive frames, while spatial correlation is between neighboring pixels in one frame. To achieve
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Figure 2.4: A generic transform based video encoder

good compression performance, video coders generally employ motion compensation based on inter-frame prediction to remove temporal correlation, and transform and predictive coding to remove spatial correlation.

Each frame is either intra-frame or inter-frame coded, as shown in a generic video coding block diagram in Figure 2.4. If a frame is coded without referring to other frames, it is called intra-frame coding, and the frame is called a key frame, or an I-frame. I-frames can be used as reference frames by other predictive frames, and help synchronize and prevent error propagation. A frame that is coded by referring to past frames for motion compensation and prediction is called predictive frame, or P-frames. As shown in Figure 2.5, the prediction residual after motion estimation and compensation between two similar blocks can be efficiently coded, along with motion vectors. Many video coders follow
a frame order in which multiple P frames are transmitted before an I frame: \textit{IPPPPIPPPPI...P}. In this scenario, errors which occur in the bitstream for reference frames may propagate to the frames that use the erroneous frames as reference for motion compensation and prediction. This propagation may not be stopped until an I-frame is encountered to help regain the synchronization. Known as the “drifting effect”, this type of error may severely degrade the reconstructed video sequences.

![Figure 2.5: Motion estimate](image_url)

Wavelet based video coding has been investigated extensively recently because it is relatively easier to achieve spatial, temporal, and SNR scalability and precise rate control using DWT based coders than it is using DCT based video coders \(39; 40; 41; 42; 43; 44; 45; 46\). In addition, wavelet video codes eliminate blocking artifacts, which are a well-known
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issue in DCT based video coders.

Most wavelet video codes extend the existing DWT based image coders, such as SPIHT and EZW, to 3-D video coding with modifications to accommodate motion compensation. Kim. et al. proposed a 3-D SPIHT based low bit rate scalable video coding (39). Martucci et al. (40) proposed a low bit rate zero-tree based wavelet video coder, where an overlapping block motion compensation in combination with a discrete wavelet transform is followed by adaptive quantization and zero-tree entropy coding.

2.1.3 Distortion and Quality Metrics

Several distortion metrics are defined to quantify the degree to which the reconstructed image matches the original. Given an image of $M \times N$ pixels, the Mean Square Error (MSE) is defined as follows:

$$\text{MSE} = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} |P(i, j) - \hat{P}(i, j)|^2 \quad (2.1)$$

where $P(i, j)$ and $\hat{P}(i, j)$ represent the original pixel and the reconstructed pixel located at $(i, j)$, respectively. Another frequently used
metric is the *Mean Absolute Difference* (*MAD*), defined as

\[
MAD = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} |P(i,j) - \hat{P}(i,j)|
\]  

(2.2)

where \( |x| \) represent the absolute value of \( x \).

The most widely used distortion and quality metric in image and video coding is the *Peak Signal to Noise Ratio* (PSNR), which is defined as follows:

\[
PSNR = 10 \times \log_{10} \left( \frac{\text{MAX}_P^2}{\text{MSE}} \right)
\]

(2.3)

where \( \text{MAX}_P \) is the maximum possible value of pixels in the original image. For 8-bit unsigned images, \( \text{MAX}_P = 2^8 - 1 = 255 \). Generally, increasing PSNR values indicates increasing reconstructed image fidelity.

As the quality of reconstructed images is eventually judged by end users, subjective distortion metrics that incorporate the human visual system (HVS) have been developed (47; 48; 49). The sensitivity of human visual system to different frequency and composition signals is different. By incorporating HVS models with objective metrics, more accurate quality metrics can be developed. The human visual system is very complex, which makes the development of such metrics difficult. Fortunately, objective metrics such as PSNR have been found to be consistent
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with the observation of human being most of time (50). Therefore, PSNR will be used as the quality metric throughout this dissertation.

Distortion can be measured either in the transform or the spatial domain. Ideally we should calculate distortion in the spatial domain as this is directly linked to visual effect. However, very often we need to repeatedly estimate distortion and determine coding parameters while encoding is in progress. In this scenario it is not practical to perform an inverse transform and calculate the distortion in the spatial domain every time. Theoretically, as long as the transform is orthogonal, the distortion calculated in the transform and spatial domain should agree. The integer and floating point DWT used in JPEG2000 and the BPE coder, strictly speaking, are not orthogonal, but bi-orthogonal (38). However, the distortion discrepancy between them is negligible (21). Therefore, distortion reduction is calculated in the transform domain for rate-distortion optimization.

The PSNR performance may vary a lot using different coders. For example, SPIHT is reported to have 3dB gain over JPEG (36), which is a remarkable improvement from the perspective of modern coding. In many coders, the magnitude of PSNR improvement is much less than that. For instance, the PSNR of SPIHT using arithmetic coding (SPIHT-
AC) is within only 0.1-0.3dB different from that of JPEG2000 (21), and the BPE coder is within 1dB lower than JPEG2000 in strip coding mode (51).

2.2 Rate Control

Rate control is basically a rate distortion (R-D) optimization process used to achieve the best balance between rate and distortion. Basically, there are two major issues in rate control: one is to estimate quantization parameters such that the resulting bit rate approaches the target bit rate as closely as possible. The other issue is how to properly allocate bit rates to a number of coding units such that the overall distortion is minimized.

For lossy image and video coding, the lower bound for the rate at a given distortion is described by the R-D function (52). A typical plot of bit rate $R$ versus distortion $D$, known as the rate distortion curve, is shown in Figure 2.6. Generally there is a tradeoff between the distortion and rate, i.e., distortion increases if rate decreases, and vice versa. Given a rate, the distortion-rate function, $D = f(R)$, function shows the minimum distortion that can be theoretically achieved.
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2.2.1 Rate Estimate

In lossy coding, the bit rate and distortion are considered as functions of quantization parameters, as shown in Figure 2.7. Basically, using a coarse quantizer generates lower bit rates and higher distortion than a fine quantizer. In video coding, quantization parameters are generally estimated using rate and quantization parameters models developed from past frames and the frame to be coded, as shown in Figure 2.8.

Rate estimates are used to determine quantization parameters such that the target bit rates are achieved. In practice, the discrepancy between target bit rates and achieved bit rates may cause unexpected coding behavior and should be minimized. Due to constraints on bandwidth or storage capacity, the extra bits may have to be discarded if they are
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Figure 2.7: Relationship between rate, distortion, and quantization

Beyond the bandwidth or storage capacity, resulting in uncontrolled distortion within an image. On the other hand, bit rates lower than the capacity waste coding resources and have to be avoided.

Figure 2.8: Block diagram of rate control

For many DWT based image coders that generate embedded bit streams, quantization indices are coded from highest bit plane to the lowest bit planes using bit scanning. Determining quantization parame-
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ters is equivalent to determining the final bit plane of the quantization
indices, and this can be viewed as inherent progressive uniform quanti-

2.2.2 Rate Allocation

Rate allocation is used to allocate the given bit resource to different cod-
ing units such that the overall distortion is minimized. Given a desired
rate \( R \) for \( n \) coding units, we need to allocate \( R(1), R(2), \cdots, R(n) \) bits
to each coding unit, such that

\[
D = \sum_{i=1}^{i=n} D(i) \tag{2.4}
\]

is minimized, subject to the constraint:

\[
\sum_{i=1}^{i=n} R(i) \leq R \tag{2.5}
\]

where \( D(i) \) is the distortion obtained from the \( i \)th coding unit with rate
\( r_i, i = 1, 2, \cdots, n. \)

Scenes in natural video sequences may change rapidly and thus dif-
erent frames may have different level of details and activity, as shown
in Figure 2.9. A simple way for rate allocation is to fix quantization
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parameters, or rate. However, this would lead to some practical coding issues.

![Activity of video frames](attachment:image.png)

**Figure 2.9:** Activity of video frames

2.2.2.1 Fixed Quantization Parameters

If quantization parameters are fixed, the quality level of the compressed video is maintained. However, the rate may vary dramatically from one frame to another. For the frames that contain lots of details and motion, rate will go up quickly. While for the frames that do not contain many details and motion, rate will be very low. As a result, the overall bit rates are not predictable, which is not desirable in practice.

2.2.2.2 Fixed Bit Rate

A frame can be set to have fixed bit rate and variable quantization parameters. This may lead to video quality variations. A complex frame has to use coarser quantizers to achieve the target rate, resulting in loss
of details. On the other hand, a simple frame has to use finer quantizers to generate more bits in order to maintain the target rate. These would lead to inconsistent reconstructed video quality.

2.2.2.3 Adaptive Bit Rate Allocation

To avoid the problems with fixed bit rate and fixed quantization, adaptive rate allocation is necessary to allocate rate based on the content in video sequences. The basic principle is that fewer bits should be allocated to the frames with fewer details while more bits should be allocated to complex frames with more details and activity (53). This can maintain the video quality, while keeping the overall bit rate. Rate allocation is an essential problem in rate control and has been studied extensively for many years (26; 41; 44; 54; 55; 56).

A widely used method to address the problem of rate allocation is Lagrangian optimization (57). Assume that there are \( n \) coding units and for each coding unit, the rate-distortion function is known, i.e., \( D(i) = f_i(R(i)) \), where \( i = 1, ..., n \). A Lagrangian cost function is built as follows:

\[
J = \sum_{i=1}^{i=n} D(i) + \lambda \sum_{i=1}^{i=n} R(i) \tag{2.6}
\]

Where \( \lambda \) is called the Lagrangian multiplier. Take partial derivatives
with respect to $R(i)$ and $\lambda$ and set the resulting functions to zeros as follows:

$$\nabla(R, \lambda) = 0 \quad (2.7)$$

The resulting $R(i)$ obtained by solving the $n + 1$ equations turns out to be optimal in the sense that the overall distortion $D$ cannot be reduced without increasing the overall rate $R$.

### 2.2.3 Rate Control for Video coding

Motion-compensated predictive video coding can be thought of as dependent coding due to high temporal dependencies and motion compensation. Given a picture or an image block, the available R-D points may depend on the R-D points of its reference blocks or pictures. If the reference blocks and pictures for motion compensation are coarsely quantized with low bit rates, motion estimation would be inaccurate and prediction error in motion compensation could be large, and therefore, lead to worse rate-distortion curves. If more bits are used for quantization of reference pictures, motion estimation is more accurate, but available bits for the future pictures are reduced. Rate control needs to handle this tradeoff to obtain the optimum coding performance. Lagrangian optimization based multi-level rate control algorithms have been proposed.
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Generally rate control algorithms are recommended in video coding standards, however, they are not a part of standard because rate control is a problem that depends on specific applications. The recommended rate control schemes do not aim to provide optimal solutions. The R-D model was not used in rate control for early video coding standards such as H.261 (13). H.261 (13) is mainly for low motion and stationary background video sequences. In its TM8 rate control scheme (61), the quantizer step size $q$ does not incorporate the statistics of the video sequences and is expressed by

$$q = 2 \left\lfloor \frac{B}{200p} \right\rfloor \quad (2.8)$$

where $B$ is the buffer level, $p$ indicates the desired bit rates in terms of $p \times 62\text{kbits/s}$, which is the bandwidth of the ISDN network.

For the newer standards, such as H.263 (14) and H.264/AVC (62, 63), R-D models were built up and these allow more precise estimate of quantization parameters and rate control. The rate control algorithm in the JM reference software for H.264/AVC (64) consists of three levels rate control, group of pictures (GOP) level, picture level, and basic unit level. Figure 2.10 shows the abstract model of H.264 rate controller.
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- GOP level rate control: GOP structure refers to an I-picture, followed by all the P and B pictures. The GOP rate control allocates the target number of bits and the $QP$s are initialized, based upon the bandwidth, frame rate, the number of frames, and the previous GOP.

- Picture level rate control: $QP$s are calculated based on a quadratic model as follows:

$$R = C1 \times \frac{MAD}{QP} + C2 \times \frac{MAD}{QP^2}$$

(2.9)

where $R$ is the desired bit rate, $C1$ and $C2$ are two model parameters derived from linear regression combined with the previous pictures and updated for each picture. The current $MAD$ is predicted based on previous picture.

- Basic unit level rate control: similar to the picture level rate control except that the object is a basic unit, such as a set of macroblocks (MBs, a block of $16 \times 16$ pixels).
Figure 2.10: Elements of H.264 Rate Controller
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2.2.4 Wavelet Video Coding and Rate Control

Wavelet video coders make use of the hierarchical pyramid structure of DWT and bit plane coding to generate an embedded bit streams. The embedded bit streams facilitate precise rate control up to bit level because the coders can truncate bitstream to ensure accurate rate control (42; 65; 66; 67; 68; 69; 70).

In (65) a modified layered zero coder is used as the basis of the video coder, which also incorporate the motion compensation algorithm employed by the MPEG-2. The rate distortion performance of the wavelet video coder is approximated by an exponentially decaying function and a Lagrangian optimization method is developed.

Lin and Gray proposed wavelet video coding with adaptive rate control based on the SPIHT algorithm in (42). They applied SPIHT locally to blocks that share similar characteristics rather than an entire image. Two kinds of optimization are performed. One is rate distortion optimization with Lagrangian optimization, and the other is dependent optimization based on an iterative method.

In (66) a unified mathematical model to quantify the relationship between the spatiotemporal wavelet decomposition structure, bit rate, and distortion is proposed for wavelet video coders with motion-compensated
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temporal filtering (MCTF) structures. The subbands are coded independently and the bit rates of different subbands are optimally truncated to minimize the distortion under a bit-rate constrained scalable coding.

2.3 Distributed Source Coding

Established in 1970s, Slepian-Wolf coding (28) and Wyner-Ziv coding (29) theory states that separate encoding of two correlated sources \(X\) and \(Y\) can have the same coding efficiency as joint encoding of \(X\) and \(Y\). As shown in Figure 2.11(a), traditional encoding of two correlated information sources requires knowledge of \(X\) and \(Y\). In the system as shown in Figure 2.11(b), however, even if \(Y\) is not available at encoder when encoding \(X\), the decoder is able to perfectly reconstruct \(X\), as long as \(Y\) is available at decoder. This type of coding is often referred as distributed source coding (DSC).

Let \(H(X)\) and \(H(Y)\) be entropy of \(X\) and \(Y\), respectively, and \(H(X|Y)\) be the conditional entropy, the Slepian-Wolf theory proved that for \(X\) we can achieve a compression ratio of \(H(X|Y)\), i.e., the same as the compression ratio of joint source coding with \(Y\) at encoder. Wyner-Ziv theory extended lossless Slepian-Wolf coding into lossy coding by introducing a quantizer, as shown in Figure 2.12.
2.3 Distributed Source Coding

Figure 2.11: Diagram of traditional coder and Slepian-Wolf coder. The information sequence $Y$ can be viewed as a side information without error occurrences.

Figure 2.12: Wyner-Ziv coder: a Slepian-Wolf coder with a quantizer

The theories do not actually provide approaches to design such coders and much effort has gone into design issues. Distributed coding systems using the concepts of syndrome of block coding (71), powerful forward error correcting code such as Turbo code (72, 73, 74, 75) and LDPC coding (76, 77, 78, 79) have been proposed in the last few years.

In traditional image and video coders, encoders have higher complexity while decoders are often simple. For instance, in H.263, MPEG-1 and MPEG-2 standards the encoders are five to ten times more complex than the decoders (80). Most approaches proposed under the framework of distributed source coding have simple encoders, but complicated de-
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coders. This is particularly suitable for applications such as wireless sensor network, where the encoders cannot afford much computational load and complexity due to constraints of energy supply and memory and the decoders at the receiver stations do not have such restrictions.

2.4 Robust Video Coding

Robustness of video coding is a very practical and important issue when the compressed video sequences are transmitted over error-prone channels. Video coding can be made more robust by a number of techniques as follows:

- Forward error correction (FEC): FEC codes such as block codes and correlation codes \(^{81, 82, 83, 84}\) can be applied to video for transmission to combat the effects of bit errors. This is probably the simplest and most straightforward way to enhance the robustness.

- Unequal error protection (UEP): UEP is one of the most important tools in video communication systems over error-prone channels. In this scheme, the codewords that are more importance to visual quality are better protected than the others. Therefore the codewords need to be categorized according to their importance to visual qual-
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ity and sensitivity to errors (85; 86; 87). One method is to analyze the video frames and then partition images to different regions. The regions of interest are protected using more bit resources in order to maintain a good image quality (88).

- Robust source code: variable length codes (VLCs) are widely used in image and video coding. However, they may lose synchronization if bit errors occur in the bitstream. Restart markers or synchronizing symbols can be added to the bitstream to help the decoding synchronized. Alternatively, robust source code such as the reversible variable length code (RVLC) (89; 90; 91; 92; 93) and T-codes (94; 95; 96; 97) can be employed to correct certain type of bit errors.

- Joint source channel coding (JSCC): source code can be optimized based on the channel characteristics. This usually involves modeling of the effects of channel errors on the decoded video quality, and a joint optimization between source and channel coding (98; 99; 100; 101; 102; 103; 104; 105; 106; 107).

- Error concealment (108). Error concealment is a method to recover or conceal the loss information due to the transmission errors. Spa-
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tial or temporal interpolation and advanced decoding strategies can be employed to estimate and refine the corrupted data set. Using error concealment can improve the reconstructed video quality at the decoder.

- Distributed video coding: in addition to the main bit stream for each frame, an extra bitstream that is generated based on the principle of distributed source coding is sent to the decoder to assist the decoding (11, 73, 77, 87, 109, 110). By providing additional correlation information, error propagation can be limited and robustness can be improved significantly.

- Multiple description coding: given a data set, two or more coding descriptions are created, each of which may have low level resolution. Each version may be transmitted over different channels to overcome the possible entire information loss if there is only one channel. Combining with all these low resolution descriptions, the decoder can reconstruct the data set with high resolution. So losing one description will not severely degrade the quality (111, 112).
2.5 Bit Plane Encoder (BPE)

The BPE coder is a wavelet based image coder that was standardized by CCSDS in 2007 ([23] [51] [113]). It is intended to be used for on-board spacecraft, and its low memory requirement and complexity makes high-speed onboard hardware implementation feasible.

In this standard two types of DWTs were adopted: one is 9/7 floating point DWT ([114]) and the other is 9/7 integer DWT ([115]). The floating point DWT has excellent compression performance, however, it does not provide lossless compression. On the other hand, the integer DWT has inferior compression performance but it provides lossless compression.

In the BPE coder, an image is first decomposed using a 3-level decomposition as described in Subsection [2.1.1] and ten subbands are generated. The resulting DWT coefficients are compressed by the “Bit Plane Coder” in Figure 2.13. Figure 2.14 shows the flowchart and bitstream component of the BPE coder. We briefly review the key steps. The bit scanning process of AC coefficients is described by a series of words using
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Figure 2.14: Flowchart of the bit plane encoder
coding structure to exploit dependency between coefficients in a block. (More information on the standard is available in the CCSDS blue book (23) and the CCSDS green book (51)).

1. Regroup coefficients and produce coding blocks: the wavelet coefficients are processed in groups of $8 \times 8$ coefficients, which are referred to as blocks. Each block consists of a single DC coefficient and 63 AC coefficients, as shown in Figure 2.16(a). Figure 2.16(b) illustrates a single block of coefficients and the family structure. The AC coefficients in a block are classified to three families, $F0$, $F1$ and $F2$. Each family $F(i)$ in the block has one parent coefficient $p_i$, a set $C_i$ of four children coefficients, and a set $G_i$ of sixteen grand-
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(a) 2D DWT on image and the block structure

(b) DC, parent, children, and grandchildren in 8 × 8 block

Figure 2.16: DWT coefficients and how the blocks are reorganized
children coefficients. A group of \( N \) consecutive blocks are defined as a segment, where \( N \) is specified in the segment header. DC coefficients are represented using 2’s complement representation. For each segment, BitDepthDC is defined as the maximum number of bits required to represent the DC value over all DC coefficients in the segment. ACdepth\((m)\) is defined as the maximum number of bits required to represent the magnitude of any AC coefficient in the \( m \)th block. In the Segment, BitDepthAC is defined as the maximum value of ACdepth\((m)\), where \( m = 1, 2, ..., N \).

2. Segment header: every segment has a header to specify coding parameters used for the current segment. The header can have up to four parts. The first part is mandatory and contains information such as segment counter, BitDepthDC, and BitDepthAC, as shown in Table 2.1. The remaining three parts are optional and the last three bits of the first part of the header indicate whether the optional header parts are included. Note that the second part of the header, as shown in Table 2.2, contains a parameter called SegByteLimit. This parameter is to specify the number of bytes allocated for current segment, which will be used for rate control in next chapters. The third and fourth part of the header spec-
ify parameters that are generally fixed for an entire image, such as the DWT type, image width, transform weighting factors, and bit depth of the original image.

<table>
<thead>
<tr>
<th>Field</th>
<th>bits</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>StartImgFlag</td>
<td>1</td>
<td>Flags initial segment in an image</td>
</tr>
<tr>
<td>EndImgFlag</td>
<td>1</td>
<td>Flags final segment in an image</td>
</tr>
<tr>
<td>SegmentCount</td>
<td>8</td>
<td>Segment counter value</td>
</tr>
<tr>
<td>BitDepthDC</td>
<td>5</td>
<td>Number of bits needed to represent DC co-efficients</td>
</tr>
<tr>
<td>BitDepthAC</td>
<td>5</td>
<td>Number of bits needed to represent AC co-efficients</td>
</tr>
<tr>
<td>Part2Flag</td>
<td>1</td>
<td>Indicates presence of Part 2 header</td>
</tr>
<tr>
<td>Part3Flag</td>
<td>1</td>
<td>Indicates presence of Part 3 header</td>
</tr>
<tr>
<td>Part4Flag</td>
<td>1</td>
<td>Indicates presence of Part 4 header</td>
</tr>
</tbody>
</table>

**Table 2.1:** First part of the header

<table>
<thead>
<tr>
<th>Field</th>
<th>bits</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SegByteLimit</td>
<td>27</td>
<td>Maximum number of compressed bytes in a segment.</td>
</tr>
<tr>
<td>DCStop</td>
<td>1</td>
<td>Indicates whether compressed output stops after coding of quantized DC coefficients</td>
</tr>
<tr>
<td>BitPlaneStop</td>
<td>5</td>
<td>indicates limit on coding of DWT coefficient bit planes.</td>
</tr>
<tr>
<td>StageStop</td>
<td>2</td>
<td>indicates the stage at which the coding stops.</td>
</tr>
<tr>
<td>UseFill</td>
<td>1</td>
<td>Specifies whether fill bits will be used to produce SegByteLimit bytes in each segment.</td>
</tr>
</tbody>
</table>

**Table 2.2:** Second part of the header

3. Coding of DC coefficients: the DC coefficient of each block in a segment is quantized, resulting in \(N\) quantized DC coefficients. The \(N\) quantized DC coefficients are then differentially coded using variable length code.
4. $ACdepth(m)$, where $m = 1, 2, ..., N$, are coded using the same differential and variable length coding procedure as the coding of quantized DC values.

5. Bit planes of coefficients: an AC coefficient is represented using the binary representation of the magnitude of the coefficient, along with a sign bit. In a segment the bit planes of the binary representation are encoded successively from the most-significant bit plane (MSB) to the least-significant bit plane (LSB). Within a bit plane, the coding of coefficients is performed in several stages, as shown in Figure 2.15. Stage 0 is used to refine the DC coefficients and it presents only when the current bit plane is below a threshold. The threshold is derived based on the quantization level of DC coefficients and the value range of AC coefficients. To better describe the bit scanning process, the AC coefficients are classified into lists based on their locations: the list of parents in the block is defined as $P = \{p0, p1, p2\}$; the list of descendants in family $i$, denoted $D_i$, is defined as $D_i = \{C_i, G_i\}$; the list of descendants in a block, denoted $B$, is defined as $B = \{D_0, D_1, D_2\}$. $p_i$, $C_i$, and $G_i$ are illustrated in Figure 2.16(b).
At stage 0, the $b$th most significant bit of the 2’s-complement representation of the DC coefficient is output directly, where $b$ is the current bit plane. This is to provide further DC coefficient resolution on the basis of the DCs that have been differentially coded.

At stage 1 the parent AC coefficients in the segment are coded. Two words, $typesb[P]$ and $signsb[P]$, are defined as follows.

- $typesb[P]$: denotes the binary word consisting of the $b$th magnitude bit of each parent coefficients.
- $signsb[P]$: denotes the binary word consisting of the sign bit of each parent coefficients.

Coding of children coefficients at stage 2. It contains a few words as follows:

- $tranB$: transition bit. If the descendent coefficients in $B$ becomes significant at this bit plane, $tranB = 1$. By default it is equal to 0.
- $tranD$: indicates if the descendent coefficients in $D$ becomes significant.
- $typesb[Ci]$ and $signsb(Ci)$: $typesb[Ci]$ denotes the binary
word consisting of the \( b \)th magnitude bit of the coefficients in \( C_i \), and \( \text{signsb}(C_i) \) represents the sign of the coefficients in \( C_i \).

- The grandchildren coefficients at stage 3. If \( \text{tranB} = 0 \), then stage 3 is unnecessary. Otherwise stage 3 consists of:
  
  - \( \text{tranG} \): transition bit. It indicates if the descendent coefficients in \( G \) becomes significant.
  
  - \( \text{tranH}_i \): transition bit. It indicates if the descendent coefficients in \( H_i \) becomes significant.
  
  - \( \text{typesb}[H_{ij}] \) and \( \text{signsb}[H_{ij}] \) \( \text{typesb}[H_{ij}] \) denotes the binary word consisting of the \( b \)th magnitude bit of the coefficients in \( H_{ij} \), and \( \text{signsb}(H_{ij}) \) represents the sign of the coefficients in \( H_{ij} \).

- Mapping and entropy coding: the words generated from above procedure are mapped to integer values referred to as symbols, based on some pre-defined tables. The symbols are encoded using Golomb-Rice code (116; 117).

6. AC refinement: if an AC coefficient has been marked as significant in a higher bit plane, its bit at current \( b \)th bit plane is output
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directly without compression.

We will illustrate the AC scan process using a simplified example. Figure 2.17 shows $4 \times 4$ coefficients from the DWT, where we assume all grandchildren coefficients are zeros and omitted. The coefficients in each list are as follows:

- $P = \{-6, 10, 5\}$
- $C_0 = \{2, 5, 2, 0\}$
- $C_1 = \{3, -5, 0, 0\}$
- $C_2 = \{-1, 3, 3, 0\}$

We can see that the maximum magnitude of AC coefficients is $p_1 = 10$ (1010 in binary). Therefore, the BPE coder scans from the fourth bit plane (this information is coded and transmitted in $ACdepth(m)$).

- Parent coefficients: at fourth bit plane, $p_1 = 10$ is significant, while $p_0 = -6$ (0110 in binary) and $p_2 = 5$ (0101 in binary) are not significant. Therefore $typesb = 010$ (in binary) and $signsb[P] = 0$, as $p_1 > 0$. Note that $signsb[P]$ is only present for significant coefficients.
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- Children coefficients: as all the descendent coefficients are insignificant at fourth bit plane, \( tranB = 0 \). The bit scan ends for fourth bit plane.

Now the BPE coder proceeds to the third bit plane.

- Parent coefficients: As \( p_1 \) has been marked significant at fourth bit plane, it is omitted at the third bit plane at this stage. As \( p_0 = -6 \) and \( p_2 = 5 \) turn to significant at this bit plane, \( typesb = 11 \) (in binary). \( signsb[P] = 10 \) (in binary) as \( p_0 < 0 \) and \( p_2 > 0 \).

- Children coefficients: \( tranB = 1 \), as two children coefficients become significant. \( tranD = 110 \) (in binary), as both \( C_0 \) and \( C_1 \) contain one coefficient that become significant while \( C_2 \) has no significant coefficients. The BPE coder now scans the children coefficients in \( C_0 \) and \( C_1 \). \( typesb[C_0] = 0100 \) (in binary) and \( signsb(C_0) = 0 \), as \( C_0 = \{2, 5, 2, 0\} \). Similarly, \( typesb[C_1] = 0100 \) (in binary) and \( signsb(C_0) = 1 \) (in binary).

- AC refinement: As \( P_1 \) has been marked significant at fourth bit plane, its bit at the third bit plane, 1, is sent to bitstream without coding. Coding of the third bit plane ends.

Now the BPE coder proceeds to the second bit plane.
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- Parent coefficients: As $p_0$, $p_1$ and $p_2$ have been marked significant at the third and fourth bit planes, no coding is necessary at this stage.

- Children coefficients: $tranB$ is omitted. The BPE coder always scans the coefficients once $tranB$ has been set to 1 at higher bit planes. $tranD = 1$ (in binary), as $C_2$ contain one significant coefficient now. The BPE coder needs to scan all the children coefficients in $C_0$, $C_1$, and $C_2$. We can see $typesb[C_0] = 110$ (in binary) and $signsb(C_0) = 00$ (in binary). Similarly, $typesb[C_1] = 100$ (in binary) and $signsb(C_0) = 0$ (in binary). For $C_2$, $typesb[C_2] = 0110$ (in binary) and $signsb(C_2) = 00$ (in binary).

- AC refinement: As $P$ has been marked significant at fourth bit plane, three bits at the second bit plane, 110 (in binary), are sent to bitstream without coding. 00 are sent to refine the two children coefficients (5,5) that had been coded at the third bit plane.

The BPE coder now proceeds to the last bit plane and all coefficients can be coded. Note that the words such as $typesb[C_i]$ and $tranD$ will be not be directly sent to bitstream. They are first mapped to symbols based on tables and the symbols are coded using variable length code.
Within each segment, the bit plane scan can be regarded as a granular quantization refinement process and the scanning stops once the target bit rate is achieved. Thus the target bit rate can always be reached by a simple bitstream truncation. While for coding algorithms such as JPEG, JPEG2000, and MPEGs, the quantization parameters generally need to be determined in advance.

2.6 Conclusions

This chapter has provided a brief review of a number of topics in the field of image and video coding. We have discussed many interesting topics in image and video coding, including transform coding, rate control, motion compensation, distributed source coding, and the new wavelet based image standard BPE coder. In the following chapters we discuss in more detail and present work to address the issues of rate control.
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for wavelet based image coding, region based image coding, and wavelet based video coding using distributed source coding.
Chapter 3

Rate Control for Wavelet Based Image Coding

Rate estimation and rate allocation are two fundamental problems for image and video coding and have significant impact on coding performance. As we know, for wavelet based bit plane scanning coding, the target bit rate can be easily achieved by truncating the bitstream once the target bit rate is obtained. In this scenario, we focus on the rate allocation problem for wavelet based image coding.

In Section 3.1 a post compression R-D optimization based rate allocation (the PCRD-Opt algorithm) is discussed. In Section 3.2 a rate control scheme combining the PCRD-Opt algorithm with \( \rho \) domain analysis of wavelet coefficient is proposed. The compression performance using different rate allocation schemes with BPE coder is discussed and compared in Section 3.3. The chapter is concluded in Section 3.4.
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3.1 Rate Allocation Using Post Compression Rate-Distortion Optimization

The rate allocation problem is the allocation of bit resources to coding units such that the overall distortion is minimized. The coding unit can be different in different coders. For instance, in H.264 the minimum coding unit is called a macroblock, which consists of $16 \times 16$ pixels and has its own quantization parameters. For JPEG2000, the coding unit is defined as $64 \times 64$ coefficients in the subbands obtained from the DWT decomposition. Under the assumption that the distortion of each coding unit is additive if they are coded separately, the total distortion can be obtained by summing up the distortion of each coding unit as follows:

$$D = \sum_i D_i^{n_i}$$

(3.1)

where $n_i$ is a feasible truncation point on rate distortion curve selected from a number of candidate points and $D_i^{n_i}$ is the corresponding distortion incurred if the bitstream is truncated at $n_i$ in coding unit $i$. Let $R$ be the total number of bits to be allocated and $R_i^{n_i}$ be the number of bits allocated to the $i$th coding unit at $n_i$, the sum of bits allocated to
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each coding unit, i.e., \( \sum_i R^n_i \), is subject to the constraint as follows:

\[
\sum_i R^n_i \leq R
\]  
(3.2)

The optimum rate allocation is to determine a set of \( n_i \) such that the overall distortion \( D \) is minimized subject to the constraint condition in Equation 3.2.

This problem can be solved using the method of Lagrange multipliers as discussed in Section 2.2.2.3. The resulting \( \lambda \) can be interpreted as the slope of the rate distortion curve of each coding unit which minimizes the distortion as follows.

\[
\lambda = \frac{\Delta D_i(n)}{\Delta R_i(n)}
\]  
(3.3)

It implies that the rate of distortion change with respect to bit rate is the same for the optimum point on each rate distortion curve. This is called the Principle of Equal Slopes (21). As shown in Figure 3.1, the two coding units have two different rate distortion curves while the resulting truncation points have the same slope.

Assume that all feasible truncation points on the R-D curve are available. An iterative search method could be used to find the truncation points that achieve the target rates and minimize the overall distortion.
Figure 3.1: Rate distortion curve and its slope
as follows (21):

- **Iterative algorithm for post-compression rate optimization**

- **Step 1:** Calculate the slope $l_i$, where $i = 0, 1, 2, ..., n$ at each candidate truncation point.

- **Step 2:** Find feasible truncation points. The feasible truncation points must satisfy the convexity condition, i.e., their slope must be less than the slopes of previous truncation points.

- **Step 3:** Bisectional search to find the ideal $\lambda$. Takes the average of the smallest slope and the largest slope and then calculate a rate. If the rate is greater than the target rate, replace the smallest slope with the average slope, otherwise replace the largest slope with the average slope. This process iterates until the rate is reached, or the number of iterations exceeds the pre-defined threshold.

To calculate the slope at each truncation point one needs the knowledge of distortion reduction and rates consumed from Equation 3.3 prior to the iterative method, and a considerable amount of computational resources are required. For instance, it turns out that two thirds of computational resources are used for the PCRD-Opt algorithm in JPEG2000
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(21). Therefore, the PCRD-Opt algorithm may not be feasible for applications that impose strict complexity constraints.

3.2 Joint $\rho$ Domain and PCRD-Opt Based Rate Allocation

In this section, an algorithm that combines the PCRD-Opt algorithm with the recently emerged $\rho$ domain analysis is developed for rate allocation. A linear model based on coefficient analysis is developed, which is used to alleviate the severe computational burdens by the conventional PCRD-Opt. We will illustrate how this algorithm works using the BPE coder.

3.2.1 $\rho$ Domain Analysis

As shown in Figure 2.7, rate $R$ and quantization parameters $QPs$ are generally not linearly related and it is difficult to express $R$ in terms of $QPs$ in closed-form formulas. However, it has been shown (24; 25; 26) that there exists a linear relationship between $R$ and $\rho$ in the transform domain for many image coders as follows:

$$R(\rho) = (1 - \rho)\theta$$  \hspace{1cm} (3.4)
where $\theta$ is a constant that depends on the image and image coders and $\rho$ is the ratio of the number of coefficients that are quantized to zero over the total number of coefficients. In extreme cases, assuming that all coefficients are quantized to 0, $\rho$ becomes 1 and the resulting rate is $r = 0$.

This linear relationship has been shown to hold if the transform coefficients follow a Laplacian distribution or a generalized Gaussian distribution (24). It shows that generally for natural images the coefficients from the DCT and the wavelet transform fit well a Laplacian distribution or a Gaussian distribution (118, 119).

If $\theta$ in the linear model is available, one can either estimate the rate $R$ for given quantization parameters $QPs$, or estimate quantization parameters $QPs$ for the target rate $R$. $\theta$ can be obtained by checking available
points on the $R - \rho$ curve. The rates corresponding to other points can be obtained thereafter. $\rho$ domain analysis has been shown to achieve excellent performance on rate estimation for video coders.

### 3.2.2 $\rho$ domain analysis for the BPE coder

We intend to examine if $\rho$-domain analysis is valid for the BPE coder. If an accurate $R - \rho$ model is available, rate estimation and allocation could be facilitated. The model based on Equation 3.4 may not be directly applied to the BPE coder, as the BPE coder has header bits, DC, and AC depth prior to bit plane scanning and when $\rho = 1$, $R$ is not equal to 0. Therefore, we introduce an offset $\gamma$ to account for those bits as follows:

$$R(\rho) = (1 - \rho)\theta + \gamma$$  \hspace{1cm} (3.5)

The percentage of the zeros in each bit plane $\rho_i$ and the number of bits $r_i$ that has been used to encode the bit plane can be obtained, and for each bit plane, we have $r_i = (1 - \rho_i)\theta + \gamma$. We use a first-order linear regression to obtain a set of parameter $\theta$ and $\gamma$ such that the MSE between the rates obtained using this set of parameters and the actual rates is minimized.

In first experiment, we take an image as a single coding unit and
compress it using the BPE coder. We then visually examine if this linear model is valid for the BPE coder. It turns out that this model works very well. Figure 3.3 illustrates the actual $R - \rho$ curve and the one obtained using the linear regression on the Lenna image, and we can see that they appear to match very well.

![Figure 3.3: $R - \rho$ curve and curve fit for Lenna image, where the whole image is treated as a single coding unit and the linear regression method is used.](image)

Secondly, we divide an image into a number of segments, where each segment consists of equal number of $8 \times 8$ blocks. Then each segment is
tested to see if this model is valid. It is found that the model works for small coding units as well. Figure 3.4 illustrated the $R - \rho$ curve for 16 equal-sized segments, where each segment consists of $\frac{512 \times 512}{16} = 256 \times 8 \times 8$ blocks.

**Figure 3.4:** $R - \rho$ curve and curve fit of 16 segments of Lenna image, where the image is divided to 16 segments and each segment consists of $256 \times 8 \times 8$ blocks.
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### 3.2.3 Parameter Estimate of $\rho$ domain for the BPE coder

As $\rho$ domain analysis is valid for both cases, we will employ it to address the rate allocation problem. We attempt to estimate $\theta$ and $\gamma$ in Equation 3.5 without completing the entire encoding process. After completing the encoding process at the first three highest bit planes (a high bit plane corresponds to large quantization step size and therefore, there are more zeros at the bit plane), an initial estimate of $\theta$ and $\gamma$ can be obtained using the linear regression described above. The number of bits used to encode low bit planes (small quantization step size) can then be predicted using Equation 3.5.

We apply this method to predict the $R-\rho$ curve, and find the resulting predicted curve is away from the actual curve at low bit planes. In particular, the predicted rates tend to be constantly higher than the actual rates, and the prediction error decreases as the numbers of bit planes used for prediction increases, as illustrated in Figure 3.7. To explain this phenomena, we examine the theory of $\rho$ domain analysis and it is found that the $R-\rho$ function is approximately linear provided that $1-\rho$ is close to zero. In other words, this one-order linearity is valid if most coefficients are quantized to zeros, i.e., $\rho$ is close to 1. For the Laplacian source, the approximation in $\rho$ domain analysis is expressed...
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as follows \( R(\rho) = 2\log_2 e \cdot (1 - \rho) + O([1 - \rho]^3) \) \hspace{1cm} (3.6)

At higher order bit planes, as \( 1 - \rho \) is close to zero, \( O([1 - \rho]^3) \) can be omitted. However, when the encoding proceeds to lower order bit planes, the number of zeros decreases so that \( 1 - \rho \) is no longer close to zero. Hence, we speculated that the absence of high order terms in \( R(\rho) \) of Equation \[3.7\] causes the discrepancy. In order to improve the accuracy of the rate estimate, we take into account the high order terms that have been omitted using the model as follows:

\[
R(\rho) = k_1 \cdot (1 - \rho) + k_2 \cdot (1 - \rho)^2 + k_3 \cdot (1 - \rho)^3 \] \hspace{1cm} (3.7)

Using the data collected from the first four bit planes, \( k_1, k_2 \) and \( k_3 \) are obtained through the well known polynomial curve fitting method which minimizes the error in a least-squares sense. Figure \[3.5\] shows that the rate estimated verses \( 1 - \rho \) using the new model parameters when treating the entire image as one coding unit, and Figure \[3.6\] shows the rate estimated verses \( 1 - \rho \) for each coding unit.

We observe that the error between the actual rate and the estimate
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Figure 3.5: $R - \rho$ curves for the whole Lenna image. The curve marked as “Actual rate” is obtained using the actual number of bits obtained at corresponding bit planes; the curve marked “Curve Fit” is the one obtained using the model defined in Equation 3.7 and the information obtained from the first four bit planes.
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Figure 3.6: $R - \rho$ curves for the 16 coding units of Lenna image. The curve marked as “Actual rate” is obtained using the actual number of bits obtained at corresponding bit planes; the curve marked “Curve Fit” is the one obtained using the model defined in Equation. 3.7 and the information obtained from the first four bit planes.
obtained using Equation 3.7 is very large. This is surprising while un-
derstandable. For the higher order bit planes, $\rho$ is close to zeros, and the $R - \rho$ curve has good linearity. Using those data as the basis to find the curve that fits those high bit planes, the high order terms do not have big impact on the curve. However, using the model to estimate the rate at low bit planes, a small variation or mismatch from the high order terms may have a significant impact on the rate estimation at lower bit planes. Because the non-linearity only appears at low bit planes where $\rho$ is not close to zero, the curve derived from the higher order bit planes does not fit the lower order bit planes as expected.

To correct this, rather than using the high order model, we propose a two-stage linear model to estimate the rates at low bit rates. Our experiments show that at the lowest two bit planes, the predicted rates from $\rho$ domain analysis by using the highest three bit planes are around 8% higher than the actual rates. Therefore, we modify the $\rho$ model and estimate $\theta$ and $\gamma$ using two steps as follows:

1. *The first linear regression is based on the first three bit planes to estimate $\theta$ and $\gamma$ such that the predicted rates are closest to the target rates.*

2. *The predicted rate at lowest bit plane is scaled by 8%. This new data
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point, along with the available data points, are used to re-estimate a linear curve using the linear regression method. The resulting linear model is used to calculate the rate for the low bit planes.

The experiment shows that the predicted rates based on the modified linear model match the actual rates much better than the original model. Figure 3.7 illustrates the actual $R - \rho$ curve, the linear predicted $R - \rho$ curve, and the $R - \rho$ curve obtained using the modified 2-step model described as above, where the whole Lenna image is taken as a single coding unit. Figure 3.8 shows the three curves for the 16 coding units where each one contains 256 consecutive $8 \times 8$ coding blocks.

Note that for most segments the modified model works very well, except that for the first segment there is still a gap between the predicted and the actual rate. By examining the region we find that it contains little activity and the coefficients cannot be strictly modeled as Gaussian or Laplacian.

3.3 Experiment and Results

In this section, the PCRD-Opt algorithm and the proposed algorithm are applied to the BPE coder to demonstrate the performance. Using
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Figure 3.7: $R - \rho$ curves for the whole Lenna image. The curve marked as “Actual rate” is obtained using the actual number of bits obtained at corresponding bit planes; the curve marked “Linear” is the one obtained using the linear model and the encoding information of the first three bit planes; “Modified” is the one obtained using the modified 2-step estimation with linear regression.
Figure 3.8: $R-\rho$ curves for the Lenna image, where the image is divided to 16 segments. “Actual rate”, “Linear”, “Modified” are interpreted in Figure 3.7.
the model developed in Section 3.2, the number of bits used for coding bit planes can be estimated, then we can efficiently apply the principle of the PCRD-Opt algorithm for rate allocation.

3.3.1 The BPE coder with PCRD-Opt (PCRD-Opt BPE) Algorithm

The PCRD-Opt algorithm is adapted to apply in the BPE coder. We first classify the coding units and then define the methods to measure distortion reduction, and then report the coding performance.

3.3.1.1 Coding Units and Truncation Points

In the BPE coder as the coding of each segment is totally independent, we take each segment as the basic coding unit. We record the coding states as follows to be feasible truncation points:

- Coding of DC coefficients;
- DC refinement (stage 0);
- Three stages coding of AC coefficient (stage 0-3);
- AC refinement (stage 4).
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The coding of AC depth after the coding of DC coefficients does not directly contribute to the distortion reduction because this information only assist the subsequent coding of AC coefficients. Therefore it is excluded from the candidate truncation points. For each segment, we record the distortion reduction and bits consumed.

3.3.1.2 Distortion Reduction

We need to record the distortion reduction for bit plane scanning. One widely used metric to measure distortion in image coding is MSE as defined in Equation 2.1. The distortion reduction after decoding of a bit depends on the reconstruction process at the decoder. For example, for the floating point DWT, assuming that the decoder decodes the bit plane \( q \) \( (q = 1, 2, ..., q_{max}, \) the lowest bit plane is 1), the distortion reduction by coding the pixel is given by

\[
D_r = \left(\frac{2^q}{2} - \frac{2^{q-1}}{2}\right)^2 + 2^q \cdot b_q
\]  

where \( b_q \) is the bit plane value of the pixel.

Given a coefficient \( x \), assuming that a coefficient becomes significant at bit plane \( b_s \) at decoder, and is decoded as \( \hat{x}_b \), the MSE reduction is
given by

\[ D_{MSE} = x^2 - (x - \hat{x}_b)^2 = \hat{x}_b \ast (2x - \hat{x}_b) \] (3.9)

Once a coefficient becomes significant, in the next lower bit plane \( b - 1 \), its rate reduction is given by

\[ D_{MSE} = (x - \hat{x}_b)^2 - (x - \hat{x}_{b-1})^2 = (\hat{x}_{b-1} - \hat{x}_b) \ast (2x - \hat{x}_b - \hat{x}_{b-1}) \] (3.10)

where \( \hat{x}_{b-1} \) represents the reconstructed \( x \) using the bit planes higher than \( b - 1 \)th bit plane. Note that for floating point DWT and integer DWT, the reconstruction of \( \hat{x} \) is slightly different due to the different reconstruction consideration (51).

3.3.1.3 Experiment Results

Since JPEG2000 is also based on the wavelet transform and bit plane scanning, it is interesting to compare the compression performance of BPE with JPEG2000. The reference software we used for JPEG2000 testing is Jasper (120). In JPEG2000, every 64 × 64 coefficients are grouped into a coding unit for post-optimization. JPEG2000 can use different levels of DWT decomposition, and by default the level is set to five. However the BPE coder employs 3-level DWT decomposition. To make the comparison more fair, we use 3-level DWT decomposition for
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JPEG2000.

<table>
<thead>
<tr>
<th>bpp</th>
<th>Seg</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>JP2k-3</th>
<th>JP2k-4</th>
<th>JP2k-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>VBR</td>
<td>30.83</td>
<td>31.05</td>
<td>31.2</td>
<td>31.3</td>
<td>31.56</td>
<td>32.72</td>
<td>32.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>30.34</td>
<td>30.64</td>
<td>30.8</td>
<td>30.9</td>
<td>31.2</td>
<td>32.42</td>
<td>32.2</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>VBR</td>
<td>34.69</td>
<td>34.73</td>
<td>34.99</td>
<td>34.95</td>
<td>34.86</td>
<td>35.08</td>
<td>35.29</td>
<td>35.31</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>34.12</td>
<td>34.25</td>
<td>34.35</td>
<td>34.36</td>
<td>34.34</td>
<td>35.06</td>
<td>35.28</td>
<td>35.31</td>
</tr>
<tr>
<td>0.6</td>
<td>VBR</td>
<td>36.58</td>
<td>36.59</td>
<td>36.59</td>
<td>36.6</td>
<td>36.67</td>
<td>36.93</td>
<td>37.03</td>
<td>37.11</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>36.27</td>
<td>36.35</td>
<td>36.42</td>
<td>36.41</td>
<td>36.4</td>
<td>36.92</td>
<td>37.03</td>
<td>37.11</td>
</tr>
<tr>
<td>0.8</td>
<td>VBR</td>
<td>37.92</td>
<td>37.94</td>
<td>38.05</td>
<td>38.14</td>
<td>38.14</td>
<td>38.26</td>
<td>38.4</td>
<td>38.36</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>37.01</td>
<td>37.55</td>
<td>37.57</td>
<td>37.61</td>
<td>37.6</td>
<td>37.62</td>
<td>37.64</td>
<td>37.64</td>
</tr>
<tr>
<td>1</td>
<td>VBR</td>
<td>39.99</td>
<td>39.01</td>
<td>39.16</td>
<td>39.02</td>
<td>39.02</td>
<td>39.16</td>
<td>39.28</td>
<td>39.29</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>38.77</td>
<td>38.83</td>
<td>38.92</td>
<td>38.93</td>
<td>38.94</td>
<td>38.93</td>
<td>38.94</td>
<td>38.94</td>
</tr>
<tr>
<td>2</td>
<td>VBR</td>
<td>43.05</td>
<td>43.08</td>
<td>43.17</td>
<td>43.09</td>
<td>43.1</td>
<td>43.42</td>
<td>43.36</td>
<td>43.38</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>42.87</td>
<td>42.99</td>
<td>43.09</td>
<td>43.09</td>
<td>43.09</td>
<td>43.36</td>
<td>43.36</td>
<td>43.38</td>
</tr>
<tr>
<td>3</td>
<td>VBR</td>
<td>47.17</td>
<td>47.18</td>
<td>47.21</td>
<td>47.2</td>
<td>47.28</td>
<td>47.33</td>
<td>47.42</td>
<td>47.42</td>
</tr>
<tr>
<td></td>
<td>CBR</td>
<td>46.95</td>
<td>46.96</td>
<td>46.99</td>
<td>46.99</td>
<td>46.99</td>
<td>46.99</td>
<td>46.99</td>
<td>46.99</td>
</tr>
</tbody>
</table>

Table 3.1: PSNR (in dB) of CR-BPE (CBR), the PCRD-Opt BPE (VBR) and JPEG2000, where JP2k-3, JP2k-4, and JP2k-5 represent the JPEG2000 using 3, 4, 5-level decomposition respectively.

Table 3.1 shows the PSNR performance of the CR-BPE, the PCRD-Opt BPE, and the JPEG2000 for integer for the Lenna image. The results show that the average PSNR performance of the PCRD-Opt BPE is consistently better than the CR-BPE allocation, especially at low to middle bit rates. For example, when bit rate is 0.8 bits/pixel, the gain of the integer DWT based PCRD-Opt BPE is around 0.55 dB when the number of blocks in each segment is set to 512. This improvement is attributed to the fact that the PCRD-Opt algorithm has optimized the rate allocation such that the distortion is minimized. As the bit rates
increase, the gain decreases while it is still better than the original BPE.

In addition, PSNR performance with different number of blocks in each segment is tested. The number of blocks in each segment is set to 64, 128, 256, 512, and 1024 blocks, respectively. And as it increases from 64 to 256, the PSNR performance improves slightly. This is reasonable because the header of the segment is fixed regardless of the size of segments, and the percentage of header bits in small segments with respect to the total number of bits in the segment is higher than that in large segments. Therefore, relatively more bits are allocated to coding as the size of segment is increased. More specifically, the header of the first segment needs 152 bits, including part 4, which represents the unchangeable information throughout the encoding process. The headers of the subsequent segments cost 88 bits, representing the first three header parts.

As the number of blocks in each segment increases from 512 to 1024, the PSNR performance, however, does not monotonically improve. The PSNR drops at some bit rates for large segments. Figure 3.9 shows the PSNR performance when the number of segments is set to 16, i.e., each segment contains \( \frac{512 \times 512}{64 \times 16} = 256 \times 8 \times 8 \) blocks for an image with resolution of 512 × 512 pixels. By examining how the PCRD-Opt algorithm works
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In the BPE coder, it is found that when the number of coding units is small, the discrepancy between the target bit rate and the resulting bit rate increases. This is not surprising as many truncation points do not satisfy the convexity condition and are ruled out from candidacy. In extreme cases when there is only one coding unit, this is the same as coding with constant rate and, therefore, it is certainly worse than the case that several coding units are presented. To alleviate the discrepancy, the resulting bit rates in all headers are scaled proportionally such that the desired rates are exactly the same as the actual rates. To simplify the discussion, the number of segments is set to 16 hereafter, unless otherwise specified.

For JPEG2000, as we can see, more levels of DWT result in trivial coding gain, as has been confirmed in [51]. While the PSNR of the PCRD-Opt BPE coder is still below that of JPEG2000, the gap between the coders has decreased dramatically.

3.3.2 Joint $\rho$ Domain and PCRD-Opt Rate Allocation

For rate estimate, $\rho$ domain analysis enables accurate prediction of the resulting bit rate at bit planes without completing the coding and so the truncation points can be preset at the desired bit planes.
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Figure 3.9: PSNR (in dB) of CR-BPE, PCRD-Opt BPE, and JPEG2000, where the number of segments is 16
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The modified rate control model using joint $\rho$ domain and PCRD-Opt algorithm is applied to the BPE coder. The regular BPE is performed on the first three bit planes. Once the rates of highest three bit planes are available, they are used to derive the rate control model for the lower bit planes. The pre-determined distortion reduction, the PCRD-Opt algorithm is applied to the bits planes that have not yet actually been coded.

<table>
<thead>
<tr>
<th>Rate</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR-BPE</td>
<td>30.55</td>
<td>34.54</td>
<td>36.75</td>
<td>39.44</td>
<td>44.00</td>
<td>47.93</td>
</tr>
<tr>
<td>PCRD-BPE</td>
<td>31.28</td>
<td>35.17</td>
<td>37.12</td>
<td>39.79</td>
<td>44.25</td>
<td>48.10</td>
</tr>
<tr>
<td>$\rho$-BPE</td>
<td>31.22</td>
<td>35.03</td>
<td>36.97</td>
<td>39.60</td>
<td>44.17</td>
<td>47.99</td>
</tr>
</tbody>
</table>

Table 3.2: PSNR (in dB) comparison using the $\rho$-PCRD-Opt algorithm (floating point DWT)

<table>
<thead>
<tr>
<th>Rate</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR BPE</td>
<td>30.82</td>
<td>34.35</td>
<td>36.42</td>
<td>38.92</td>
<td>43.09</td>
<td>46.99</td>
</tr>
<tr>
<td>PCRD-Opt BPE</td>
<td>31.20</td>
<td>34.99</td>
<td>36.59</td>
<td>39.16</td>
<td>43.17</td>
<td>47.21</td>
</tr>
<tr>
<td>$\rho$-PCRD-Opt BPE</td>
<td>31.17</td>
<td>34.93</td>
<td>36.52</td>
<td>39.06</td>
<td>43.11</td>
<td>47.12</td>
</tr>
</tbody>
</table>

Table 3.3: PSNR (in dB) comparison using the $\rho$-PCRD-Opt algorithm (integer DWT)

Table 3.2 and Table 3.3 show the testing results for floating point DWT based BPE and integer DWT based BPE, respectively. The results indicate that for both the floating point DWT based BPE coder and the integer DWT based BPE coder, there is coding gain over the CR-BPE. In addition, the results show that when the bit rates are low, the PSNR performance is closer to the original PCRD, because the highest three
bit planes and bit planes with more accurate prediction are used for rate allocation. When the rates become higher, the predicted rates start working for the PCRD-Opt algorithm very well. Under this scenario, the savings over the original PCRD-Opt algorithm is that we do not have to complete the encoding of all bit planes.

3.4 Conclusions

In this chapter, a new rate allocation method for wavelet transform image coders is proposed. The PCRD-Opt algorithm requires the complete coding of the image in order to construct the rate distortion curve. It is a computationally demanding process suitable for offline coding applications. For applications subject to constraints of complexity and computational resources, this needs to be simplified.

The $\rho$ domain analysis has been examined, and then adapted to facilitate the PCRD-Opt algorithm. $\rho$ domain analysis does not directly build the model between rate and quantization, but rather a linear model between rate and percentage of zeros $\rho$ in each bit plane. This linear model turns out to be accurate at higher order bit planes, i.e., when the quantization parameters are large. An improved model is developed for lower order bit planes, or equivalently small quantization parame-
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ters. Incorporated with this $\rho$ domain model, the PCRD-Opt algorithm is employed to find the optimum rate allocation. The BPE coder has been used to test the proposed algorithm. The PSNR performance is encouraging when compared with the CR-BPE, and approaches to the performance of the PCRD-Opt algorithm significantly reduced coding complexity and computational costs.
Chapter 4

Region Based Image Coding with Rate Control

This chapter focuses on region based wavelet image coding. If an image can be segmented to several regions that contain different level of activity, details, and texture information, the region that contributes more to visual quality can be compressed using more coding resources and transmitted with a higher priority than the other regions. This is referred to as region-of-interest (ROI) processing. The ROI processing allows more flexibility on manipulation of image content and transmission, and therefore, it provides a higher premium on intelligence, flexibility, robustness, and efficiency than the traditional coding.

In this chapter, we propose a simple yet efficient method to find the
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ROI in the DWT transform domain. The BPE coder is extended to accommodate the concept of ROI with adaptive rate control. The goal is to assign more bit resources to the ROI using the proposed rate allocation method such that robustness can be enhanced without incurring the penalty of rate-distortion performance. Syntax modification to the BPE coder is proposed in order to use the ROI and the modification will be used in the next chapters.

The chapter is organized as follows: in Section 4.1 the concept of region-of-interest (ROI) is discussed; in Section 4.2 a segmentation algorithm in the DWT transform domain is proposed; in Section 4.3, the proposed algorithm is applied to the BPE coder, and syntax modification of the BPE coder to incorporate ROI is recommended; in Section 4.4 rate control schemes proposed in Chapter 3 are applied and the performance is compared with CR-BPE coder and the regular BPE coder; a summary of the chapter is presented in Section 4.5.

4.1 Region-Of-Interest (ROI)

In image and video compression applications, many sophisticated methods are developed to describe the ROI, such as the shape coding and object based coding in MPEG-4. To find and describe the ROI using those
techniques can be computationally expensive, as mathematical models may be required in order to accurately describe a variety of irregular shapes. Furthermore, rapid scene changes in video sequences mean that these models would have to be employed repeatedly thus increasing the computational burden. These factors restrict these methods from wide deployment for real time applications which operate under complexity constraints.

In this chapter, we do not intend to develop complex mathematical models to describe objects for compression. Rather, we intend to develop a simple and efficient method to find the ROI of an image in the wavelet transform domain, incorporated with the bit plane coding of the wavelet image coder. Here the ROI may not have the same interpretation as the traditional ROI defined in MPEG-4 or JPEG2000. In this application, the ROI serves not only for the potential robust transmission, but also for the rate control in the wavelet transform domain. The rate allocation is performed in this scenarios such that more bits are allocated to the ROI that has more details and activities in the transform domain.
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4.1.1 Region-of-Interest (ROI) and Rate Control

It is reasonable to assume that non-homogenous regions are more difficult to compress than homogenous regions. For instance, in the BPE coder we have to use more bits to differentially encode the DC coefficients and AC depth. In addition, for encoding of AC coefficients, if very few AC coefficient stand out from the other coefficients, many extra bits are needed to indicate the significance of AC coefficients in those blocks with small AC coefficients.

Intuitively if an image contains more homogenous regions, rate allocation schemes may work better than an image with less homogenous regions. A ROI can be assigned more coding resources than the non-ROI. Even if the non-ROI is discarded, there may be no severe visual degradation within the ROI provided that the ROI that contains the desired detail is available.

4.1.2 Region-Of-Interest and Robustness

From the perspective of robustness, if we know the ROI, then many error protection schemes can be applied directly to the bits representing the ROI and protect them against bit errors. Forward error correcting (FEC) codes such as Turbo codes, LDPC codes can be employed for the
ROI. This approach is usually referred to as unequal error protection (UEP).

4.1.3 Partial and Progressive Decoding

Once the ROI is located, it can be encoded and then transmitted with higher priority. Once bits for the ROI have been received, the transmission can be terminated and the bit stream can be truncated if necessary in order to save bandwidth and coding resources.

4.2 Segmentation of ROI

The ROI may be determined by end users based on their subjective observations. Alternatively, from the perspective of compression and rate control, the ROI can be automatically determined based on some objective criteria. Therefore, we can simply categorize the process as follows.

- User Defined Region-Of-Interest (UDROI). The ROI is dependent on the end users. These regions may not necessarily be the regions that have the most activity or details.

- Automated Segmentation Region Of Interest (ASROI). The ROI
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can be located by analyzing the images using edge detection algorithms, and morphological algorithms.

In this section, an algorithm for ASROI is proposed. Note that the main goal is to facilitate compression and rate allocation. The regions that contain activity and details are supposed to take relatively more bits. While the regions that contain homogenous or consistent backgrounds are regarded as regions of non-interest (Non-ROI). Relatively fewer bits are allocated to the non-ROI and they also have a lower transmission priority compared with the bits from the ROI.

4.2.1 Algorithm

We use a region growing method to find the ROI. In particular, a number of $8 \times 8$ blocks with similar properties are grouped together as follows.

1. **Find a proper seed block:** a seed block is chosen by checking the transform coefficients. The block that has the maximum sum of the absolute values of AC coefficients is picked up as the seed block. The statistical properties of this block are taken as the initial properties of the region.

2. **Iterative region growing:** assume the coordinate of the current
block is \((x, y)\), the following function recursively checks if the neighboring blocks are in the region.

\[\text{RegionGrow}(x, y, \text{region})\]

\[
\begin{align*}
\text{If}(& \text{isXYinRegion}(x, y, \text{region}) == \text{TRUE}) \\
& \text{updateRegion}(x, y, \text{region}); \\
\text{endif} \\
\text{RegionGrow}(x - 1, y, \text{region}); \\
\text{RegionGrow}(x, y - 1, \text{region}); \\
\text{RegionGrow}(x + 1, y, \text{region}); \\
\text{RegionGrow}(x, y + 1, \text{region}); \\
\end{align*}
\]

where \text{isXYinRegion} is a function to check if the block is in the region. If it is in the region, the function \text{updateRegion} is used to update the region information. In \text{isXYinRegion} function, we determine if the block is in the region based on some thresholds. Fixed thresholds may result in the failure of properly assigning blocks to the ROI. To solve this problem, the thresholds are dynamically changed based on the region information. Then we perform a bidirectional search by updating the threshold and checking if there are changes in the size of the ROI. If the
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change in the size of the ROI is relatively small, then we assume the
algorithm has converged and the ROI has been found.

4.2.2 Grouping Criteria for Region Growing

To find the optimum segmentation in terms of coding rates may not be
trivial. An exhaustive algorithm may search for every possible permu-
tation of segmentation and then the optimum can be found. However,
this is not feasible in this work and therefore is not in the scope of this
dissertation.

To determine if a block belongs to the ROI, several properties and
statistical parameters could be examined to see if they match each other.
The mean average error $\Delta \text{MAE}$ is found to be accurate and to produce
good grouping results, which is defined as the difference between the
candidate block and the region as follows:

$$\Delta \text{MAE} = \sum_{i=1}^{8} \sum_{j=1}^{8} |p[i][j] - p_r[i][j]|$$  \hspace{1cm} (4.1)

where $|x|$ represent the absolute value of $x$, $p[i][j]$ is the coefficient at
$i, j$ in the candidate block, and $p_r[i][j]$ is the average of the pixels at
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\[ p_r[i][j] = \frac{\sum_{k=1}^{r} |p_k[i][j]|}{r} \]  

(4.2)

If ∆MAE is below a threshold, this block is grouped into the region. Otherwise, it is regarded as a block in region of non-interest.

4.3 BPE Coder with ROI (BPE-ROI)

It is not straightforward to use ROI in the BPE coder as there is no syntax in the BPE coder defined to handle different regions. Therefore, extra coding syntax and an ROI mechanism have to be used. In the BPE coder, the basic coding unit is a gaggle, which consists of up to 16 8×8 blocks, and a number of gaggles are grouped to produce a segment. In the BPE coder, blocks in gaggles and gaggles in segments have to be consecutive. However, shape of the ROI may be arbitrary and blocks in the ROI may not be consecutive. To accommodate these changes, the header structure of the BPE coder needs to be modified and masking bits are needed. The encoder needs to reorder the blocks such that the blocks in the ROI are encoded first. The decoder then reorganizes the decoded blocks to their original order for reconstruction. These modifications,
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however, do not affect the main coding structure of the BPE coder. We call the BPE using ROI the BPE-ROI.

4.3.1 Significant Block Map (SBM)

A Significance Block Map (SBM) is used as side information to indicate whether blocks are in the ROI or not. One masking bit is sent out for each block. The bits in SBM are sent in raster order and immediately after part 4 of the header of the first segment and before coding of the blocks. Given an image of size $512 \times 512$, the number of $8 \times 8$ blocks is $512 \times 512 / (8 \times 8) = 4096$. Therefore the cost introduced is $\frac{1}{64} = 0.015625$ bits/pixel if the SBM is sent out without entropy coding.

In natural images the homogenous regions are more likely connected, and we expect that 1s and 0s in SBM occur consecutively, and therefore, the overhead can be lowered with run-length coding or other advanced methods of entropy coding. As coding bit rates increase, the cost of coding those overhead bits becomes relatively low and the coding penalty is negligible.
4.3.2 Modification of Header

Two new coding modes are specified by modifying the segmentation header. The reserved bits available in the BPE syntax can be used to carry extra information to the decoder. As shown in Table 4.1, a new part 5 in the header is defined. Figure 4.3 shows how the new defined header and SBM work with the original BPE.

<table>
<thead>
<tr>
<th>Header</th>
<th>parameters</th>
<th>original</th>
<th>proposed</th>
<th>representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P1_Reserved_1Bit</td>
<td>1</td>
<td>1</td>
<td>0: regular coding, 1: region coding</td>
</tr>
<tr>
<td>2</td>
<td>P2_Reserved_4Bits</td>
<td>4</td>
<td>2</td>
<td>0: region grow, 1: rectangular region</td>
</tr>
<tr>
<td>5</td>
<td>BLOCKS_HEIGHT</td>
<td>12</td>
<td>12</td>
<td>Block Height</td>
</tr>
<tr>
<td>5</td>
<td>ROIWeight</td>
<td>3</td>
<td>3</td>
<td>Bits shift up</td>
</tr>
<tr>
<td>5</td>
<td>MotionEstimation</td>
<td>1</td>
<td>1</td>
<td>Reserved for video coding</td>
</tr>
</tbody>
</table>

Table 4.1: The modified header in the BPE coder for coding with ROI

In part 1 of the header, P1_Reserved_1Bit is redefined as a switch.
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If it is set to 1, the region based coding is initiated. Otherwise it is in regular coding mode.

If P1.Reserved_1Bit = 1, P2.Reserved_4Bits is used for switch between the ASROI and the UDROI. If it is a rectangular UDROI, the header 5 records its height. ROIWeight in header 5 is an optional weighting factor for the ROI. Similar to JPEG2000, the pixels in the ROI can be shifted up by ROIWeight number of bits such that the ROI can be encoded with higher priority for bit scanning.

4.4 Experiment and Results

In this section, we first demonstrate the region grow method and the dilation operation to connect the separated blocks into a region. Two rate allocation methods, the PCRD-Opt algorithm and the $\rho$-PCRD-Opt algorithm, are applied to the BPE-ROI. We demonstrate the effectiveness of the region segmentation algorithm in rate allocation applications.

4.4.1 Demonstrations

Figure 4.5 demonstrates the results of using the region growing method to segment the original Lenna image as shown in Figure 4.4, where the white region represents the ROI region found using the algorithm and the
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Figure 4.3: Flowchart defining bits and header for the BPE-ROI
black region represent the non-ROI region. We can see that the blocks containing more activity and details are grouped into one big region. The rest of the blocks are mostly blank and have little detail.

We can see that there are several blocks isolated by the blocks in the ROI. Though these blocks are less active than the blocks in the ROI, their absence or lower rate allocation could have a negative impact on
the visual effect of the ROI. To mitigate the effect, a dilate operation can be employed to remove or reduce the number of isolated blocks. The dilate operation is a common operation which is generally used for binary images to enlarge the boundaries of regions and reduce holes in regions. This is equivalent to a low-pass filtering operation and its effect can be seen in Figure 4.6.

![Segmented Lena in transform domain with dilate operation](image)

**Figure 4.6:** The segmented Lena in the DWT domain with dilate operation

### 4.4.2 Constant Rate BPE Coder (CR-BPE) with ROI

The compression performance of the BPE-ROI is compared with the regular BPE coding without region classification and we want to see if there is any PSNR improvement given the same bit rates. First the ROI and the non-ROI are extracted using the iterative region growing algorithm. For both regions, every 256 blocks are grouped as one segment.
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If the number of blocks in ROI and non-ROI are not the integer multiples of 256, we do rounding operation such that the remainder blocks create an independent segment if it is greater than 128, otherwise they are attached to the last segment. To make the comparison fair, for tests with the regular CR-BPE the 512 × 512 Lenna image is divided into 16 segments and each segment contains 256 blocks in raster scan order.

Initially we expected that the constant rate BPE-ROI could yield better compression performance than the regular constant rate BPE. However, it turns out that the PSNR performance is far worse (1.2dB) than the CR-BPE, as shown in Table 4.2.

<table>
<thead>
<tr>
<th>Rate (bpp)</th>
<th>ROI (dB)</th>
<th>regular (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>29.69</td>
<td>30.55</td>
</tr>
<tr>
<td>0.4</td>
<td>33.40</td>
<td>34.54</td>
</tr>
<tr>
<td>0.6</td>
<td>35.36</td>
<td>36.75</td>
</tr>
<tr>
<td>1.0</td>
<td>38.00</td>
<td>39.44</td>
</tr>
<tr>
<td>2.0</td>
<td>42.60</td>
<td>44.00</td>
</tr>
<tr>
<td>3.0</td>
<td>46.96</td>
<td>47.93</td>
</tr>
</tbody>
</table>

Table 4.2: PSNR (dB) performance of the regular CR-BPE and the CR-BPE with the ROI (Floating point DWT, 16 segments)

By analyzing the regions, it is easy to see why this happens. The ROI contains much more activity than the non-ROI. The CR-BPE allocates bit resource into each region regardless of their activity. In this scenario, given a bit plane, the bits in the ROI are not coded, while the same bit planes in non-ROI may be coded. Therefore, more distortion
is contributed by the ROI regions than the non-ROI regions, and the overall distortion is therefore increased.

From another point of view, the drop of PSNR actually in turn implies that the iterative region growing algorithm works as expected and the ROI we have found makes sense. Otherwise, the PSNR would not have such a big drop.

### 4.4.3 Rate Control for the BPE Coder with ROI

Since CR-BPE does not produce coding gain, it is necessary to adaptively allocate bit resources. The rate allocation methods developed in Chapter 3, the PCRD-Opt BPE coder and the $\rho$-PCRD-Opt BPE coder, can be directly applied. For each coding segment, we build the distortion curve over rate reduction and then find the optimum truncation points. The experimental results are presented as in Table 4.3:

<table>
<thead>
<tr>
<th>Rate</th>
<th>CR ROI</th>
<th>CR NR</th>
<th>PCRD NR</th>
<th>$\rho$-PCRD NR</th>
<th>PCRD ROI</th>
<th>$\rho$-PCRD ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>29.69</td>
<td>30.55</td>
<td>31.28</td>
<td>31.22</td>
<td>31.14</td>
<td>31.01</td>
</tr>
<tr>
<td>0.4</td>
<td>33.40</td>
<td>34.54</td>
<td>35.17</td>
<td>35.03</td>
<td>35.19</td>
<td>35.07</td>
</tr>
<tr>
<td>0.6</td>
<td>35.36</td>
<td>36.75</td>
<td>37.12</td>
<td>36.97</td>
<td>37.23</td>
<td>37.05</td>
</tr>
<tr>
<td>1.0</td>
<td>38.00</td>
<td>39.44</td>
<td>39.79</td>
<td>39.60</td>
<td>39.88</td>
<td>39.67</td>
</tr>
<tr>
<td>2.0</td>
<td>42.60</td>
<td>44.00</td>
<td>44.25</td>
<td>44.17</td>
<td>44.32</td>
<td>44.18</td>
</tr>
</tbody>
</table>

**Table 4.3:** PSNR (dB) performance comparison floating point DWT, 16 segments: where CR-ROI represents constant rate ROI without adaptive rate allocation, CR NR represents constant rate without ROI, PCRD NR represents PCRD algorithm without ROI, $\rho$-PCRD NR represents PCRD algorithm without ROI, and PCRD ROI represents the PCRD with ROI, $\rho$-PCRD ROI represents the $\rho$-PCRD with ROI.
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As we can see, the PSNR performance of the PCRD-Opt BPE-ROI and the $\rho$-PCRD-Opt BPE-ROI has been improved over the BPE without ROI at middle to high rates by around 0.1dB. This is not as much as for low bit rates. Actually, at low bit rates, the performance is actually lowered. This is, because the coding of SBM takes a portion of bit resource. When the bit rate is low, this overhead can compromise the coding gain. Another explanation is that at high bit planes, the symbols obtained from the bit scanning of AC coefficients in the ROI tend to be zeros, and therefore, the symbol pattern similarity among blocks is not good enough to produce coding gain using the entropy coding.

4.4.4 Discussion

As we have discussed, the goal of the BPE with ROI are not solely for compression, but also for better control of the content and visual effect. As far as the PSNR performance is concerned, the PCRD-Opt BPE-ROI and the $\rho$-PCRD-Opt BPE-ROI have demonstrated competitive performance as compared with the regular PCRD-Opt algorithm and the $\rho$-PCRD-Opt BPE without ROI. It is reasonable to assume that the ROI has more impact on the visual effect, as seen from Figure 4.6, and in this scenario, assigning more coding resources to the ROI may not
necessarily minimize the overall distortion. The benefit, however, is that the ROI can be separated such that the image content can be better manipulated. In addition, as the ROI can be transmitted with higher priority, more flexibility for flow control by end users is achieved.

4.5 Conclusions

In this chapter, we have proposed the ROI concept in the transform domain, and an iterative region growing method to find the ROI by examining the similarity of transform coefficients in the DWT domain. Rather than classifying or describing objects using complex mathematical models, we classify regions based on the activity in the transform domain and then reorganize them into regions for efficient rate allocation.

The concept of ROI is applied to the BPE coder and the corresponding syntax modification is recommended. We apply the rate control methods proposed in last chapter to rate allocation using ROI. Competitive compression performance is demonstrated as compared with the regular BPE coder, while with benefits of more flexibility on ROI manipulation and transmission, and potential robustness if UEP is used. The CR-BPE with ROI is inferior than the regular CR-BPE without ROI in PSNR,
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which in turn demonstrates the efficiency of the iterative region growing algorithm.
Chapter 5

Motion Image Coder Based Video Coding

Conventional video coders such as the MPEG-1, 2, and 4 employ motion compensation to reduce redundancy and achieve excellent rate-distortion performance, while intra-frame video coding based on image codecs such as Motion JPEG/JPEG2000 has been widely adopted in many applications due to various reasons. In this chapter, we are interested in extending the wavelet based image coder for intra-frame based video coding without using motion compensation, and it serves as a basis for the robust video coding scheme proposed in Chapter 6.

This chapter is organized as follows: intra-frame and inter-frame video coding are discussed in 5.1; rate control methods are proposed for this
application based on the ones developed in Chapter 3 and applied to the BPE coder for intra-frame video coding in Section 5.2. The conclusion is presented in Section 5.3.

5.1 Inter-frame and Intra-frame Coding

The conventional inter-frame motion-compensated video coders that employ motion compensation have a dominant position in video coding applications. However, many high-speed/high-definition video coding systems employ intra-frame video coding schemes that use existing image coders as basis for video compression, such as Motion JPEG/JPEG2000. Though its PSNR performance is generally inferior to that of inter-frame video coding, intra-frame video coding based on image coders has been widely accepted due to several factors as follows:

- Despite the fact that many optimized and fast algorithms have been used, motion compensation still requires a considerable amount of time and computational resources. In many applications, it can take up to ninety percent of the coding time (22). For high-speed/high-definition image and video applications, requirements on complexity, delay, and energy are relatively high, and motion estimation and
motion compensation may not be affordable. As a consequence, intra-frame video coding is more feasible than inter-frame video coding in these scenarios.

• Motion compensated inter-frame video coding may suffer from the drifting effect discussed in Section 2.1. Intra-frame video coding does not have this issue as each frame is coded independently. Therefore, it is more robust and can be used in applications where robustness is a major concern.

• The cost of coding motion vectors may compromise the gain of using motion compensation. For slow motion pictures, the motion vectors can be small and they can be coded effectively using predictive coding. However, the cost of coding motion vectors for heavy motion video sequences and high-definition video sequences can be high if the dynamic range of motion vectors is large. Mode decision usually has to be developed to determine whether inter or intra mode should be used, which generally requires multi-pass optimization and incurs extra computational load.

• Research shows that for high-definition video sequences, using intra-frame video coding such as the motion JPEG2000 can achieve com-
parable coding performance as those inter-frame video coders such as H.264 (22). One of the explanations is that high-definition pictures contains a lot of details and variations and the resulting residual after motion search and motion compensation may be hard to compress.

Motivated by these factors, we attempt to extend the wavelet based image coder for intra-frame video coding without using motion compensation. The methods and observations will be used in Chapter 6 for the development of robust video coding.

5.2 Motion Image Coding with Adaptive Rate Allocation

In motion image based video coding, no motion estimation or compensation is performed and each frame is coded independently. The problem we are interested in is how to properly allocate bit resources to each individual frame such that the total distortion is minimized for given consecutive frames.

This problem is similar to the rate allocation problem addressed in Section 3.1, where for each segment a number of bits are allocated to
minimize the total distortion for single images. The difference is that now we have two levels of coding units: frame level and segment level. If each frame is treated as a segment, then the rate control only involves frame level optimization. If each frame needs to be divided into small segments for compression, then segment level optimization is necessary.

Ideally both frame and segment levels are required to achieve an optimized performance if each frame needs to be divided into small coding units. We test the coding of frame level and segment level separately. In the experiments, we use the BPE coder as the wavelet image coder and the Crew sequence as the testing sequence. As shown in Figure 5.1, each frame in the sequence has a resolution of $1280 \times 760$. We test 50 frames (luminance component) and set the data rate to 0.4 bits/pixel.

### 5.2.1 Constant Frame Rate and Variable Segment Rate (CFR-VSR)

Constant bit rates are assigned to each frame, while each frame is divided to small coding units for rate optimization. The rate control algorithms developed in Chapter 3 are applied, and the PSNR gain over the CR-BPE is computed.

We divide each frame into 16 segments, i.e., each segment contains
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Figure 5.1: Samples of Crew sequence (one out of every five frames)

<table>
<thead>
<tr>
<th>Schemes</th>
<th>PSNR improvement over CBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBR</td>
<td>+0.88</td>
</tr>
<tr>
<td>VBR-ρ</td>
<td>+0.61</td>
</tr>
</tbody>
</table>

Table 5.1: PSNR improvement of BPE using constant frame rate and variable segment rate versus the constant bit rate
Figure 5.2: Rate control performance comparison using constant frame rate and variable segment rate)
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1280 × 760/(64 × ) = 950 blocks. The PCRD-Opt BPE coder and the ρ-PCRD-Opt BPE coder are applied to both experiments. The PSNR performance is shown in Figure 5.2. As we can see, the PCRD-Opt BPE coder is much better than the CR-BPE coder, and the average PSNR gain for the 50 frames is 0.88dB. The ρ-PCRD-Opt BPE coder, though not as good as the PCRD-Opt BPE coder, also achieves better PSNR gain than the CR-BPE coder, and the coding gain is 0.61dB. Table 5.1 summarizes the results. The ρ-PCRD-Opt BPE coder does not require the computation of the complete R-D curve, and, therefore, has a much lower computational cost when compared with the PCRD-Opt BPE coder.

5.2.2 Variable Frame Rate and Single Segment Rate (VFR-SSR)

![Figure 5.3: Frame level rate allocation](image)
5.2 Motion Image Coding with Adaptive Rate Allocation

In this experiment, every block of $M$ frames is organized into one coding group. Given the target bit rates for the group, the rate allocation is performed within the group, as shown in Figure 5.3. The coding rates are fixed for every $M$ frames, while each frame may be allocated different number of bits, depending on the rate allocation schemes.

![Graph showing PSNR improvement over CR-BPE](image)

**Figure 5.4:** Rate control performance of Crew (Variable Frame Rate and Single Segment Rate)

<table>
<thead>
<tr>
<th>Schemes</th>
<th>PSNR improvement over CR-BPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBR</td>
<td>+0.58</td>
</tr>
<tr>
<td>VBR-$\rho$</td>
<td>+0.41</td>
</tr>
</tbody>
</table>

**Table 5.2:** PSNR improvement of BPE using variable frame rate and single segment rate (VFR-SSR) VS CR-BPE

We set $M$ to 4, and apply the PCRD-Opt algorithm and the $\rho$-PCRD-Opt algorithm to the frame level rate allocation. The PSNR performance
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is shown in Figure 5.4. As we can see, the PCRD-Opt BPE coder is better than the CR-BPE, and the average PSNR gain for the 48 frames is 0.58dB. The $\rho$-PCRD-Opt BPE coder also achieves a PSNR gain of 0.41dB over the CR-BPE coder. Table 5.2 summarizes the results. While there is an average coding gain for the $\rho$-PCRD-Opt BPE coder, for certain frames, there is no coding gain. Since the rate allocation is performed among different frames, therefore, for certain frames, the rate allocated may be less than the rate allocated from the CR-BPE coder.

5.2.3 Variable Frame Rate and Variable Segment Rate (VFR-VSR)

We assume that each individual frame is divided into a fixed number of coding units. The objective is to allocate bit resources for the $M$-frame groups among the segments, such that the overall distortion is minimized. In this case, frame- and segment-level rate allocations are needed. These two allocations may be jointly performed. We can simply take all segments from each frame and group them together. The rate allocation can be obtained by applying the PCRD-Opt algorithm and the $\rho$-PCRD-Opt algorithm to this entire group. We call this joint frame and segment rate allocation (JFS-RC).
Alternatively, frame- and segment-level rate allocations can be separated into two stages. The first stage is to allocate bit resource among frames. The second stage is the rate allocation among segments. Here, we proposed a method to adaptively allocate rate based on the rate allocation of the past frames.

1. For the first frame in the $M$ frame group, a full encoding is done. Its rate reduction, $\Delta r$, and distortion reduction, $\Delta d$, are recorded. Then a $\rho$ curve is obtained.

2. For the remaining $M - 1$ frames in the group, the rate can be estimated by using the $\rho$ curve obtained in step 1. Assume the curve obtained is as follows,

$$R(\rho) = \alpha(1 - \rho) + \beta \quad (5.1)$$

The estimated rate is given by

$$R(\rho') = \alpha(1 - \rho') + \beta \quad (5.2)$$

where the $\rho'$ is the ratio of the number of coefficients that are zero to the total number of coefficients.

3. Using the method in Subsection 3.2, the frame level rate allocation
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is completed.

Note that here, we assume that the $\rho$ curve is fixed for the $M$ frames. Therefore, $\alpha$ and $\beta$ are fixed for the $M$ frames. For the frames in the $M$ frame group except the 1st frame, the bit rate is obtained by calculating $\rho'$ at each bit plane, and then evaluating $R$ using Equation 5.2.

After the bits are allocated at the frame level, we proceed to the second stage which is the segment level rate allocation, which can be done either using the PCRD-Opt algorithm or the $\rho$-PCRD-Opt algorithm. Here for comparison purpose, we applied the PCRD-Opt algorithm for JFS-RC. This yields an improvement in the PSNR, because all the segments are combined and the rate is jointly optimized.

In addition, we also fixed the rate for each frame to 0.4 bits/pixel and then applied the PCRD-Opt algorithm for each rate. The average coding gain in terms of PSNR using joint frame and segment rate allocation (JFS-RC), 2-stage PCRD, 2-stage PCRD-$\rho$ over single frame using the PCRD-Opt algorithm is 0.94dB, 0.77dB and 0.50dB, respectively, as summarized in Table 5.3.
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![Graph showing PSNR performance using 2-stage rate allocation](image)

**Figure 5.5:** PSNR performance using 2-stage rate allocation (Variable Frame Rate and Variable Segment Rate)

<table>
<thead>
<tr>
<th>Schemes</th>
<th>PSNR improvement over CR-BPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFS-RC</td>
<td>+0.94</td>
</tr>
<tr>
<td>2-stage PCRD</td>
<td>+0.77</td>
</tr>
<tr>
<td>2-stage PCRD-ρ</td>
<td>+0.50</td>
</tr>
</tbody>
</table>

**Table 5.3:** PSNR gain using joint frame and segment rate allocation (JFS-RC), 2-stage PCRD, 2-stage PCRD-ρ over single frame using the PCRD-Opt algorithm
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5.3 Conclusion

In this chapter, the wavelet based image coder is extended for intra-frame video coding. The motivation is that intra-frame video coding has advantages over inter-frame video coding, such as robustness, speed, and complexity. In particular for high definition pictures, intra-frame video coding can save considerable computational load at small expenses of compression performance.

We examine and test rate allocation in different situations. The rate for each frame is fixed and then the rate allocation methods developed in Chapter 3 are applied to the segments in each frame (CFR-VSR). In addition, a fixed number of frames are grouped together and each frame is a coding unit. The rate is fixed for the frame group and each frame is set as a basic coding unit (VFR-SSR). The rate control schemes are applied to frame-level rate allocation. Lastly, frame and segment level rate allocations are performed jointly (VFR-VSR). A fixed number of frames are grouped and each frame is divided into small segments. The first rate allocation method is to group all segments and the optimization procedure is applied to these segments equally. A 2-stage rate allocation is to first allocate the rate in frame level by using the $\rho$-PCRD algorithm. The segment level rate allocation is then performed by using either the
PCRD-Opt algorithm and $\rho$-PCRD-Opt algorithm, respectively.

The wavelet based BPE coder is used for the testing. The results show a significant PSNR improvement. In the VFR-VSR we find that the PSNR can be improved over 0.94dB using the optimized rate allocation method, and the $\rho$-PCRD-Opt algorithm can achieve 0.50dB gain with much less computational cost.
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Chapter 6

Robust Distributed Video Source Coding

In this chapter, video coding based on the wavelet image coder is developed by exploring the inter-frame redundancy without explicitly referencing any of the individual coefficients. With the knowledge of correlation models between consecutive frames, the concept of distributed source coding is applied for robust and efficient source coding.

The concept of distributed video coding is introduced in Section 6.1. A distributed video coding in wavelet transform domain is proposed in Section 6.2. It is then applied to the BPE coder in Section 6.3, the results are reported in Section 6.4. Section 6.5 concludes this section.
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6.1 Distributed Video Coding (DVC)

As discussed in Section 2.3, based on the Slepian-Wolf coding (28) and Wyner-Ziv coding (29) theory, two correlated sequences can be encoded separately without sacrificing the coding efficiency as compared with joint encoding. This is often referred to as the distributed source coding (DSC).

As we know, generally neighboring frames in video sequences are highly correlated in the temporal domain. Given a frame to be encoded, we assume that side information can be inferred based on history frames. The pixels in side information are highly correlated to the pixels in the frame to be encoded, though their exact values in side information are not necessary known at the encoder. If an accurate correlation model between side information and the frame to be encoded can be found, video sequences can be effectively compressed without knowing the exact value of side information at the encoder using the principal of distributed source coding. In practice, the correlation models may be derived or estimated either on real time or by offline training. At the decoder, side information is derived by interpolation, extrapolation, or direct use of the past frames, and then is used for joint decoding to re-
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construct the symbols that are encoded using distributed source coding.

The framework of distributed video coding is dramatically different from the traditional motion-compensated predictive video coders. Basically, there are two major applications using distributed video coding: one is for low-complexity video coding and the other is for robust video coding.

6.1.1 Low-Complexity Video Coding

In traditional video coders such as H.263 and MPEG-2, the encoders require 5-10 times more complexity than the decoders. Those video coders may not be suitable for applications where complexity and computational resources at the encoder are constrained, such as in a wireless sensor network. In this scenario, low complexity video encoders are desirable, even though the compression performance may be compromised.

In the past few years, many low complexity distributed video coding systems have been developed in both transform and pixel domains. Figure 6.1 shows a pixel-domain system proposed by Aaron et al. in [121, 122, 123]. In this scheme, a frame is intra-coded using the conventional block based DCT encoding and intra-frame decoded without using any reference frames. We call this type of frame a key frame. Another
type of frame, the Wyner-Ziv frame, is intra-frame coded using a rate compatible punctured turbo code (RCPT) and inter-frame decoded at the receiver. Given every fixed number of input bits, the RCPT generates systematic bits and syndrome bits from the interleaved systematic convolutional codes and only sends the syndrome bits to the decoder, as illustrated in Figure 6.2 (1).

The decoder exploits the statistical dependency between frames by inter-frame processing to predict the pixels in Wyner-Ziv frame. More specifically, a correlation model is assumed, that is, the difference between the individual pixel values in Wyner-Ziv frame and the side information is assumed to follow Laplacian distribution. The Laplacian parameter is updated based on statistics obtained from previously decoded frames. A BCJR decoding algorithm, an algorithm for maximum
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Figure 6.2: Codeword generation using Turbo-Code (II)

A posteriori decoding of error correcting codes, is employed to reconstruct the pixel in a Wyner-Ziv frame incorporating the correlation model. A feedback channel is needed for the decoder to request more bits from the RCPT code at the encoder if the decoder cannot reliably reconstruct the pixels based on the available number of bits. In this scheme, no motion estimation and compensation is performed. The major of the computational complexity is shifted from the encoder to the decoder as the BCJR algorithm at the decoder is more more complex than the operations at the encoder. It was shown that the compression efficiency is 2-5dB better than the intra-frame video coding, while there still a significant gap with traditional motion compensated video coders.

Distributed video coding has been extended to the transform domain
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as well. A scheme called PRISM was proposed by Puri et al. (124, 125). In PRISM, a blockwise DCT is applied first to $8 \times 8$ blocks, followed by a uniform scalar quantization. Each block is then encoded independently. The least significant bit (LSB) portion of quantization indices that cannot be inferred from the side information is compressed using syndrome based BCH code, where the code parameters are derived based on correlation models from offline training. The most significant bit (MSB) portion of quantization indices are entropy coded. In this scheme, there is a simple motion estimation process, and the encoder sends a cyclic redundancy check (CRC) of the quantized coefficients to assist the motion compensation at the decoder.

Similar distributed video coding systems in the discrete wavelet transform (DWT) domain have been proposed in (126, 127), where the transform coefficients are coded by channel codes such as RCPT and LDPC codes.

Though these systems have reported excellent coding performance as compared with intra-frame video coding, there are several drawbacks:

- They generally require a feedback channel to communicate between the decoder and the encoder. In case the decoder cannot reliably infer the symbols to be decoded based on the side information and
available parity check bits, a request for more bits needs to be sent to the encoder. This process ends when the symbols are inferred with certain level of reliability. The feedback channel, however, is not always available in practical coding systems, and even if it is available, severe delay may be incurred which would make the system unusable for real-time video communication.

• Another issue is that the correlation models in these systems may require offline training. Those correlation models from training on one video sequences may not be accurate for the other video sequences, and for many real-time video coding applications, offline training may not be feasible as well.

6.1.2 Robust Video Coding

It is well-known that for conventional inter-frame video coders bit errors in a frame can propagate to subsequent frames that use pixels in this frame as references. This drifting effect can be catastrophic and severely degrade the decoded video quality. This can be limited by using distributed source coding techniques. The parity information can be used to enhance the error resilience performance. One method is to employ more powerful Slepian-Wolf codes, which not only detect the “error”
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of the correlation channel between source sequence and side information, but also combat the errors in the bitstream. PRISM employs this method and the visual quality with loss of frames is better than that of H.263+. In (128), a redundant Wyner-Ziv frame is introduced in addition to the traditional frames to limit the error propagation. This is basically a joint source-channel coding technique, and it is reported that the robustness of the video coders was improved significantly.

6.2 Distributed Video Coding (DVC) in the Wavelet Domain

In this section we propose a robust distributed video system in the wavelet domain. Figures 6.3 and 6.4 show the encoder and the decoder of the system, respectively. The system is basically a hybrid coding system that combines the efficiency of distributed video coding and the robustness of intra-frame video coding.

The basic idea behind this hybrid coding system is that each coding block is classified into two categories: correlated or uncorrelated block, and the classification is determined by the correlation between the block and its co-located block in the reference frame. For uncorrelated blocks, intra-frame video coding is used, while correlated blocks are coded based
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![Diagram of encoder for robust distributed video system]

Figure 6.3: Encoder of robust distributed video system
Figure 6.4: Decoder of robust distributed video system
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on the principle of distributed source coding. We refer to uncorrelated blocks as motion blocks. However, strictly speaking, the occurrence of uncorrelated blocks may not be directly caused by motion, and some new scene or objects in a frame can cause associated blocks to be classified as uncorrelated blocks.

The approach avoids high complexity motion detection by either the encoder or the decoder and assumes that the motion blocks are more important for visual quality. The potential error propagation caused by erroneous bitstream can be also mitigated. Without motion estimation and compensation, we will be able to concentrate on building accurate correlation models for the non-motion blocks and using proper error-correcting code to improve the coding efficiency. The Significant Bit Map (SBM) described in Chapter 4 can be used to indicate whether the associated coding blocks are motion or still blocks. As compared with motion compensated video coding based on distributed source coding, we expect a sacrifice in coding efficiency. However, this compromise is reasonable as our goal is not only coding efficiency, but also robustness.
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6.2.1 Block Classification and Correlation Model

To determine the correlation model for the blocks to be coded, some coding resources are allocated to compare the two co-located blocks in two neighboring frames. The motivation behind this comparison is that generally if in a video sequence the frame rate is sufficiently high and the scene changes slowly, two co-located blocks may be highly correlated. To examine the correlation, we may assume that there is a simple correlation model existing between the two co-located blocks as follows:

\[
\hat{y} < \hat{x} + N \tag{6.1}
\]

where \(\hat{x}\) and \(\hat{y}\) are the quantization indices of the co-located coefficients \(x\) and \(y\), and \(N\) can be viewed as a correlation noise. We may assume that \(|N|\) satisfies the following condition:

\[
-\theta \leq N \leq \theta - 1 \tag{6.2}
\]

\(\theta\) indicates the correlation degree. A small \(\theta\) means that the two blocks are more correlated, than two blocks associated with a large \(\theta\). Due to the variational nature of video sequences and different quantization steps, \(\theta\) may vary over a wide range of values. If \(\theta\) is large, then the cost of distributed source coding will be high, which violates the goal of
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improving the coding efficiency. Therefore, we use $\theta$ as a criterion for determination of whether a block is a motion block or a still block. If $\theta$ is greater than a threshold $\theta_T$, the block is then classified as a motion block.

At the encoder, if $\theta$ is known, without knowing $\hat{y}$, we can simply take the value of $\hat{x}$ modulo $2 \times \theta$, i.e.,

$$\hat{x}_\theta = \hat{x} \pmod{(2 \times \theta)} \tag{6.3}$$

$\hat{x}_\theta$ is transmitted to the decoder. The modulus operation is equivalent to grouping all possible $\hat{x}$ values into $2 \times \theta$ number of sets. Set 0 contains all $\hat{x}$ for which $\hat{x}_\theta$ is 0, and Set 1 contains all $\hat{x}$ for which $\hat{x}_\theta$ is 1, and so on. This is basically a binning process, and the index of a bin represents all the $\hat{x}$ that generates the same modulo. At the decoder, once we know $\hat{x}_\theta$, the candidate $\hat{x}$ are known. $\hat{x}$ can be reconstructed by simply taking the one that is closest to $\hat{y}$ in the set.

For example, if a set of modulo intervals are defined as follows:

$$S = \{-1, 0], [-2, 1], [-4, 3], [-8, 7], \ldots, [-2^n, 2^n - 1]\} \tag{6.4}$$

and the code length of corresponding modulo intervals are \{1, 2, 3, 4, \ldots, n\}. Then for interval of $[-4, 3]$ and $x = 20$, the resulting value of $x$ modulo
8 is 4, which is coded to 100 in a three bit binary representation.

The blocks are then classified based on the correlation interval they fall into. This can be examined in real time between two co-located blocks. Blocks are grouped in raster-order and the correlation information is transmitted before coding of each block. The interval $\theta$ is transmitted to the decoder along with the packet header.

6.3 Distributed Video Coding in the BPE Coder (BPE-DVC)

The well-known wavelet based image coders such as JPEG2000, SPIHT, and the BPE coder are all based on progressive bit plane scanning. However, the hierarchical structure used by bit plane scanning process in these coders is different. For instance, in JPEG2000, each individual sub-band obtained from the wavelet decomposition is split into code blocks comprised of $64 \times 64$ coefficients. As a result, the block classification scheme proposed is not suitable for the structure because code blocks are defined within one subband and only represent a certain type of frequency. In the BPE coder, each $8 \times 8$ block after regrouping represents all frequency components of the same geographical region in the original image, and therefore, the block classification method we propose is rel-
atively easier to fit into the coding framework of the BPE coder. Figure 6.5 shows the diagram of the proposed coding system.

![Diagram of the proposed coding system based on the BPE coder]

**Figure 6.5:** Proposed coding system based on the BPE coder

More specifically, the basic procedures of the encoding strategy are as follows:

1. **DWT transform.** We assume that there are enough memory buffers such that at least two frames are stored. After one frame is encoded, it is reconstructed in the transform domain and then stored.
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in the buffer. The next frame to be coded may use the previous reconstructed frame as reference.

2. Quantization and bit planes. The rate allocation solutions that have been developed in the last chapters can be used directly. In this scenario, we assume that not all frames are available. Given a target rate, we used the segment level rate allocation proposed in Chapter 5 to allocate the bit rate. The coding bit plane (i.e., quantization step) for the key frame is then determined and as this bit plane is set as the desired coding bit plane for the coding of the next Wyner-Ziv frame.

3. Correlation model and block classification. As described in Subsection 6.2.1, the blocks to be compressed in the current frame are compared with the co-located block in the reference frame to determine if the current block is coded as an intra block or an inter block that uses a correlation model. Given a block, the number of bins \( n \) is set to half of the difference of the highest and lowest bit planes. This process is continued until all the \( 8 \times 8 \) blocks are classified. Note that the model is obtained based on AC coefficients.

4. After the block classification is completed, the significant bit map
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(SBM) that is to indicate the type of the blocks is run-length coded and transmitted. In the SBM, each bit represents whether a corresponding block is intra coded or inter coded. If a type of blocks occurs consecutively, the SBM can be coded very efficiently.

5. Due to their importance to visual quality and vast dynamic range, DC coefficients and the AC depth are coded using the original differential coding techniques. Note that the AC depth here is not the original AC depth, but the AC depth after the modulo operation.

6. Coding of the model parameters. For each inter-frame coded block, its correlation parameter is coded similar to the coding of DC and AC depth coding of the BPE coder. The BPE coder is then applied to the coding of the bit planes.

7. Bit plane coding of the modulo symbols. The resulting symbols obtained from the modulo operation are coded by the BPE coder directly.

At the decoder, the decoding steps take similar operations of the encoding process in reverse order. In this system, at the encoder side, we employ the BPE coder, which is relatively more complex than the coding schemes used by other distributed coding systems. Meanwhile,
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we employ a module based correlation model which is relatively more simple than the regular error control coding schemes incorporating the feedback channels in the distributed coding system. Hence, overall the proposed encoder may have a higher complexity than the encoders in the other coding systems. However, since at the decoder we do not have to perform exhaustive and iterative decoding which generally has to be done in other coding systems, the decoding complexity is much lower than the others. In addition, there are no feedback channels required. The rational behind this structure is to achieve a good balance between complexity and the performance, as well as a good complexity balance between the encoder and the decoder.

6.4 Experiments

In this section, simulation results that illustrate the performance of the proposed systems are presented. We examine the rate distortion performance of the BPE based coding system, and test the robustness of the system.

6.4.1 Compression Performance Experiment

First we illustrate the block classification process and intend to see how effective and accurate the coding block can be classified. In particu-
lar, we take 48 frames from the Crew and shuttle sequences to do the experiment.

Figure 6.6 and Figure 6.7 illustrate the two neighboring frames and the block classification results for Crew sequence, while Figure 6.9 and Figure 6.10 show the results for Shuttle sequence. As we can see in both sequences, the blocks in the current frame that are highly correlated with the co-located blocks in previous frame, especially the background regions, are classified as inter-blocks and they will be efficiently coded using the module operation based coding process. The rest of the regions, which contains a considerable amount of detail, will be directly intra-coded. As we can observe intuitively, the region coded by intra mode will have a significant impact on the reconstructed quality. In other words, a better protection of this region will benefit the reconstruction quality and robustness.

Figure 6.8 and Figure 6.11 show the ratio of the blocks that have been classified into intra-mode over the total number blocks in a frame. More specifically, from Figure 6.8 we can see that the percentage of the blocks classified into motion blocks in the second frame has been dramatically increased. By examining the frame, we observe that there is strong flashing effect presented in the frame, as shown in Figure 6.7. The
Figure 6.6: Demo 1 of the block classification (Crew)
blocks classified (white represents the motion blocks)

Corresponding pixel domain visual effect

**Figure 6.7**: Demo 2 of the block classification \((\text{Crew})\)
flashing effect is equivalent to scene changes, and therefore, reduces the correlation between two frames. As a consequence, the number of blocks that are intra-coded increases as compared with the previous frame.

We then test the compression performance using the proposed strategy. The motion BPE coder in chapter \(5\) and H.263+ obtained from (129) are used as reference coders. H.263+ is a low bit rate video coding algorithm. For H.263+, the frame sequence is set to IPPPI, i.e, the coding is one intra-coded frame followed by three predictive frames. For the BPE-DVC each key frame is followed by three frames coded by BPE-DVC.
Figure 6.9: Demo 1 of the block classification (Shuttle)
Figure 6.10: Demo 2 of the block classification (Shuttle)
Figures 6.12 and 6.13 show the compression performance of intra-frame BPE coder, BPE-DVC system, and H.263+ over the 48 frames of the Crew and Shuttle sequences, respectively. We can see that the distributed video coding system can generate superior compression performance over pure intra-frame video coding, and the average compression gain over the intra-frame BPE coder is around 1.5-2.5dB. It also shows that there is still a performance gap (1.5-3dB) between the motion compensated prediction-based H.263+ and the proposed scheme. However, the encoder complexity of the proposed system is significantly lower than that of H.263+, as motion estimation and motion compensa-
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Figure 6.12: Compression performance comparison (Crew)

tion are avoided. The compromise of coding efficiency may be tolerable for the coding applications where encoder complexity is a serious concern.

6.4.2 Robustness Performance

Robustness of BPE-DVC is examined and compared with H.263+ under error-prone conditions. To make the comparison fair and meaningful, for BPE-DVC and H.263+, we assume that the packet headers are well protected against bit errors. This is a reasonable assumption as the packet headers usually deliver the most important information, which generally is protected by powerful error control coding. In addition, for both coders, the decoding of a packet stops when there is an invalid codeword
detected, and the packet is reconstructed based on codewords that have been decoded successfully. Assume the number of bits contained in the headers are known, the decoder skips the rest of the bits in the packet and proceed to the next packet. We also assume that the packets are always synchronized, i.e., there is no loss of bits, though bit flip errors may occur. This is to ensure that all packets are properly addressed.

The same frame structure as the one in compression performance test is used, i.e., three frames are coded based on DVC-BPE after one key frame. For BPE-DVC, the intra-coded block containing errors will not propagate to the next frame. If a block that acts as the side information for the decoding of the co-located block contains errors, the decoder performs error concealment by replicating the neighboring block, and

Figure 6.13: Compression performance comparison (Shuttle)
the reconstructed block acts as the side information for decoding.

Figure 6.14 and 6.15 shows the simulation results of robustness performance test of BPE-DVC, and H.263+ for the 48 frames of the Crew and Shuttle sequences, respectively at 1 bit/pixel (note that the bit rate is converted from bits/second to bits/pixels, the sequence is assumed to be 30 frames/second). As we can see, BPE-DVC demonstrates more grace-
ful degradation with worsening bit error rates than H.263+, although for no error and low error rate conditions the PSNR is lower.

Robustness of BPE-DVC system is achieved from several aspects: one is that the classification of motion and still blocks improves robustness for the regions that contain the most activity and significant information. The second is attributed to the bit plane coding of the modulo value in BPE-DVC. Assume that in a segment the top two bit planes are correctly decoded, and the decoding of the third bit plane fails due to bit errors, based on the side information, the original symbols can be roughly recovered, and the error propagation and drifting is limited within the range of the side information. In addition, if bit errors occur in the refinement parts, they have no serious impact on the decoding process because they are exactly output without entropy coding. However, for the predictive coding such as H.263+, as invalid codewords interrupt the decoding process of a packet, the remaining codewords are lost. So for predictive coders like H.263+, serious error propagation occurs.

6.5 Conclusion

In this chapter, video coding is developed by exploring the inter-frame redundancy in a way that no explicit inter-frame video coding is used. As
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long as statistical dependency exists, two sources can be coded independently, while recovered by exploiting the dependencies by the decoder. With block classification based on the correlation models between neighboring frames, the concept of distributed video coding is developed for low-complexity and efficient coding in the wavelet domain.

Results show that in error free conditions, BPE-DVC achieves decent compression performance. Its rate-distortion performance is superior over intra-frame based BPE coder. Though there is a coding gap to reach the rate distortion performance of motion-compensated predictive coders such as H.263+, the complexity of BPE-DVC is significantly reduced, and its robustness is significantly improved.
Chapter 7

Conclusions and Recommendations for Future Work

In this chapter, we summarize the principal contribution of the dissertation. The proposed rate allocation scheme and robust video coding schemes have potential applications in image and video applications where complexity and computational resources are limited. We also present the future research direction on these topics.

7.1 Conclusions and Contributions

The conventional rate allocation scheme used in wavelet based image coder JPEG2000 employs a post-completion rate allocation algorithm (the PCRD-Opt algorithm) to allocate bit resources and optimize the rate distortion performance (21; 22). Because the encoder has to complete the entire coding process, this method is not efficient and may not
be the best choice for applications where the exhaustive coding methods are not feasible. The model based $\rho$ domain analysis based rate control turns out to be very accurate in rate estimate. However, the $\rho$ domain based rate allocation has been proved to be not very accurate.

The conventional motion-compensated inter-frame video coders are generally sensitive to errors in the bitstream caused by disturbance and imperfect channel conditions. The error propagation can be catastrophic and have a very severe impact on the quality of reconstructed video sequences. To improve the robustness, and avoid computationally heavy motion compensation searches, intra-frame video coding schemes that use existing image coders as the basis for video compression have been widely used. Featuring low complexity, low computational costs, and good robustness, however, their PSNR performance is generally inferior to that of inter-frame video coding. A good balance of PSNR and robustness in video coding is desired.

To address these issues, the objective of this dissertation has been to develop rate allocation schemes for the wavelet based image coders and the intra-frame wavelet based video coders, and enhance the robustness using the concept of the distributed video coding. The wavelet based BPE coder is used for demonstration of the proposed coding schemes
while their application may be extended to other wavelet transform based image and video coders.

First we attempt to improve the rate distortion performance of the wavelet image coder by properly allocating bit resources to different coding segments. The $\rho$ domain analysis has been proposed to incorporate the conventional PCRD-Opt algorithm. Despite its excellent rate allocation performance, the PCRD-Opt algorithm imposes high requirements on computational cost and complexity, which limit its practical applications. Combining the $\rho$ domain rate estimation method with the PCRD-Opt algorithm, the proposed new rate allocation scheme has been applied to the segment level rate allocation. Our experiments show that the overall PSNR performance has been dramatically improved as compared with the constant bit rate allocation schemes, while the computational and complexity load has been considerably reduced as compared with the PCRD-opt algorithm.

We proposed an image classification scheme in the wavelet transform domain to classify images into Region-of-Interest and Region-of-non-Interest based on the activity level of the blocks contained in the regions. A portion of the work such as the rate allocation and significate block map are used in the robust video coding scheme proposed later.
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The objective of this work is to distinguish different regions according to their activities and allocate bit resource using the proposed rate allocation method. An iterative region growing method in wavelet transform domain has been proposed. A significant block map is transmitted and the corresponding syntax elements in the header are added to indicate whether the associated blocks are in region of interest or non-interest. We show that competitive compression performance is achieved using the proposed scheme. Robustness can be enhanced if the region of interest is transmitted with higher priorities.

We then extended the image coder to video coding, and developed rate allocation algorithms for the intra-frame wavelet image coder based video coding. The rate allocation $\rho$-PCRD developed for image coder has been extended to frame level as well as segmentation level. A two-stage bit allocation algorithm using the previous coded frames is proposed. Our experiences show that superior compression performance has been obtained as compared with the case where each individual frame is independently coded.

After the image coder has been extended for video coding, we attempted to enhance the robustness of the coder. We examined the correlation of the neighboring frames and proposed simple and efficient robust
coding schemes based on the principal of distributed source coding. To prevent error propagation from one frame to the next on the decoding side, $8 \times 8$ blocks are classified into motion and still blocks. The motion blocks are better protected against errors using intra-frame video coding while the still blocks are coded with modulo based distributed source coding. The scheme is intended to achieve a good compromise between robustness of intra-frame video coding and compression efficiency of inter-frame video coding. Our experiments show that the scheme can yield good rate-distortion performance as compared with the intra-frame video coding based on the wavelet image coder. In addition, as compared with the H.263, robustness has been significantly increased at high bit rate errors.

7.2 Recommendation for Future Work

7.2.1 Weighted $\rho$ Domain Based Rate Allocation

The human visual system (HVS) reveals the visual sensitivity of human being for certain types of frequency and composition signals. To incorporate it with the objective distortion measures has been an active research area.
For the $\rho$ domain rate allocation, we do not consider the visual effect when calculating the rate distortion deduction. An image reconstructed with greater PSNR is generally considered to have better reconstruction quality. However, better PSNR may not always correlate with better visual quality because the perceived quality of an image using the human visual system (HVS) is not always consistent with PSNR measures. Distortion measures that combine objective metrics like PSNR with HVS models have been extensively studied. Since different frequency components have different impact on visual observation, rate allocation taking the HVS into consideration could lead to better visual quality, though it may not be consistent with the objective measures such as PSNR. It would be interesting to find and resolve the discrepancy such that more pleasant visual coding is achieved.

7.2.2 Distributed Source Coding for Hyperspectral Image Compression

A hyperspectral image is a special type of image that has many kinds of civilian and military applications. Unlike color images that usually have only three color spectral components, hyperspectral imaginary generally has a very large number of spectral bands, and the compression of hy-
perspectral images has been an active research topic in the past decade (130; 131; 132; 133; 134; 135; 136; 137; 138; 139; 140).

One particular interesting property in hyperspectral image is that the correlation is high between neighboring spectral bands. This scenario, as opposed to video sequences that contains motion and scene changes, is very suitable to distributed source coding. As the sequence is highly correlated, the side information could be easily determined by examining the neighboring frames. The distributed video coding performance can be expected to approach closely that of the conventional inter-band hyperspectral coding.

As a low-complexity wavelet based image coder, the BPE coder was actually developed for the coding of space data, especially for fast and efficient compression of hyperspectral images. It would be interesting to apply the BPE coder to encode the spectral bands based on the distributed source coding.

7.2.3 Distributed Source Coding for Multiview Video Coding (MVC)

Multiview video coding (MVC) is used to compress video sequences recorded simultaneously from multiple views. MVC can be used for
TV-on-demand, the next generation TV, and live video streaming on the internet and cable. Due to the huge amount of data, scalable and efficient wavelet-based video codes have been proposed (141; 142).

In MVC there are new challenges arising as compared with conventional video coding. Not only are the video sequences from one view highly correlated in the temporal domain, but the video sequences from different views may have high correlation. Therefore, besides motion estimation and motion compensation in the temporal domain for a single video sequence, a new compensation between different video sequences from different views, so called disparity compensation, is defined.

To achieve better compression for a given frame we need to search for the motion in both temporal domain and the disparity between different views. As the coding dependency exists in not only the temporal domain, but in different views, it would be a challenging problem to combine these factors and develop an optimum bit allocation mechanism for different views, subject to bit rate constraint. In other words, the problem is how to incorporate the disparity compensation into the existing rate control mechanism.

As correlation may exist between different views, if an accurate correlation model can be constructed, the distributed video coding concept...
can be used for low complexity coding. Unlike video coding, there may be no communication between different views. In addition, there is view correlation which does not exist in video sequences. Therefore, correlation model construction and side information generation are more challenging than DVC for regular video sequences.
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