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 Interfaces in magnetically coupled bilayer heterostructures play a vital role in 

novel spintronics devices. Particularly, control of the interface spin structure enables the 

development of progressively down-scalable magnetic read-heads which are of major 

importance for non volatile magnetic recording media. Exchange bias and its 

accompanying training effect are fundamental magnetic coupling phenomena taking 

place at the interfaces of antiferromagnetic/ferromagnetic and hard/soft ferromagnetic 

bilayers. 

 Here, in my thesis I present the experimental results of exchange bias training in 

the prototypical antiferromagnetic/ferromagnetic exchange bias system CoO/Co and the 

corresponding coupling and aging phenomena in the all ferromagnetic hard/soft bilayer 

CoPtCrB/CoCr. The latter system provides experimental access to its pinning layer 

magnetization thereby allowing to measure fundamental properties of exchange bias and 

its corresponding training phenomenon. A phenomenological theory is best fitted to all 

experimental training data of antiferromagnetic/ferromagnetic and hard/soft 

ferromagnetic bilayers evidencing the universality of the theory. My studies are further 



extended to the temperature dependence of the exchange bias training effect. Again, 

excellent agreement between experiment and theory confirms the remarkable universality 

of the underlying phenomenological approach. Furthermore, the dependence of the 

exchange bias training on the ferromagnetic film thickness is investigated in a CoO/Co-

wedge sample. Scaling behavior with collapse of the temperature and thickness 

dependent parameters onto a single master curve is presented. Magnetotransport 

measurements are used for complementary studies of exchange bias in CoO/Co-

heterostructures. Here, exchange bias produces a shift of the magnetoresistance curve 

along the magnetic field axis and an additional asymmetry along the resistance axis. The 

dynamic non-equilibrium properties of the exchange bias training effect are investigated 

via the sweep rate dependence of the exchange bias field. A dynamical enhancement of 

the exchange bias training effect has been observed in both CoO/Co and CoPtCrB/CoCr 

bilayers with increasing sweep rate of the applied magnetic field. A generalized theory 

has been developed for the dynamical enhancement studies confirming once more the 

consistency and universality of the phenomenological approach. 
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CCHHAAPPTTEERR  11  

IINNTTRROODDUUCCTTIIOONN  

 The exchange coupling that occurs at the interface between ferromagnetic (FM) 

and antiferromagnetic (AF) layers is still an active field of research for several 

magnetism groups throughout the world due its technological applications in magnetic 

read heads. Magnetic properties of a FM material are drastically altered in the vicinity of 

an antiferromagnet giving rise to the phenomenon of exchange bias. 

 This thesis is organized as follows: Chapter 1 provides an introduction to the 

effect of exchange bias, including a brief history of different microscopic models and 

followed by phenomenological theory for the training effect. Chapter 2 describes the 

experimental methods used to study these effects, including sample preparation and 

characterization. Chapter 3 and chapter 4 describe experimental results of exchange bias 

training effect on AF/FM bilayers and hard/soft FM bilayers, respectively. Chapter 5 

presents the comparison of experimental results of training effect and corresponding 

phenomenological theories obtained in AF/FM bilayers and hard/soft FM bilayers. 

Finally, Chapter 6 gives the summary of my thesis. 
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11..11 ..   EEXXCCHHAANNGGEE  BBIIAASS  

 Exchange bias, sometimes referred to as unidirectional or exchange anisotropy, 

describes a magnetic coupling phenomenon at the interface between ferromagnet and 

antiferromagnet. When a FM film brought into proximity of an AF pinning layer within 

the quantum mechanical exchange length, the ferromagnet experiences an exchange 

induced unidirectional anisotropy.1,2,3,4,5,6

0 EBHµ

 The latter reflects its presence most 

prominently by shifting the FM hysteresis loop along the magnetic field axis. The amount 

of the shift is quantified by the exchange bias (EB) field, . The specific spin 

structures which give rise to the EB effect need an initialization which can be realized by 

field-cooling the AF/FM heterostructure to below the blocking temperature, BT of the 

antiferromagnet. The blocking temperature is typically, but not necessarily,7,8 below the 

bulk Néel temperature, TN, and characterizes the onset of AF order in the pinning layer at 

least on mesoscopic length scales.9

 

  

Figure 1.1. Cartoon contrasting hysteresis loops of a ferromagnet (i) at T > TN, (ii) in the vicinity of 
an antiferromagnet at T < TN (no exchange bias), (iii) in the vicinity of antiferromagnet at T < TB 
showing significant exchange bias and loop broadening effects.  
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The enhanced hysteresis loop width (or coercivity, HC) of a ferromagnet is an 

associated effect of EB in AF/FM heterostructures due to the coupling of the 

antiferromagnet onto a ferromagnet.10,11,12 Figure 1.1 shows the cartoons of hysteresis 

loops of a ferromagnet at different stages during the initialization process of EB. Fig 1.1 

(i) displays the hysteresis loop of a simple ferromagnet above TN of an antiferromagnet. 

Having an antiferromagnet adjacent to a ferromagnet does not affect the FM hysteresis 

loop significantly due to the absence of long range AF correlation above TN. Hence, the 

displayed hysteresis loop arises from the intrinsic property of the ferromagnet. Fig 1.1 (ii) 

displays the FM hysteresis with increased loop width at TB < T < TN due to the drag 

effect generated by the antiferromagnet. Finally, Fig 1.1 (iii) displays a shifted hysteresis 

loop along the magnetic field axis indicating exchange bias quantified by HEB. The 

coercivity, HC

 The exchange bias effect was first discovered in Co/CoO particles by Meiklejohn 

and Bean in 1956.

 also increases due to the increment in a drag effect generated by the 

antiferromagnet on the ferromagnet.  

1,2,3 The Co particles revealed a unidirectional magnetic anisotropy and 

a strictly different hysteresis loop in comparison to the one observed in pure Co material. 

Since then, exchange bias was observed in many different systems containing AF/FM 

interfaces such as small particles and inhomogeneous materials,13,14,15,16,17,18,19 FM films 

on AF single crystals20,21 and thin films.22,23. In addition to AF/FM interfaces, exchange 

bias and related effects have also been observed in other types of interfaces involving 

ferrimagnets, i.e., AF/ferrimagnetic,24 ferrimagnetic/FM25 and soft/hard FMs. Enormous 
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efforts26,27,28,29,30,31,32,33,34

 

 resulted in the investigation of microscopic details of the EB 

effect, however, the origin of EB remains a big controversy up to now. In my thesis I do 

not enter into the entangled microscopic origin of EB, however, I will provide a 

macroscopic phenomenological description given by Meiklejohn and Bean, in the next 

section 1.1.1. 

11 ..11 ..11 ..   PPHH EE NN OO MM EE NN OO LL OO GG II CC AA LL   TT HH EE OO RR YY     

 The quantitative description of exchange coupling was introduced initially by 

Meiklejohn and Bean.1,2 The detailed analytical description of this phenomenological 

theory is nicely written down by Ch. Binek35 in his book on the magnetism of Ising-type 

Antiferromagnets. Nevertheless, I chose to elaborate those details as they are necessarily 

relevant to my studies here. Meiklejohn and Bean started from the well-established 

Stoner-Wohlfarth (SW) free-energy36

 According to this model,

 expression which describes the coherent hysteretic 

magnetization-reversal process of single domain particles and magnetic thin films. In 

order to take into account the interaction between the AF/FM interface moments they 

added an exchange term which gives rise to additional unidirectional anisotropy energy 

and finally derived an explicit expression of EB. The detailed analytic description 

follows: 

 the total free energy per unit area of the AF/FM system 

is given by F=FFM+FAM+Fcoupling

ββθµ 2
0 sin)cos( FMFMFMFMFM tKtHMF +−−=

; where the free energy per unit area of a ferromagnet, 

, the free energy per unit area of a 
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antiferromagnet ααθµ 2
0 sin)cos( AFAFAFAFAF tKtHMF +−−=  and the coupling term 

Fcoupling )cos( αβ −− FMAF SJS= . Therefore,  

)cos(sinsin

)cos()cos(
22

00

αβαβ

αθµβθµ

−−++

−−−−=

FMAFAFAFFMFM

AFAFFMFM

SJStKtK
tHMtHMF

.
 (1-1) 

Here H is the applied magnetic field and AFFMM / , AFFMt / , AFFMK /  and AFFMS /  are the 

absolute values of total magnetizations, thicknesses, the uniaxial anisotropy constants and 

interface magnetizations of FM/AF layers, respectively. Note that, here I considered an 

AF magnetization due to dilute antiferromagnets, for instance, can very well have non 

zero magnetization. 

 

Figure 1.2. Vector diagram showing θ, α and β representing the angles of applied magnetic field H, 
net AF magnetization MAF and net FM magnetization MFM make with respect to easy axis of the AF 
and FM designed by the corresponding anisotropy constants KAF/FM. MH is the projection of MFM

35
 

onto H-axis which is the measured component by magnetometry. (Ref. [ ]) 
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 The interface magnetizations of AF/FM layers can be interpreted as macroscopic 

moments because Meiklejohn Bean (MB) approach assumes parallel orientation of all 

moments during the entire process of coherent rotation. Therefore, the FM spins fulfill 

the condition iSS FMFM
i ∀= , and the interaction of the microscopic spins at the interface 

can be transformed into an interaction of the macroscopic interface moments according to 

AFFM
AF

iji
FM
i SSSS ∝∑ ,

. These interface magnetizations FMS and AFS  are coupled via J, 

the exchange interaction constant. θ , α  and β  are the angles made by H, MAF and MFM 

with the AF/FM anisotropy axis. MH is the component of MFM

)(cos βθ −= FMH MM

 projected along the 

applied magnetic field direction, i.e.,  and which is measured for 

example in a SQUID magnetometer. For the sake of simplicity, it is assumed that KFM 

and KAF

 The bulk magnetization M

 are oriented parallel to the field cooling direction and also do not depend on their 

respective film thicknesses. Figure 1.2 displays the angles mentioned above between 

different components.  

AF is assumed to be zero. This is a reasonable 

assumption in the case where the sub lattice magnetizations mutually compensate in the 

long-range AF ordered state. However, this is no longer the case in diamagnetically 

diluted AF systems. They are known to decay into a random-field-induced domain state 

with frozen excess magnetization when cooling to below TN is an external magnetic field. 

This mechanism is at least one important possibility to control the appearance of SAF ≠ 0, 

at compensated AF surfaces and thus enables EB. At the same time, the excess bulk 

magnetization, MAF≠ 0, of AF domain state may also be important by virtue of the 
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corresponding Zeeman energy in (1.1). This metastable domain state can also be induced 

in non-diluted AF pinning layers perhaps due to interface roughness giving rise to both 

MAF

 In the case of infinite anisotropy of the antiferromagnet, the minimization of the 

free energy demands 

 and excess susceptibility.  

0=α . However, in reality the antiferromagnet has not fully strong 

but finite anisotropy. Therefore, a series expansion of Eq. (1-1) with respect to 0=α  is 

reasonable. It reads 

[ ]





 +++

−−++

−−−−≈

θµβα

θµβαβ

θµβθµβ

cos
2
1cos

2
1

sinsinsin

cos)cos(cos

0
2

0
2

00

AFAFFMAFAFAF

AFAFFMAFFMFM

AFAFFMFMFMAF

tHMSJStK

tHMSJStK
tHMtHMSJSF

  (1-2) 

Now Eq. (1-2) is minimized with respect to α  to determine eqα . 0=∂∂ αF yields 

θµβ
θµβα

coscos2
sinsin

0

0
eq

AFAFFMAFAFAF

AFAFFMAF

tHMSJStK
tHMSJS

++
+

=    (1-3) 

In order to determine 1cH  and 2cH  of the FM hysteresis loop, we minimize Eq. (1-2) 

with respect to β . 0=∂∂ βF  yields, 

0sin
2
1cos

sin)sin(cossin2

2

0

=−−

+−+

βαβα

βθβµββ

FMAFFMAF

FMAFFMFMFMFM

SJSSJS

SJStHMtK
 (1-4) 

Now we substitute eqα from Eq. (1-3) into Eq. (1-4) in place of α . Moreover, 1cH  and 

2cH  fulfill the conditions 0)()( 21 == cHcH HMHM  where )(cos βθ −= FMH MM  is the 
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magnetization of FMM  pointing parallel to the applied magnetic field as shown in fig 1.2. 

So in order to obtain explicit expressions for 1cH  and 2cH , we insert limiting conditions 

of β , i.e., 2/)0( πθβ −==HM  and 2/3)0( πθβ −==HM , into Eq. (1-4). The EB is 

then calculated according to ( ) 221 ccEB HHH += . Although the calculation is 

straightforward, the results are bit lengthy. In order to simplify the results one has to 

expand HEB 0≈AFM into a Taylor series with respect to  and 01 ≈AFK  up to first and 

second order, respectively. Therefore, one obtains: 


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FMAF

FMFM

FMAF
EB

ttSSMJK

ttMK
tMSJS
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SJS
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               (1-5) 

In the limit of infinite anisotropy of antiferromagnet, Eq. (1-5) becomes 

FMFM

FMAF
EB tM

SJSH θµ cos
0 −=     (1-6) 

If the magnetic field is applied along the easy axes of ferromagnet and antiferromagnet, 

i.e. θ =0, Eq. (1-6) becomes,  

FMFM

FMAF
EB tM

SJSH −=0µ      (1-7) 
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Eq. (1-7) is the master formula for the qualitative description of the exchange bias for 

many scenarios. Eq. (1-7) exhibits the well known dependence of EBH0µ  on the FM 

thickness tFM, on the magnetization of FM layer MFM, and interface magnetizations of the 

ferromagnet and the antiferromagnet, SFM and SAF. The inverse thickness dependence of 

the FM film has been confirmed in countless investigations including my studies in 

section [3.2.3] which reflects the true interface nature of the effect. However, note that 

MB approach does not provide the microscopic origin of SFM and in particular SAF. 

Nevertheless the simple MB formula at least points out the necessity of interface 

magnetization, in particular on the AF side of interface in order to obtain finite EB. This 

basic confirmation as well as the simplicity of the MB approach makes it a favorable first 

approach in order to interpret experimental data. In the view of this simplicity it is 

surprising that most of the experimental facts are at least qualitatively described within 

the framework of MB approach. It has often been claimed that the MB expression is an 

invalid oversimplification which overestimates the experimental observed EB field 

typically by more than an order of magnitude.37,38,39

 The above view on the MB expression suggests that, when interpreting the 

phenomenological input parameters of the MB approach properly, Eq. (1-7) has 

applicability which is independent of quite a number of system specific details. However, 

 Note that the MB expression was 

developed based on a consideration of smooth interfaces between antiferromagnet and 

ferromagnet as well as uniform FM magnetization rotation during applied magnetic field 

reversal. But, in reality neither the interfaces are smooth nor uniform FM rotation takes 

place. However, the MB approach still remains a useful description with even 

quantitative predictive power. 
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one has to realize the fact that the results based on phenomenological approach are of 

course not appropriate to provide system specific values. Needless to say that Eq. (1-7) 

says nothing about the system specific values of the AF interface magnetization SAF and 

the interaction parameter J. It is one of the challenging tasks of experiments and 

microscopic theories to explain why for instance SAF is crucial in obtaining EB. The MB 

description in its phenomenological interpretation does not address these questions nor 

does it address the question about the value of J properly. It is therefore not a flaw of the 

MB approach when unrealistic values for SAF

 

 for instance are used which consequently 

overestimate the EB fields. 

11 ..11 ..22 ..   IINN TT UU II TT II VV EE   PP II CC TT UU RR EE     

 MB approach is the first one to explain the existence of the loop shifts in 

exchange coupled AF/FM materials. Note that the phenomenological MB approach 

provides an intuitive picture to understand EB on a macroscopic level. Conversely, in this 

section I give an intuitive picture of microscopic spin details of AF/FM bilayers in order 

to explain the FM loop shift (EB) and broadening effects (coercivity enhancement).  

 Figure 1.3 shows spin configuration of ferromagnet and antiferromagnet before 

and during different stages of EB.31,32 Note that there is always an interaction exist 

between atomic magnetic moments at the interfaces of the ferromagnet and 

antiferromagnet but it is the thermodynamics which controls if the interaction gives rise 

to unidirectional anisotropy. If a sufficiently large magnetic field is applied at a 
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temperature TN < T < TC of a ferromagnet, all spins in the ferromagnet will align parallel 

to H, i.e., the ferromagnet is saturated. On the other hand, the antiferromagnet does not 

establishes long rang order and, therefore, pinning is absent between antiferromagnet and 

ferromagnet. Therefore the hysteresis loop of a ferromagnet is symmetric with respect to 

H- and M-axes as shown in Fig 1.3(1). Afterwards, the AF/FM bilayer is field-cooled 

through TN, and the magnetic order is established in the antiferromagnet. Now, the 

lowering of temperature activates the pinning between the interface spins of the 

ferromagnet and the antiferromagnet. Hence, the first monolayer of spins in the 

antiferromagnet will tend to align (anti)parallel to the spins in the ferromagnet in the case 

of (anti)ferromagnetic exchange coupling at the interface. As a result an uncompensated 

spin configuration at the interface (only one sublattice of the antiferromagnet is present at 

the interface) leading to a finite net magnetization of this monolayer. The next monolayer 

of the antiferromagnet will automatically align antiparallel to the previous layer as to 

complete the AF order and so on as shown in Fig 1.3(2). This gives rise to a zero net 

magnetization in the antiferromagnet. Note that an uncompensated spin structure at the 

interface of the antiferromagnet is not a general result of an ideal smooth surface. 

Moreover specific surface structures such as (100) or (011) can also influence the 

possibility of uncompensated or compensated surface at the interface of AF. 
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Figure 1.3. Phenomenological model of exchange bias for an AF/FM bilayer. 1) The spin configuration at a 
temperature TN < T < TC (of the FM). AF layer is in a paramagnetic state while the FM layer is ordered. Its 
magnetization curve (top-right) is centered on zero value of the applied field. Panel 2) is the spin 
configuration of the antiferromagnet and ferromagnet after field cooling the system through TN of the 
antiferromagnet in a positive applied magnetic field. Panel 3) represents the saturated state at the negative 
fields. Panel 4) and 5) show the configuration of the spins during the positive magnetization, assuming that 
this takes place through in-plane rotation of the FM spins. The center of magnetization curve is displaced at 
negative values of the applied field by HEB 32. [Courtesy: Ref ( )] 

 

 When reversing the magnetic field, the FM spins will try to follow the applied 

magnetic field (Fig. 1.3(3)). Being coupled to the antiferromagnet, which is considered to 

FM 

AF 
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be rigid, it takes a stronger force and therefore a stronger external field to overcome this 

coupling and to rotate the FM spins (Fig 1.3(4)). Thus, the magnetic field required to 

reverse the magnetization in the ferromagnet is then increased when compared to the case 

of at T > TN. Conversely, when the magnetic field is reversed back to positive values, the 

rotation of spins in the ferromagnet will be easier than compared to the case of T > TN

 Although this simple intuitive picture gives a microscopic idea of exchange bias, 

there is little quantitative understanding of these phenomena. Moreover, the role of the 

many different parameters involved in exchange bias, such as anisotropy, roughness, spin 

configuration, is far from being understood. Considering all these facts finally, a clear 

understanding of exchange bias at the microscopic level is still lacking. The major 

experimental and theoretical insights in recent years point out that only a fraction of the 

AF interface magnetization remains stationary during the FM magnetization reversal. It is 

, 

since the interaction with the spins in the antiferromagnet favors magnetization reversal 

of the ferromagnet (Fig 1.3(5)). The ferromagnet behaves as if there was an extra 

(internal) biasing field, therefore, the magnetization of the ferromagnet easily rotated into 

positive saturation. A torque is acting on the FM spins for all other angles, except the 

stable direction which is along the field cooling direction (unidirectional anisotropy). As 

a result, the magnetization curve is shifted to negative values of the applied field. It is 

assumed that both the ferromagnet and the antiferromagnet are in a single domain state 

and that they will remain single domains during the rotation of magnetization process. 

Moreover, in this simple description the AF spins are considered to be rigid and fixed to 

the field cooling direction during the entire process.  
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this stationary or irreversible fraction irr
AFS  of the AF interface magnetization that should 

be used in the MB expression to estimate realistic EB field values.  

 

11 ..11 ..33 ..   CCOO EE RR CC II VV II TT YY   EE NN HH AA NN CC EE MM EE NN TT     

 The shift of the FM hysteresis loop along the magnetic field axis is often 

accompanied by an EB induced loop broadening.10,40,41

rev
AFS

 This effect is not included in the 

MB description. The understanding of this loop broadening makes it necessary to 

consider the role of the loosely coupled majority fraction of AF interface spins. The 

magnetic moment of these loose spins is not irreversible but follows to some extent the 

magnetization reversal of the adjacent ferromagnet giving rise to a drag effect that 

broadens the FM hysteresis. So this reversible fraction of the interface magnetization 

of the antiferromagnet is indeed responsible for the enhanced coercivity while the 

irreversible fraction part irr
AFS  creates EB loop shift.  

 More quantitatively based on mean-field arguments it has been predicted that the 

FM coercivity, HC
)1(

AFχ, is related to the AF interface susceptibility, , as follows,42

FMAF

FMAFC
C tJ

tJHH )2(
int

)1(2
int0

0 1 χ
χµµ

+
+

=
∞

  

.   (1-8) 

Here FMt  is the FM film thickness, 0 0 ( )c c FMH H tµ µ∞ = → ∞  is the FM bulk coercivity 

and )2(
AFχ  is susceptibility of the antiferromagnet that follows applied magnetic field. In 
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accordance with the MB approach )2(
AFχ  can be assumed to be zero at low temperature. 

Loosely coupled spins are particularly sensitive to either exchange or applied magnetic 

fields and, thus, increase the AF interface susceptibility and by that the FM coercivity 

according to Eq. (1-8). Note that, the EB effect is characteristically reduced when the 

blocking temperature TB is approached from T < TB. While loosely coupled moments flip 

easier when their antiferromagnet neighboring spins lost long range order. Nevertheless a 

drag effect on the adjacent ferromagnet film is still present above TB and even above the 

Néel temperature, TN, of the AF pinning layer allowing for the persistence of loop 

broadening above TN

In general it is observed that the coercivity decreases with increasing temperature 

and continues to reduce further above T

.  

B.10,43 On the other hand experimentally it is also 

observed in several systems that the coercivity increases with increasing temperatures 

and reaches to a maximum at TB, and start to decrease in the limit of TB < T < TN
12. ,44,45 

This can be correlated to temperature dependence of AF susceptibility. Above TB, both 

bulk and interface susceptibilities of the antiferromagnet follow expected Curie-Weiss 

type behavior, therefore coercivity decreases with increasing temperature. A strongest 

enhancement in coercivity is observed in the region around TB where the AF surface spin 

structure exhibits maximum frustration. This is the point where some fraction of the AF 

surface spins splits into regions or domains, which are aligned with applied cooling field 

and rest are in the original AF-coupled configuration. On the other hand, when 

temperature decreases further below TB, the correlation between AF bulk susceptibility 

and HC vs. T does not hold anymore and it becomes apparent that the T-dependence of 

the AF interface susceptibility deviates from the bulk behavior. Now this interface 
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susceptibility of the antiferromagnet is responsible for decrement of the enhancement of 

the coercivity with the reduction of temperature in accordance with Eq. (1-8). 

 

11 ..11 ..44 ..   PPOO SS II TT II VV EE   EE XX CC HH AA NN GG EE   BB II AA SS     

 Almost all hysteresis loops shown in the literature are shifted oppositely to the 

field cooling direction giving rise to negative EB when applied cooling field is positive. 

Eq. (1-7) also predicts that the sign of the exchange bias to be negative. Note that the 

manifestation of EB required field-cooling the EB heterostructure through TN. 

Surprisingly, the effects of the cooling field amplitude of EB are rarely reported.46 This 

perhaps due to generally HEB does not depend markedly on the applied cooling field. 

However, in some systems such as FeF2/CoPt, FeF2/Fe and MnF2/Fe, the EB field 

changes with the magnitude of the cooling field.47 The most striking feature is that for 

very large cooling fields the hysteresis loop shifts in the same direction as the cooling 

field, i.e., positive EB.47,48

 It is important to note that there is no net EB shift observed when the systems are 

cooled in zero fields from a demagnetized state of the FM layer. However, when an 

AF/FM bilayer is zero field-cooled from a remanent state, the EB behavior is present. 

The magnitude of the cooling field needed to obtain a positive shift depends strongly on 

the microstructure of the sample, and thus the coupling at the interface. Different 

theoretical models have been proposed to explain this effect based on the existence of an 

 This is contrary to what is observed for small cooling fields or 

what is observed in other systems.  
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AF-coupling at the interface between the FM and AF layers.48,49,50 

 In general, positive EB is a rather unusual case but sometimes observed in 

systems where the interface exchange interaction is AF. At the same time, the freezing 

field applied during the field-cooling procedure is strong enough to overcome the 

exchange interaction on cooling the system to below the blocking temperature.

 If the coupling at the 

AF/FM interface is FM, usually it is assumed to have no substantial effect of the cooling 

field.  

5,47,48,51,52 

Inspection of Fig. 1.4 illustrates intuitively that the measurement of the EB field in a 

single freezing field is not an appropriate tool to determine the sign of the interface 

coupling, J. In fact, independent of the sign of J, field cooling allows setting the EB field 

at negative as well as positive values.53 These details and the specific case of positive EB 

are discussed in Ref. [5] with the help of the spin structures displayed in Fig. 1.4. Note 

that all insets in the figure show the spin configurations of ferromagnet and 

antiferromagnet after initialization of EB below TB and followed by the complete 

hysteresis loops of ferromagnets in a positive strong magnetic field. Therefore, the spins 

of the ferromagnets point in positive field direction in all four insets. 
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Figure 1.4. Hysteresis loops of an ideal EB heterosystem with FM interface coupling J>0 (upper left and 
right frames) and AF interface coupling J<0 (lower left and right frames). For J>0 (upper frames) negative 
(positive) EB fields HEB are indicated by arrows and achieved by field-cooling in a freezing field Hf > 0 
(Hf < 0). For J<0 (lower frames) field-cooling in 0 < Hf < |JSFM| creates a regular negative EB field while 
field-cooling in Hf > |JSFM

5

| gives rise to a positive EB fields which is the fingerprint of the positive EB 
effect. The frozen AF spin structure and the FM spin structure during the field-cooling process are depicted 
by arrows. The ideal interface is indicated by a solid line, AF and FM interface spins are marked by boxes 
(dashed lines). (This figure is from Ref [ ]) 

 

 The two upper frames of Fig. 1.4 show sketches of hysteresis loops after field-

cooling an EB heterostructure with FM interface coupling J > 0 in positive (left upper 

frame) and negative (right upper frame) freezing fields Hf. When applying Hf at T > TN 

no AF long rang order has established and pinning is absent. Hence, the FM top layer is 

free to align parallel to Hf giving rise to SFM > 0 in Hf > 0 and SFM < 0 in Hf < 0. This 
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state of SFM affects the orientation of the AF interface magnetization which establishes on 

cooling to below TN. The coupling energy JSAFSFM together with the Zeeman energy 

controls the orientation of SAF. In the case J > 0 both, the exchange interaction and the 

Zeeman energy favor parallel alignment of SAF and SFM such that JSAF > 0 for Hf > 0 and 

JSAF < 0 for Hf < 0. Since SFM follows the overall magnetization of the FM layer during a 

hysteresis loop it is the sign of the stationary product JSAF

 The more intricate scenario appears in the case of AF exchange coupling J < 0. 

Both of the two lower frames of Fig. 1.4 show sketches of hysteresis loops after field-

cooling an EB heterostructure with AF interface coupling in positive freezing fields. The 

lower left frame displays the situation of field-cooling in a moderate magnetic field

 that determines the sign of the 

EB field in accordance with Eq. (1-7). Hence, in the case of J > 0 negative and positive 

EB fields are achieved in positive and negative freezing fields, respectively. Obviously, 

the positive EB field shown in the upper right frame has nothing in common with the 

phenomenon of positive EB.  

FMf JSH <<0 . Again, when applying Hf at T > TN there is no pinning effect and the 

FM top layer aligns parallel to Hf > 0 giving rise to SFM > 0. The coupling energy 

JSAFSFM favors now antiparallel alignment of SAF relative to SFM

0FMJS <

 > 0. The product 

 can be interpreted as an exchange field acting on the AF interface magnetization 

SAF on cooling. At the same time, SAF has potential or Zeeman energy in the applied 

freezing field Hf > 0 which favors SAF FMf JSH <<0 > 0. However, as long as  is 

fulfilled, the interface exchange energy overcomes the Zeeman energy resulting in SAF < 

0 and, hence, JSAF > 0 giving rise to a regular negative EB field despite J < 0.  



20 
 

 

 The situation changes, however, in the case of large positive freezing fields

FMf JSH > . Now the Zeeman energy overcomes the AF interface coupling giving rise to 

a parallel alignment of SAF and SFM during the field-cooling process. Hence, JSAF < 0 

results in a positive EB field in accordance with Eq. (1-7). The latter scenario displayed 

in the lower right frame of Fig. 1.4 describes the “positive EB effect”. Out of all 

situations displayed in Fig. 1.4, only here a positive freezing field gives rise to a positive 

EB field due to AF interface coupling. Of course one can repeat the same arguments 

above for the analogous situation of negative EB fields when field-cooling took place in 

negative freezing fields. Similar to freezing magnetic field, temperature can also create 

positive exchange bias after cooling the sample in specific magnetic field as discussed in 

Ref. [54

 

]. 

11 ..11 ..55 ..   MMII CC RR OO SS CC OO PP II CC   MM OO DD EE LL SS   

 Exchange bias is an interface phenomenon. Microscopically the EB phenomenon 

depends on a large number of system specific details such as structural and magnetic 

interface roughness, anisotropies of the ferromagnet and antiferromagnet constituents, 

film thicknesses of the ferromagnet and the antiferromagnet and magnetic history to 

name just a few. A large number of theoretical models have been proposed and compete 

to explore the origin of the EB effect. However, almost all theories make at some point a 

crucial assumption concerning the interface magnetic structure, in particular the interface 

magnetization of the AF to explain the microscopic details of the EB. Here in this section 

I present all those different historical microscopic theoretical models and their 



21 
 

 

corresponding experimental confirmation. Ref [26,31,32] also provide a very good 

knowledge on several established theories/models of EB so far. 

 A more reasonable estimate for HEB

 

 is obtained by allowing a planar domain wall 

to form at the interface with the unfavorable FM orientation. This domain wall can in 

principle be either in the antiferromagnet or in the ferromanet. However, this domain 

formation with a domain wall parallel to the interface, i.e., planar domain wall formation, 

is expected initially on the side of the antiferromagnet.  

Figure 1.5. Planar AF domain wall (courtesy: Ref [31]) 

 

 Marrows et al., however, showed that a stable and substantial EB shift can be 

achieved even for very thin AF layers in which planar domain walls cannot be 

accommodated.55 Kouvel and Néel first recognized the possibility of obtaining exchange 

anisotropy with AF partial domain walls (Néel domain wall) that are parallel to the 

interface as shown in Figure 1.5. More importantly this partial domain wall concept 
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became pretty famous and was the basis for the following theoretical models to 

incorporate Néel wall formation as a way to reduce the observed magnitude of EB.
56,57

 

However, Kouvel and Néel could not account for the size of these domains and as a result 

they could not predict the magnitude of the EB field. While Mauri’s model
58

 had 

assumed an atomically perfect uncompensated interface. Malozemoff
39,59

 assumes that the 

chemical roughness or alloying at the interface which is present for any realistic bilayer 

system, causes lateral variation of the exchange field acting on the FM and AF bilayers. 

The resultant random field causes the antiferromagnet to break up into magnetic domains 

with domain walls perpendicular to the interface due to the energy minimization as 

shown in Fig. 1.6. Therefore, Malozemoff was able to estimate some realistic value for 

HEB. 

 

Figure 1.6. Perpendicular AF domain walls. [Ref. 31] 
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 Where all previous models assumed perfectly uncompensated interfaces, Koon 

presented a microscopic explanation of EB in thin films with compensated AF/FM 

interfaces. He introduced a perpendicular coupling (spin-flop) of the bulk FM moments 

relative to the AF magnetic easy axis (see Figure 1-7). Furthermore, he proposed that the 

magnetic moments in the AF interface layer adopt a small canting angle relative to the 

AF bulk easy axis, with a component opposite to the cooling field direction. 

 

Figure 1.7. Perpendicular coupling between AF/FM layers, with spins canting in 
the first AF layer. [Ref. 31] 

 

 Shulthess and Butler demonstrated that Koon’s model does not actually predict 

the existence of HEB, but only some enhancement of HC.60 A canted interface magnetic 

structure is not sufficient to generate EB. Shulthess and Butler showed that Malozemoff’s 
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random interface field and Koon’s perpendicular magnetic arrangement can be combined 

together to provide a meaningful explanation for EB. The quantitative results depend on 

the nature and concentration of the interface defects. Experimentally, the relation 

between surface roughness and EB is a complex issue. Moran et al.61 showed that 

interface disorder increases HEB in the permalloy/CoO system. Leighton et al. also 

reported in the Fe/FeF2 system, the rougher the interface the larger HEB, but at the same 

time opposite situation is also occurred in the very similar Fe/MnF2 system. 

 Another approach for compensated AF interfaces is the one proposed by Kiwi et 

al., which explains the effects of the interface coupling in terms of an incomplete domain 

structure formation in a ferromagnet during the field cooling process.62,63 The magnetic 

structure obtained from the proposition of the ferromagnet is qualitatively compatible 

with experimental results obtained by Ball et al.64 The model by Kiwi et al. is based on 

the assumption that the AF compensated interface monolayer freezes into a canted 

magnetic structure. This model also provides an explanation for positive EB, i.e., a strong 

cooling magnetic field polarizes the AF spins in the opposite direction in comparison to a 

low magnetic field cooling procedure, resulting in HEB > 0.  

 Uncompensated moments may originate from domain walls, grain boundaries or 

defects. The anisotropy of each grain might be different due to local defects and, 

therefore, the width of domain walls might vary as well. Therefore, extensive theoretical 

work on polycrystalline samples was presented by Stiles and McMichael. In their model 

the ferromagnet interacts with independent AF grains.65,66,67 Each grain is in a single, 

stable AF state, although a partial AF domain wall parallel to the interface can be created 
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by coupling to the ferromagnet. When the AF layer is too thin, the AF domain wall 

formation cannot be completed. Therefore this model postulates that some grains have a 

critical angle such that when the partial domain wall is wound up to an angle greater than 

the postulated critical angle, the AF order becomes unstable. The stable grains give rise to 

unidirectional anisotropy, while the unstable grains result in increasing of the coercivity. 

A spiraling AF spin structure, as predicted by the models of Mauri, Koon, Schulthess and 

Butler, and Stiles and McMichael, was experimentally confirmed by Yang et al. for 

permalloy/FeMn/Co trilayers.68

 Takano et al. proposed that EB originates mainly as a consequence of 

uncompensated interfacial spins in the antiferromagnet.

  

69 They showed that the 

temperature dependence of the remanent moment due to the uncompensated spins is 

similar to the temperature dependence of HEB, concluding that both effects are closely 

related to each other. On the other hand, Parker et al. argued that the interfacial, 

uncompensated spins are of chemical origin.70 They found that the interfacial exchange 

coupling between an AF CoO layer and a FM metal film (Co, Fe, Ni, and Permalloy) 

occurs via direct exchange between metal atoms and not by super exchange interaction 

that might be expected at a metal/oxide interface. Ohldag et al. detected these pinned 

interfacial spins in Co/NiO films by measuring element specific hysteresis loops using X-

ray magnetic circular dichroism (XMCD).71 The uncompensated interfacial Ni spins 

follow the FM Co spins as is clearly revealed by the Ni hysteresis loops. Furthermore, the 

Ni loops exhibit a small vertical loop shift, originating from pinned interfacial spins. 

They reported the pinned, uncompensated interfacial spins constitute only 4% of one 
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monolayer and which are speculated to be located at the grain boundaries. They have also 

observed unpinned interfacial Ni spins as the source of the increased coercivity.72

 Stamps presented a theory, where an interface region between ferromagnet and 

antiferromagnet is defined in such a way that roughness and imperfection effects can be 

treated.

 

73 In this theory, the EB is controlled by pinning of partial (Néel) domain walls at 

the interface. Different amounts of energy stored in the partial wall during forward and 

reverse paths of the magnetization loop, results in asymmetric hysteresis. On the other 

hand, Suess et al. showed that a bilayer with perfectly compensated interfaces, free of 

defects and other structural imperfections within grains, can still exhibit EB. The effect of 

EB shift and coercivity are explained by lateral Néel domain wall formation between 

exchange-coupled grains in the antiferromgnet.74

 Nowak et al. has revitalized Malozemoff approach and finally proposed a domain 

state model for a FM layer coupled to a diluted AF layer.

 

75,76 The idea behind this 

particular model is the antiferromagnet is diluted by non-magnetic defects throughout the 

entire volume of the antiferromagnet (not just at the interface). This particular 

antiferromagnet when is field-cooled below the Néel temperature in the presence of the 

exchange field of the ferromagnet, the disorder in the antiferromagnet together with the 

homogeneous magnetic field act as a random field on the AF order parameter. This 

creates the random field domain state in the antiferromagnet. The resulting domains walls 

in antiferromagnet are pinned at the defects, thus forming a metastable state that becomes 

frozen during field-cooling. These and only these are the random field domains which 

carry a remanent magnetization since they develop during a field-cooling process in 
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which the antiferromagnet is in contact with a saturated ferromagnet. This magnetization 

provides the biasing field to the ferromagnet, causing the shift of the FM hysteresis loop. 

Several issues related to EB, such as the dependence of EB on dilution, the role of the AF 

film thickness,77,78 and temperature dependence were successfully discussed within the 

framework of this domain state model. The structure and stability of the domains in the 

interface monolayer, which provide the bias field, are strongly influenced by the bulk 

domain structure.79 Calculations using the domain state model are able to describe all 

features appearing in the data acquired for the IrMn/Co system.80 From numerical 

investigations of the domain state model it was found that asymmetric magnetization 

reversal in AF/FM multilayers depends on the angle between the FM, AF easy axis and 

the applied magnetic field.81

 Finally, theoretical difficulties in explaining the interconnection between 

exchange bias and coercivity are partly explained by Radu et al.

 

32,82

 Microscopic details of the interface between antiferromagnet and ferromagnet 

play important role in order to understand the origin of EB. However, all models make at 

some point a crucial assumption concerning this interface; in particular all assumptions 

are on the interface magnetization of the antiferromagnet. Therefore, it is indeed difficult 

to compare different types of AF/FM bilayers with one universal theory or model.

 Radu considered a 

magnetic state of the interface between the FM and AF layer which is magnetically 

disordered behaving similar to a spin glass system. The proposed AF/FM interface has 

both frozen-in uncompensated AF spins that are responsible for the EB shift while low 

anisotropy interfacial reversible AF spins contribute to the coercivity enhancement. 

 One 
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might have to make a distinction between various models when describing systems with 

compensated or non-compensated interfaces and systems with weak or strong 

anisotropies. By now it is apparent that the AF and FM domain formations and defects in 

the crystal structure are also essential parameters in estimating the EB effect in addition 

to interface roughness. From this summary of various theoretical models and 

experimental investigations of the EB effect, we have learned that there is no commonly 

applicable, predictive theory that can fully explain the possibility of interface 

magnetization in the antiferromagnet. Eventually most of all these theories and models 

come back to explain specific values of SAF

 

 entering the Meiklejohn Bean expression in 

predicting the value of exchange bias.  

1.2. TTRRAAIINNIINNGG  EEFFFFEECCTT 

 The earlier sections provided an intuitive understanding of exchange bias effect; 

and its phenomenological and historic microscopic theories were presented. This section 

describes the exchange bias training effect with the basis of phenomenological theory. 

The later part of the section explains universality of the presented phenomenological 

theory by fitting it to all possible exchange bias systems. 

 After EB has been established in AF/FM heterosystem, consecutive hysteresis 

loops performed on this system can result in a monotonic reduction of EB. This effect is 

quantified by EBH0µ  vs. n and known as training effect (TE), where n labels the number 

of hysteresis loops cycled after preparation of the initial state of EB via the field-cooling 
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procedure.8,32,83,84,85,86,87,88,89

 Néel discussed the training effect as a tilting of the magnetization of the AF 

domains.

 It is widely accepted that the training effect is related to the 

unstable state of the AF layer and/or interface between the antiferromagnet and 

ferromagnet prepared by field cooling procedure. However, it is not yet well established 

what mechanisms are dominantly contributing to the training effect. 

 Micromagnetic simulations within the domain state model show that the 

hysteresis curve of the ferromagnet is not closed after a complete loop.75,90 The reduced 

magnetization is directly related to a partial loss of the magnetization in the AF domains, 

which further leads to a decreased exchange bias. Hoffmann argues that only biaxial or 

higher AF symmetry can lead to training effects, reproducing important features of the 

experimental data, while simulation with uniaxial AF symmetry show no difference 

between the first and second hysteresis loops. Experiments performed by polarized 

neutron reflectivity (PNR) and Kerr Microscopy also support the irreversible changes 

taking place at the AF/FM interface and in the antiferromagnet which are responsible for 

the training effect.91,92,93 Radu et al, presented experimental evidence for a mechanism 

reducing SAF and, hence, the EB-field decreased by several orders of magnitude in a 

potentially uncompensated Py/CoO EB heterostructure.94 Moreover, they suggested that 

the experimental values of the training effect can be fitted with a purely empirical 

expression of double-exponential.  

 Alternatively, Binek derived a phenomenological description for the training 

effect in AF/FM bilayers based on Landau-Khalatnikov (LK) approximation which 

expresses interface magnetization of the antiferromagnet in its order parameter.95 
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Analytical calculations in the framework of non-equilibrium thermodynamics leads to a 

recursive relation accounting for the dependence of the HEB

 

 field on n. Subsequently I 

show the details of the derivation for training effect in AF/FM bilayers.  

11 ..22 ..11 ..   PPHH EE NN OO MM EE NN OO LL OO GG II CC AA LL   TT HH EE OO RR YY   OO FF   EE XX CC HH AA NN GG EE   BB II AA SS   

TT RR AA II NN II NN GG   EE FF FF EE CC TT   II NN   AAFF//FFMM  BB II LL AA YY EE RR SS     

 Training of the EB refers to changes of the order parameter of the pinning layer 

from a non-equilibrium initial state of increased free energy into a state of reduced free 

energy via a discrete sequence of intermediate states. This phenomenological view has its 

own microscopic correspondence in spin configurational changes of the pinning layer 

from a non-equilibrium configuration towards a quasi-equilibrium state which is indeed 

triggered by the consecutive magnetic hysteresis loops of the pinned layer. These spin 

configurational changes in the pinning layer can be local involving uncorrelated single 

spin flips but they can as well involve collective mesoscopic domain rearrangements. In 

general, the pinning layer and pinned layers are antiferromagnet and ferromagnet, 

respectively for a regular EB system. However, the concept of training has much 

broader43,96,97

 The simplest MB expression [Eq. (1-7)] does not directly address the 

phenomenon of EB training. However, it correlates the exchange bias field with the AF 

interface magnetization S

 applicability; therefore, the pinning layers can include ferrimagnets, 

spinglasses or magnetically hard ferromagnets to name just a few examples.  

AF. The latter can and typically does change during successively 
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cycled hysteresis loops of the FM layer such that )(nSS AFAF =  gives rise to an n-

dependence in EBH0µ  according )()(0 nSnH AFEB σµ = . Here σ  is independent of the 

loop index n and is given by ( )FMFMFM tMJS−=σ  according to MB expression of Eq. 

(1-7).  

 The precise analysis of the derivation involving )()(0 nSnH AFEB σµ =  and 

mapping it directly onto training effect of EB based on Landau-Khalatnikov (LK) 

equation98 95 has already developed in Ref [ ] with adequate detail. However, I mention 

those details briefly here as those are hub of my further theoretical modeling and 

corresponding experimental studies mentioned in chapter 3 and chapter 4 of this thesis.  

According Ref [95], the LK equation reads 

AF
AF S

FS
∂

∆∂
−=ξ .    (1-9) 

The Eq. (1-9) is a dynamical equation that provides relaxation in the pinning layer 

towards its equilibrium state. Here ξ  is phenomenological damping constant and AFS  is 

the time derivative of interface magnetization of AFS  and F∆  is the change in the free 

energy of the pinning layer. 

 The left hand side of Eq. (1-9) represents the time derivative of AF interface 

magnetization AFS . Note that, it is an experimental fact that the AFS  does not change 

continuous in time, instead it is altered every time only when a magnetization reversal of 

the ferromagnet takes place. There might be a relaxation in the antiferromagnet in the 
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time interval between two consecutive hysteresis loops of the ferromagnet, however, it is 

insignificant in comparison to the change in AFS  during reversal of the ferromagnet. 

Therefore, one has to discretize AFS  as follows, 

τ
)()1( nSnSS AFAF

AF
−+

= .    (1-10) 

Here )(nSAF  and )1( +nSAF  are the AF interface magnetizations of successive nth and 

(n+1)th τ hysteresis loops of the ferromagnet and  is a characteristic time taken to 

measure one hysteresis loop of the ferromagnet.  

 If we assume )()( AFAF SFSF δδ −∆=∆ , a series expansion of F∆  up to fourth 

order in nSδ  reads 

( )642 ~
4
1~

2
1

nnn SOSbSaF δδδ ++=∆ .   (1-11) 

Here e
AFAFn SnSS −= )(δ  and e

AFS = Limn→∞SAF

( )6
nSO δ

(n). The latter describes quasi-

equilibrium interface magnetization of the antiferromagnet after infinite number of 

magnetic reversal of the pinned layer. In general  are negligible here due to 

smallness of nSδ . Note that any positive or negative deviation in nSδ  of the AF interface 

magnetization reflects in its free energy according to Eq. (1-11).  

 From Eq. (1-9), (1-10) and (1-11) one can write  

( ) ( )2~~)()1(~
nnAFAF SbaSnSnS δδξ +−=−+ ,   (1-12) 
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where ξ~ = τξ . In the case of strictly monotonic decrease of )(nSAF , a~  > 0 causes 

necessarily an asymptotic decay of the type e
AF

na
AF SenS +∝ −~

)(  in the limit n→∞, when 

finally 3
nn SS δδ >> . Exponential relaxation, which is generically faster than any potential 

decay, is typically observed, when spin correlation becomes negligible. But in the case of 

exchange bias, however, a large AF spin correlation is essential in order to pin the FM 

layer during its magnetization reversal. Exchange bias and the training effect disappear 

only above the blocking temperature where antiferromagnet spin correlation significantly 

levels off. Hence, non-exponential relaxation has to be expected below the blocking 

temperature. Therefore, this condition gives rise to a~ =0.  

 Note that, the above mentioned description provides the absence of the second 

order dependence (from Eq. (1-11)) of the free energy on SAF using the experimental 

observation as an input. However, this argument can be justified and derived by using 

mean-field approach as well. We know at T < TN

eηη ±=

, the free energy of the pinning layer has 

two pronounced minima at , where 2/)( 21 mm −=η  describes primary order 

parameter of the antiferromagnet, while the magnetization 2/)( 21 mmm +=  describes 

secondary order parameter. Here 2,1m  are the normalized sublattice magnetizations. Due 

to these two pronounced minima of eη± , F∆  of the pinning layer can be expanded in 

harmonic approximation, i.e.,  

( )2)( eTF ηηα −=∆      (1-13) 
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with )(Tα  as temperature-dependent expansion coefficient. On the other hand, mean-

field theory provides the relation between the primary and secondary order parameters. 

From mean-field theory one obtains η  is an even function of m  in the vicinity of the 

equilibrium value m=0, which reads 

...
2
1 2

0
2

2

+
∂
∂

+=
=

m
m m

e
ηηη ,   (1-14) 

substitution of the expression (1-14) and from mS AF ∝δ  into (1-13) yields,  

( )4

2

0
2

2

)( AF
m

S
m

TF δηα 










∂
∂

∝∆
=

   (1-15) 

i.e., ( )4
AFSF δ∝∆ , which is precisely consistent with above mentioned description of 

appearance of only fourth order dependence of the free energy on SAF a~ giving rise to =0 

in Eq. (1-11). 

Therefore, Eq. (1-12) simplifies to,  

3~
~

)()1( nAFAF SbnSnS δ
ξ

−=−+    (1-16) 

The expression (1-16) has close analogy with the phenomenon of critically slowing 

down.99 One may speculate that the close analogy between critical slowing down and the 

training effect originates from the physics of large spin fluctuations, which play an 

important role in the case of both phenomena. 
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 Now, the substitution of e
AFAFn SnSS −= )(δ  and )()(0 nSnH AFEB σµ =  into Eq. 

(1-16), give rise to an implicit equation:  

( )( )3
000 )()()1( e

EBEBEBEB HnHnHnH −−=−+ µγµµ .  (1-17) 

Here ξσγ ~~ 2b=  The Eq. (1-17) represents the phenomenological expression of the 

training effect in AF/FM bilayers. The fitting parameters γ  and e
EBH  are the results of 

fits involved Eq. (1-17) to the experimental data. Figure 1.8 shows fits (black solid 

squares) of Eq. (1-17) to the experimental data (open solid circles).  

 

Figure 1.8. Training effect µ0HEB 96 versus n (open solid circles) of a NiO/Fe heterostructure (Ref. ) and 
the corresponding results of the best fits of Eq. (1-17) for n ≥ 1 in solid black squares. Dotted red line 
shows the best fit of Eq. (1-18) to the data for n > 1. The result of the fit is extrapolated down to n=1 in 
order to indicate the breakdown of the power-law behavior at n=1. [Inset] shows again the experimental 
data (open circles) as reference, while the squares display the result of the best fit of implicit sequence (1-
17) to the entire data set for n ≥ 1. The straight lines connecting the squares are a guide to the eyes only. 
Dotted red line is a best fit of Eq. (1-18) to the entire experimental data. 
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 The fit shows perfect agreement with the data. This concludes that the 

experimental data satisfactorily described for a~ =0, which asymptotically corresponds to 

the Power-law.83,100

n
HnH e

EBEB
κµµ += 00 )(

 The latter expression is the first empirical expression suggested for 

the training effect as loop index n, which reads 

,    (1-18) 

where κ  is an experimental constant. This expression follows well with the experimental 

dependence of the EB field for n ≥ 2, as shown in Fig 1.8 by red colored dotted line. The 

extrapolation of the fit to n=1 indicates the breakdown of the power-law behavior at n=1. 

However, the inclusion of first point in the fit of Eq. (1-18) for n ≥ 1 make the fit 

inaccurate as shown in the inset of Fig. 1.8 by dotted red line.  

 Subsequently I show that the asymptotic behavior of Eq. (1-17) in the limit of 

large n eventually produces power-law behavior of the training effect in accordance with 

Eq. (1-18).  

In limit of large n, 
n

nn
2

11 +≈+ . Now substitution of Eq. (1-18) into Eq. (1-17) 

with this approximation produces, 

3

0000

2
1








 −+−=



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

 +−







 +
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e
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n
n

H µκµγκµκµ . 

The above equation is simplified to, 
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But in the limit of large n, the denominator 






 +
n

nn
2

1. becomes n. Therefore, 

2/3

2

2/32
1

nn
κγ=     (1-19) 

Note that both left and right hand sides of Eq. (1-19) have the same power of n. This 

evidences the asymptotic behavior of Eq. (1-17) in the limit of large n giving rise to Eq. 

(1-18). In other words, Eq. (1-17) contains the power law but in contrast to the latter is 

also applicable at low n down to n=1. From Eq. (1-19) one obtains the relation between 

κ  and γ , which reads 

22
1
κ

γ =      (1-20) 

 From Fig. 1.8 it is clearly shown that Binek’s proposed implicit expression (1-17) 

provides the best fit in comparison to power-law decay (1-18). The implicit equation (1-

17) is the “only” theoretical model so far and can be successfully fit to the training 

behavior of different systems. This concludes the accomplishment in deriving the 

equation of the training effect based on phenomenological approach.  

 Note that a large values of γ refer to small absolute training effects where the 

absolute strength of the training effect is quantified according to 
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( )e
EBEB HnH −= )const(0µ . It becomes obvious when rearranging the terms in Eq. (1-17) 

into, 

( )
( )( )3

0

0

)(
)1()(

e
EBEB

EBEB

HnH
nHnH

−

+−
=

µ
µγ  (1-21) 

A large value of γ requires a small value of the denominator, which means small 

deviations from the equilibrium EB field. In other words, the strength of the training 

effect is weaker for large value of γ. However reaching TB

( )e
EBEB HnH −)(0µ

, the absolute training effect 

has to become zero where the EB effect itself is zero for all n. On the other hand, small 

values of γ correspond to large absolute training effects which are, however, spread over 

a larger number of cycles. The limiting value of γ = 0 at T = 0 is a special case where 

 remains finite and same for all n, which means the system is frozen 

where ( ) 0)1()(0 =+− nHnH EBEBµ . This makes perfect sense due to the fact that the lack 

of thermal excitations, no change of the EB field that is thermally assisted and the system 

is unable to reach the equilibrium value e
EBH0µ  on consecutive hysteresis loops, n. 

However, note that it does not mean that the EB field is zero.  

 Eq. (1-17) has mainly been applied to cases where the 0 EBHµ  shows a gradual n -

dependence. In the literature it has been suspected that the expression (1-17) may not be 

able to fit step-like training effect where all dynamics or relaxation in the AF pinning 

layer happens only between first and second hysteresis loops of the ferromagnet. This is 

of course not correct and the Fig 1.9(c) of the next section evidences the fact that the 

phenomenological expression (1-17) also successfully explains the step-like behavior of 
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the training effect. This is in strong contrast to recent interpretations101

( )2
00 )1(

1
e
EBEB HnH µµ

γ
−=

=

 of Eq. (1-17). It is 

straightforward to show, that  

 (1-22) 

gives rise to pure step-like characteristics of 0 EBHµ  vs. n . Defining a steepness 

parameter C as ( ) ( )( 1) ( 2) / ( 1) e
EB EB EB EBC H n H n H n H= = − = = −  which quantifies the 

characteristics of the training behavior one can show ( )( )2

0 0/ 1 e
EB EBC H n Hγ µ µ= = −  

where 0 1C≤ ≤ . C=1 resembles step-like behavior, while C<1 gives rise to gradual 

behavior of 0 EBHµ  vs. n  for n>2. 

 

11 ..22 ..22 ..   UUNN II VV EE RR SS AA LL II TT YY   OO FF   TT HH EE   PP HH EE NN OO MM EE NN OO LL OO GG II CC AA LL   TT HH EE OO RR YY   OO FF   

TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT   

 The earlier section provides the phenomenological based exchange bias training 

effects expression (1-17) for AF/FM heterosystems. However, meanwhile we have 

observed that Eq. (1-17) is also applicable to a variety of distinct systems that are 

structurally, chemically and magnetically diverse. Here in this section we present the 

results from all those dissimilar systems such as regular EB heterostructures, exchange 

spring type HL/SL bilayers, FM/ferrimagnetic systems, nanocomposites, small FM 

precipitates in an AF host matrix, systems with intrinsic phase separation and many 

more.4,43,83,96,97,102,103,104,105,106,107,108. All of the examples mentioned above are 
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quantitatively described by the phenomenological theory of the training effect based on 

Eq. (1-17). Figure 1.9 displays some of the examples mentioned above. 

Figure 1.9. Training effect µ0HEB vs. loop # n for different EB systems. (a) FM nanodomains embedded in 
the charge ordered antiferromagnet, (b) FM hard/soft bilayers, (c) Co/CoO heterostructure, (d) FM 
precipitates surrounded spinglass matrix, (e) Layered cobaltite Sr1.5Pr0.5CoO4, (f) Layered cobaltite 
La1−xSrxCoO3

 

. 

 We recall data from original references and exhibit them in Fig. 1.9 consistently 

by open circles. Solid squares in Fig. 1.9 (a) and (c)-(f) represent two-parameter fits of 

Eq. (1-15). The data shown in Fig. 1-9 (b) originates from all FM hard/soft bilayer system 

and are therefore best fitted with an expression analogue to Eq. (1-17). The details of 

deriving this expression from discretized LK equation are mentioned in chapter 4. All of 

(f) 
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the best fits displayed here have been generated by us to ensure comparability between 

the various data sets. It is obvious to get interested in knowing the system specific 

parameters such as a function of temperature or layer thickness for instance.109,110,111

Fig. 1.9 (a) shows a training effect of the FM nanodomains embedded in the charge 

ordered AF manganite Pr

 

Therefore, chapter 3 and chapter 4 are solely dedicated for this purpose. Here we provide 

specific details of all those systems mentioned above in Figure 1.9  

1/3Ca2/3MnO3 97. Data has been digitized from Ref. [ ] and are 

best fitted with Eq. (1-17) showing excellent agreement. 

Fig. 1.9 (b) shows data from the FM hard/soft bilayer discussed in Ref. [112

Fig. 1.9 (c) refers to data from Ref. [

]. The theory 

fits are results of an explicit expression that analogous to Eq. (1-17). Chapter 4 discusses 

the phenomenological description in obtaining this expression.  

111] measured locally on a wedged but otherwise 

regular EB Co/CoO heterostructure with the help of the magneto-optical Kerr effect. The 

sample specifications are mentioned in the chapter 3. A remarkable steep training 

behaviour with a very pronounced decent of the EB field between the first and the second 

loop is again perfectly described by Eq. (1-17). The potential of Eq. (1-17) to describe 

step-like training characteristics has been doubted in the literature although it is 

straightforward to show that it is inherent to the implicit sequence given by Eq. (1-17). 

We will discuss this point in chapter 3 in detail. 

Fig. 1.9 (d) shows data from Ref. [102] obtained from the perovskite cobaltite 

La1−xSrxCoO3 where spontaneous phase separation creates interfaces between FM 
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precipitates and a surrounding spinglass matrix. The data shown here refer to x=0.18. 

Despite the exotic nature of this sample’s intrinsic EB effect, the two parameter fit of Eq. 

(1-17) describes the n-dependence of the EB field perfectly within the noise level of the 

data.  

Fig. 1.9 (e) and (f) show data of two other phase separating systems, the layered cobaltite 

Sr1.5Pr0.5CoO4 and again the cobaltite La1−xSrxCoO3

103

 studied by a different group and in 

the lower doping regime x=0.12. The experimental data is obtained from Ref. [ ] and 

Ref. [107] and convincingly fitted with the help of Eq. (1-17), respectively.  

 By now it is obvious that the successful application of the Eq. (1-17) to 

structurally, chemically and magnetically dissimilar systems clearly evidences the fact 

that the phenomenological theory is universal and applicable to all systems independent 

of their specific details. Note that a systematic refinement of Eq. (1-17) is simple when 

generalizing the harmonic approximation of the free energy as outlined in Ref. [113]. So 

far we are not aware of any EB training data which cannot be described by Binek’s 

postulated phenomenological theory. The phenomenological approach of the training 

effect and in particular Eq. (1-17) has been sometimes misinterpreted as an inapplicable 

approach for EB training effect based on microscopically motivated arguments. Note that 

Eq. (1-17) is developed based on neither microscopic details nor specifications of a 

particular EB system. This is indeed a general misconception in perceiving the 

phenomenological models. Sometimes the microscopic motivated arguments are 

accompanied by introducing alternative fitting functions. It is like comparing ‘pears’ with 
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‘apples’. Ref. [4] discusses these arguments and contrasts them against the general 

background of phenomenology.  
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CCHHAAPPTTEERR  22  

SSAAMMPPLLEE  PPRREEPPAARRAATTIIOONN  MMEETTHHOODDSS  AANNDD  

EEXXPPEERRIIMMEENNTTAALL  TTEECCHHNNIIQQUUEESS  

 This chapter contains two sub-sections. The first section describes the sample 

preparation techniques such as magnetron sputtering and Molecular Beam Epitaxy. The 

second section deals with different structural and magnetic characterization techniques I 

have used throughout my research work. The structural characterization includes methods 

of wide angle X-ray diffraction and small angle X-ray reflectivity. The magnetic 

properties are characterized with the help of an Alternating Gradient Force 

Magnetometer, a Superconducting Quantum Interference Device, and Longitudinal-

Magneto Optical Kerr Effect. By using Jones matrix formalism, we identified two 

optimized Kerr configurations and confirm their superior performance experimentally. 

 

22..11 ..   SSAAMMPPLLEE  PPRREEPPAARRAATTIIOONN  MMEETTHHOODDSS  

22 ..11 ..11 ..   MMAA GG NN EE TT RR OO NN   SS PP UU TT TT EE RR II NN GG   

  Sputtering is a physical process that can be seen as throwing steel balls at a 

concrete wall. Upon impact, the ball tears away fragments of the concrete. In sputtering, 

the steel balls are ionized atoms and the wall is a surface of the material to be sputtered, 

called a target. The sputtering takes place in an evacuated chamber which contains a 
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substrate and the target of the film material to be sputtered. Typically Ar gas is 

introduced and then ionized inside the chamber. The accelerated positive Ar ions finally 

bombard the negatively maintained target. If the kinetic energy of the Ar ions is 

sufficient, then the surface atoms are sputtered from the target.114 In our case the kinetic 

energy of the Ar ion is 3×10-17 J. Since the chamber is maintained at low pressures (~ 

6.7×10-3 mbar during sputtering), the liberated material settles on everything in the 

chamber, mainly onto the substrate which is grounded.115,116,117

 

 

 

Figure 2.1. The side view of magnetron sputtering inside the growth chamber. The target is 
connected to negative electrode. The knocked out atoms by electrons are directed towards a 
substrate which is grounded. Purple color background is plasma of electron and Ar+ atoms.118
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In magnetron sputtering, magnets are placed behind or aside to the target, as 

shown in figure 2.1, to improve the growth rates of deposited material. These magnets 

confine the escaping electrons in the immediate vicinity of the target. Since the electric 

and magnetic fields are perpendicular to each other, the electrons produced during the 

collisions propagate in helical orbits due to Lorentz force and are constrained above the 

targets, efficiently enhancing the further ionization of Ar atoms. As a result, the ion 

current of Ar hitting the target increases by an order of magnitude over conventional 

sputtering systems, resulting in faster deposition rates even at lower pressures.  

Sputtering is a method of depositing metal films, insulators and alloys onto a 

substrate. In case of depositing insulators, one has to use RF-sputtering to avoid the 

positive space-charge between target and substrate. Our samples were fabricated in a 

homemade DC magnetron sputtering system that has been prepared based on different 

components received from the 3M and Varian. The growth chamber has been pumped 

down with one cryo-pump (1.0×10-7mbar) backed by a mechanical pump (5.0×10-3mbar). 

Substrates were clamped on a water cooled holder which can hold 12 samples per 

sputtering run. The rotational position of the sample holder is controlled by a stepper 

motor connected to a PC. The chamber has been pumped down for roughly 14 hours until 

the desired base pressure is reached and then sputtering was performed in Ar atmosphere 

of pressure ~ 6.7×10-3mbar.29,119
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22 ..11 ..22 ..   MMOO LL EE CC UU LL AA RR   BB EE AA MM   EE PP II TT AA XX YY   

Molecular beam epitaxy (MBE) is a potential layer by layer deposition technique 

of growing high quality thin films. This technique was invented in 1960s at Bell 

laboratories by J. R. Arthur and Alfred Y. Cho.120,121,122,123 The word “epitaxy” refers to 

method of depositing a monocrystalline film on a monocrystalline substrate. Basically 

there are two forms of epitaxy: the first one is ‘homoepitaxy’, where a single-crystalline 

film is deposited on a substrate of the same material, and the second one is 

‘heteroepitaxy’, where a crystalline film grows onto a crystalline substrate or film of 

another material.  

The principle underlying MBE growth is relatively simple in comparison to 

sputtering: it consists essentially of atoms or clusters of atoms, which are produced by 

heating up a solid source. They then migrate in an ultra-high vacuum (UHV) environment 

and impinge directly on a substrate, where they can diffuse and eventually incorporate 

into the growing film. Despite the conceptual simplicity, a great technological effort is 

required to produce systems that yield the desired quality in terms of material purity, 

uniformity and interface control and, also achieving the epitaxial growth of the film is a 

gigantic challenge. MBE is a proper technique when some particular requirements are 

needed such as abruptness of the film surfaces, control over the interfaces and doping 

profiles. Typically, MBE deposition takes place in UHV (<10−8 mbar) and at slower 

deposition rates (typically less than 3˚A/sec) in comparison to sputtering, which may 

allow the possibility of epitaxial growth of film. Finally, the UHV environment in MBE 

may also provide the use of electron diffraction probes such as Reflecting High Energy 

http://en.wikipedia.org/wiki/Epitaxy�
http://en.wikipedia.org/wiki/Bell_Telephone_Laboratories�
http://en.wikipedia.org/wiki/Bell_Telephone_Laboratories�
http://en.wikipedia.org/wiki/Alfred_Y._Cho�
http://en.wikipedia.org/wiki/Crystal�
http://en.wikipedia.org/wiki/Pascal_%28unit%29�
http://en.wikipedia.org/wiki/Epitaxially�
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Electron Diffraction (RHEED) without any differential pumping system attached 

RHEED gun. 

 

Figure 2.2. A Snap shot of our present Molecular Beam Epitaxy apparatus. Two backing pumps (at the 
bottom), two turbo molecular pumps (not visible), an ion pump (on the left hand side) and the titanium 
flash (not visible) are used in pumping down the pressure of the growth chamber. A transfer rod (on the 
right) transfers the sample from the load-lock chamber to the manipulator of the growth chamber. A 
differential pumping rotational stage is helpful in mounting the sample and also in aligning sample for 
getting RHEED pattern. Pressure gauges (not visible) are connected to both growth and load-lock chamber 
separately. Four effusion cells and one e-beam evaporator are located at the bottom of the growth chamber 
are utilized in evaporating Co, Pd, Cr, Fe and Ni, respectively. A wobble stick is located on the other side 
of the growth chamber (not visible) to cover the sample before deposition. In addition to a quartz crystal 
monitor (not visible) and a RHEED gun is also assembled to growth chamber for monitoring layer-by-layer 
growth of thin films during the deposition. Additionally this system has baking unit (not shown) to bakeout 
the whole chamber and further reduces the pressure. A mass spectrometer is also connected to growth 
chamber to monitor the gasses present inside the growth chamber during all the time. Soon we are planning 
connect sputtering ion gun to clean the substrates thoroughly before we evaporate thin films on to it. 
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Figure 2.2 is the snapshot of our present MBE apparatus. During the initial period 

of my Ph.D work, I have spent my time in assembling different components of the MBE 

that are transported from Createc. Our MBE System SY050 is a custom designed 

machine used for growing of epitaxial layers on custom designed sample holders of 1 

inch in size. The system is fully bakeable, to achieve lowest base pressure of typical 

value 5×10-11

 

 mbar for crystal growth. The detailed block diagram of our MBE shown in 

figure 2.3 reveals the connections between different existing components in MBE. Here, I 

am going to discuss these different components in detail. 

Figure 2.3. Block diagram of Molecular Beam Epitaxy SY050 from Createc 
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The Growth Chamber: A 16-inch UHV chamber that is equipped with 4 effusion 

cells (Createc), an electron-beam evaporator (Oxford Scientific), a manipulator (Createc), 

two gate valves (VAT, Inc), Reflection High Energy Electron Diffraction (RHEED) gun, 

an infrared heat-coil and windows for observing transfer, a cryoshroud for the chamber 

wall, water cooling units for the effusion cells and a Bayard Alpert (BA) ionization 

gauges (Varian) for vacuum measurement. A water-cooled Quartz crystal microbalance 

(McVac) monitors the in-situ growth rate. A quadrupole mass spectrometer (Stanford 

Research systems) monitors the residual gases present in the growth chamber. The 

growth chamber is pumped down by an ion pump (Varian) with the help of integrated Ti 

sublimation (Varian) pump. The growth chamber is isolated from a load-lock chamber by 

means of a manual gate valve (VAT, Inc). All the components of the growth chamber are 

able to resist bake-out temperatures of up to 200ºC for extended periods of time, which 

are necessary to minimize out-gassing from the internal walls.  

The Load-Lock Chamber: It allows loading a 1-inch wafer holder. It is connected 

directly to the growth chamber through a gate valve. The load-lock chamber is pumped 

down with a water-cooled turbo molecular pump (Varian) and a dry scroll pre-pump 

(Varian) to achieve very fast high vacuum (~10-9mbar). One infrared heating lamp allows 

removing the water from mounted wafer holders just after pump down. A Bayard Alpert 

type gauge (Atmion) monitors UHV conditions of the chamber. The transfer rod helps in 

transferring samples from load-lock into growth chamber and back. A Residual Gas 

Analyzer (RGA) is connected to load-lock chamber which provides the information on 

constituents present inside the growth chamber. 
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 The pumping system: It is the combination of pre-pumps, turbo molecular pumps, 

ion pump and Ti-sublimation. The growth chamber is connected to a turbo molecular 

pump (~ 10-9 mbar) via RHEED gun (Specs). An oil free pre-pump (1.3 x 10-3 mbar) 

serves the purpose of backing pump to a turbo pump. Once the vacuum in the growth 

chamber reaches ~ 10-9 mbar, then ion-pump starts working and brings down the pressure 

to ~ 10-10 mbar. Later on Ti-sublimation pump sublimates once in 4-8 hours for one 

minute and lowers the pressure down to 5×10-11 mbar. The whole process of reaching 10-

10 mbar from atmospheric pressure takes usually 1.5 days and reaching 10-11

 

 mbar takes 

few more days. The load-lock chamber is separately connected to a turbo molecular 

pump with backing oil-free pump and is isolated from growth chamber by a gate valve. 

Both load-lock and growth chambers are separately connected with pressure gauges.  

Effusion cells: These are the key components of an MBE system, because they 

provide an excellent flux stability and uniformity in thin film growth. Furthermore, they 

should withstand the highest temperatures for the longest periods. Therefore a careful 

choice of elements, materials and geometry must be taken. Our chamber has four effusion 

cells and one electron beam gun for depositing Cobalt, Palladium, Iron, Chromium and 

Nickel, respectively. Cobalt and Palladium are placed in high temperature effusion cell 

crucible made of Beryllium Oxide, BeO (Tmax=1800C). Iron and Chromium are placed in 

single filament effusion cells and the crucibles are made of Pyrolytic Boron Nitrite (PBN) 

(Tmax=1400C). All effusion cells are equipped with thermocouples and which are 

connected to PID controllers to readout the temperatures of effusion cells. Nickel is 

placed in electron beam gun. All effusion cells including the electron-beam evaporator 

are water cooled during all the time.  



52 
 

 

The Manipulator:

 

 It is designed for heating and cooling the sample substrate. A 

Tungsten wire is used as a filament to heat the wafer holder while a cryostat is used to 

cool the substrate wafer. A two-stage differential pumping system is included to provide 

rotational freedom and limited translational freedom for the manipulator. X-, Y- and Z- 

adjustments of the manipulator helps in mounting the sample holder and most 

importantly plays crucial role on getting RHEED pattern on screen. 

22..22 ..   EEXXPPEERRIIMMEENNTTAALL  TTEECCHHNNIIQQUUEESS  

The basic structural characterization of the grown sample is done using wide 

angle X-ray diffraction (XRD). It provides the information of the crystal structure in 

grown thin film heterostructures. In addition, a small angle X-ray reflectivity (XRR) is 

also performed on heterostructures to verify the thicknesses of different existing 

constituents. The XRR scans also provide an idea of surface roughness. In addition, pole 

figure scans are performed to evidence single-crystalline structure in the thin films.  

 

22 ..22 ..11 ..   WWII DD EE   AA NN GG LL EE   XX--RR AA YY   DD II FF FF RR AA CC TT II OO NN   

To describe the atomic arrangements in a given crystal, a probing sensor that can 

interact with atoms is required. Under this category X-rays are one of the best probing 

sources with the wavelength around one Angstrom which is equivalent to inter atomic 

distances.  
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 Our XRD measurements are carried out on both a Rigaku D/Max-B 

Diffractometer and Bruker-AXS D8 Discover High-Resolution Diffractometer with HI-

STAR area detector. X-rays are produced in an X-ray tube that consists of a source of 

electrons and two metallic electrodes. A voltage between these electrodes (typically tens 

of thousands of volts) accelerates electrons rapidly towards the anode. This bombardment 

of electrons on the anode with a sufficiently high energy produces X-rays, consisting of a 

superposition of continuous and characteristic spectra. The continuous spectrum is 

produced by the rapid deceleration of electrons striking the anode; collisions with nuclei 

produce deflections of the beam electrons radiating X-ray photons (Bremsstrahlung 

radiation) which are not of our interest. On the other hand, if an electron bombarding the 

anode has enough energy, it can knock an electron out of the K-shell (usually done with 

Cu target, but holds true for other materials), leaving the anode atom in an excited state. 

One of the outer electrons (in the L, M, N, ... shells) falls into the vacancy in the K-shell, 

emitting a photon and producing one of the characteristic lines ( αK , βK , γK , ...), 

depending on where the electron come from. Note that the αK -line is the strongest 

among others. Due to the spin-orbit coupling, the energy levels of the shells (except K-

shell) split into fine structure of the spectral lines. In particular, the L-shell split into three 

sublevels. Out of these three levels, the transition is possible between only two sublevels 

of L-shell onto K-level due to the selection rules. This gives rise to doublet of 
1αK  and 

2αK , with slightly different energies. The intensity of ratios of 
21

: αα KK = 10:5, showing 

that only the core shell electrons are necessary for consideration.124,125,126,127,128

1αK

 The Cu-

-line with wave length 0.1541 nm is used for our X-ray measurements here. 
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Now, the produced X-ray photons collide with electrons in atoms and scatter 

away with same/different wavelengths. If the wavelength of these scattered X-rays does 

not change, the process is called elastic scattering or Thompson scattering. These are the 

X-rays that are measured in diffraction experiments, as the scattered X-rays that carry 

information about the electron distribution in materials. On the other hand, when X-ray 

photons collide with loosely bound electrons in the atoms, some of the energy of X-ray 

photon is used in providing kinetic energy for the free electron. Therefore, the scattered 

X-ray photon has different energies/wavelengths than incident X-ray photon gives rise to 

inelastic or Compton scattering. Note that in case of Compton scattering, the phase of the 

scattered X-ray has no fixed relation to the incident beam. Therefore, inelastic scattering 

is indeed incoherent scattering which will go as undesired background in the diffraction 

pattern.124,125,126,127,128

 

  

 

Figure 2.4. Graphical representation of the diffraction by parallel planes of atoms 
(separated by a distance d) in a crystal. The incident X-ray makes an angle θ with lattice 
plans. If the path difference between successive planes (2d sinθ) is equal to integral value 
of wavelength (nλ) of the X-ray then constructive interference will be obtained. 
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Diffracted waves from different atoms interfere with each other and the resulting 

intensity is strongly modulated. If the atoms are arranged in a periodic fashion, as in 

crystals, the diffracted waves will consist of sharp interference maxima with the same 

symmetry as in the distribution of atoms. Measuring the diffraction pattern, therefore, 

allows us to deduce the distribution of atoms in a material. However, the phase 

information gets lost because only intensities from scattered X-ray photons are measured 

in XRD but not the electric fields. 

Let us consider a crystalline solid where all atoms are arranged in a periodic 

pattern. The atoms, represented by blue spheres in the figure 2.4, can be viewed as 

forming different sets of planes in the crystal. When a beam of monochromatic X-rays 

fall onto this periodic structure, the incident X-rays will be scattered by the atoms in all 

directions. But for some of the incident directions the scattered X-ray beams will be 

specularly reflected by any one plane of atoms and the reflected rays from successive 

adjacent planes will interfere constructively. For those two X-ray beams to constructively 

interfere, the path difference between them must be an integral number of the 

wavelength. Therefore, for a given set of lattice planes with an inter-plane distance of 

dhkl

θλ sin2 hkldn =

, the condition for a diffraction to occur can be simply written as  

     (2-1) 

The Eq. (2-1) is also known as the Bragg's law, after W.L. Bragg and his father, 

W.H. Bragg proposed it. Here λ is the wavelength of the X-ray, θ is the scattering angle, 

and n is an integer representing the order of the diffraction peak.  
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 The most useful method for describing diffraction phenomena in a crystal is done 

with the help of “reciprocal lattice”. The fact that the diffracting Bragg patterns are 

inherently three dimensional, one can remove a dimension from the problem by 

representing each plane as a vector which is defined as perpendicular distance from the 

origin of a unit cell to the first plane in the family (hkl), i.e., n
d

G
hkl

hkl ˆ2π
=


, where n̂  is the 

unit vector normal to the plane. Now the reciprocal lattice vectors can be constructed 

from the primitive vectors as shown elsewhere.124,127
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 The primitive vectors in reciprocal 

lattice are 

. 

here 321 ,, aaa   are the primitive vectors of the crystal lattice. 321 ,, bbb


 are the primitive 

vectors in corresponding reciprocal lattice which are related by 332211 bvbvbvGhkl


++= , 

where hklG


 is the reciprocal lattice vector and 321 ,, vvv  are the integers. The 

corresponding Bragg’s condition for the reciprocal lattice is given by:  

hklGKK


π20 =−     (2-2) 

Where 0K


 and K


 are the unit wave vectors of incident and diffracted X-ray beams.  

It is important to point out that although we have used atoms as scattering points 

in this example, Bragg's Law applies to scattering centers consisting of any periodic 

distribution of electron density. In other words, the law holds true if the atoms are 
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replaced by molecules or collections of molecules, such as colloids, polymers, proteins 

and virus particles all of which are made out of atoms of course.  

 

22 ..22 ..22 ..   SSMM AA LL LL   AA NN GG LL EE   XX--RR AA YY   RR EE FF LL EE CC TT II VV II TT YY   

 X-rays are one among the best probe sensor to realize the electron density at the 

surface and thereby obtain information about the surface roughness, thin film thickness 

and density of the material.124,125,126,127,128

In general, the X-ray reflectivity is limited to small angles of incidence where it is 

possible to consider the electron density as a continuum. In this approximation, the 

reflection can be treated as a classical problem of reflection of an electromagnetic wave 

at an interface. The reflection coefficient in amplitude is obtained by writing the 

continuity of the electric field and of the magnetic field. The reflectivity which is the 

modulus square of this coefficient can be formulated in the case of X-rays as

 The technique involves measuring the reflected 

X-ray intensity as a function of incidence angle over a range of angles close to the critical 

angle for total reflection. Above this critical angle the specularly reflected intensity (i.e. 

with symmetric incident and reflected angles) decreases, with a form that is dependent on 

the roughness of the interface. This can then be analyzed to obtain the electron density 

profile of the interface normal to the surface. A typical reflectivity profile is shown figure 

2.5.  

29,129
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where β is the absorption coefficient and θC is the critical angle. These details are found 

elsewhere.
29,129

 In the case infinitely thick sample with a perfectly flat interface, one sees 

the expected Fresnel reflectivity. 

 

Figure 2.5. A typical XRR profile with indications of the critical angle, the second critical 

angle, slope and periodicity of fringes, which correspond to the density of thin film and 

density of the substrate, surface roughness, and thickness, respectively.
130

 

 

 In the case of thin films, low angle X-ray diffraction gives insight into the 

thickness for single film, repeated bilayers and even more complicated thin-film 

structures like superlattices. A change in material density (at an interface between two 

materials) leads to a change in the index of refraction, which will lead to reflection and 

transmission of the X-rays from the top surface of the thin film. The transmitted X-ray 

once again reflects from the bottom of the surface thin film and interferes with initially 
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reflected X-ray from the top surface. The path difference between these X-rays satisfies 

the Bragg condition given by 

θλ sintn 2=       (2-4) 

where t is the distance between the two interfaces (thickness of a given thin film) and θ is 

angle of incident.  

 Typically, XRR involves a complicated fitting function that has been used to fit 

experimental data. A software package called Leptos, which incorporates X-ray 

scattering models and numerical methods into the package involving these complex 

functions. This software allows for the analysis of extremely complicated heterostructure 

materials, and can factor in density changes, interface roughness and instrument 

resolution that are difficult to analyze directly. Assuming a grazing incidence angle, the 

average scattering (the atoms are no longer considered discrete at small angles but a 

continuous electron density) is measured and gives an index of refraction based on the 

electron density. Finally, in repeated bilayer structures, it is also possible to determine 

bilayer thickness based on a superlattice peak. For a particular angle 2θ, the contributions 

from the interference pattern in reflectivity for a repeated bilayer add up to give a peak. 

The intensity of this peak increases with an increasing number of bilayers. This 

superlattice peak satisfies the Bragg condition for the bilayer thickness which is given by 
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θ
λ

sin2
nt = ,      (2-5) 

where n implies that there are multiple order superlattice peaks (the order of peaks gives 

insight into interface roughness between bilayers). Using an off-specular technique, 

where θ and 2θ have an offset (usually between 0.1 to 1 degrees), one can remove the 

thickness oscillations and left with only the Fresnel reflectivity curve accompanied by the 

superlattice peaks. This approach is an extremely accurate method for determining film 

thicknesses. 

 

22 ..22 ..33 ..   AALL TT EE RR NN AA TT II NN GG   GG RR AA DD II EE NN TT   FF OO RR CC EE   MM AA GG NN EE TT OO MM EE TT EE RR   

The Alternating Gradient Force Magnetometer (AGFM)131 is an integral method 

that measures the bulk magnetic moment in a thin magnetic film. In the AGFM, a sample 

of typically 1 to 3 mm square is mounted on a vertical extension rod, which is along z-

axis as shown figure 2.6. The top end of this rod is attached to the piezoelectric element 

which is rigidly clamped. This piezoelectric transducer oscillates when the sample is 

subjected to an alternating magnetic field gradient superimposed on the DC field of an 

electromagnet, which is along x-axis. The force due to negative gradient of the Zeeman 

potential energy on a magnetized sample produces a bending moment on the piezoelectric 

element, which generates a voltage proportional to the force on the sample. The output 

from the piezoelectric element is sensitively detected at the frequency of the gradient 

field.  
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Figure 2.6. Schematic of the Alternating Gradient Force Magnetometer 

 

This technique is considered as force technique, which measures the force on a 

magnetized sample in the presence of a magnetic field gradient. The piezoelectric sample 

holder of the AGFM, which is fragile and expensive, operates at its resonance frequency, 

which depends on the mass of the sample/substrate combination. Therefore, each new 

sample requires tuning to its resonance frequency. If the magnetic moment is very low, 

automatic tuning does not work out and the user has to do it manually. Even with careful 

manual tuning of a low moment sample, the saturation moment was found to vary by 

more than 5% over 10 consecutive measurements. It is necessary to make sure that the 

measured sample is always calibrated, placed in the same location and is of the same size 

compared to the calibrated sample to avoid strong deviations from the actual magnetic 

z-axis 

x-axis 

y-axis 
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moment. When measuring samples with smaller coercivity ~ 10mT, it is important to 

reduce the magnitude of gradient field in order to improve the signal-to-noise ratio.  

All of our room temperature measurements were made using a Princeton 

Magnetics MicroMag Model 2900 AGFM. The AGFM is sensitive to about 10-10 A.m2

  

 

and can be applied a maximum external magnetic field of 1.35 T. This system can 

measure thin film samples in two modes: The applied magnetic field perpendicular and 

parallel to the film.  

22 ..22 ..44 ..   MMAA GG NN EE TT OO --OO PP TT II CC AA LL   KKEE RR RR   EE FF FF EE CC TT   

When a linearly polarized monochromatic light falls on a magnetized surface, 

then reflected and transmitted light become elliptically polarized and the polarization axis 

is tilted by an angle. These Magneto-Optical effects were first discovered by Michael 

Faraday (Faraday effect: An effect observed in transmission through a material) and J. C. 

Kerr (Kerr effect: An effect observed on reflection from a material). Often there is some 

confusion in referring to the Kerr effect in reflection from materials that are not optically 

opaque and where radiation may travel through the material and back again several times; 

eventually appearing on the side of reflection as a multiply reflected beam. In case of 

these materials, the properties that give rise to effects referring both Kerr and Faraday 

effects. In general, it is convenient to refer change in polarization of reflected light as 

Kerr effects and change in polarization of transmitted light as Faraday effects.  
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In general, the magneto-optic Kerr effect (MOKE) is categorized by three 

different set-ups as shown below in figure 2.7. 

 

Figure 2.7. All three basic MOKE configurations: Polar, Longitudinal and Transverse MOKE set-ups. The 
red lines are incident and reflected light in pointed arrow direction. The black colored arrows are directions 
of applied magnetic field on the thin-film samples.132

 

 

Following the path of the light beam from its starting place to the photo detector 

the setup involves a monochromatic light source which can be realized, e.g., by a stable 

laser diode. The latter provides a monochromatic, nearly parallel light beam of roughly 

linearly polarized light. Further elements are a polarizer (P), the magnetic sample (S), a 

photo-elastic modulator (O), an analyzer (A) and the photo-detector (D). Since the Kerr 

rotation angle θK and ellipticity εK are typically small, i.e., ~10-3 rad, optimization of the 

signal-to-noise (S/N) ratio is very crucial. In order to achieve an optimum S/N ratio, 

appropriate placements and orientations of the optical components are crucial. By now, a 

great variety of MOKE methodologies, both experimentally and analytically, have been 

developed. However, a systematic investigation of the S/N ratio, both experimentally and 

theoretically, for all possible configurations of optical elements is still 

lacking.133,134,135,136,137,138,139,140,141 
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 Therefore, in this section, we analyze a large variety of commonly used 

arrangements of the optical elements where the position and relative orientations of 

different optical elements have been systematically changed. We use a modulation 

technique allowing the application of phase sensitive detection methodology by means of 

a lock-in amplifier. Although the modulation technique is in principle widely 

employed,142,143,144,145,146

In particular, experiments studying the evolution of magnetic properties involving 

the magnetic history of subsequently cycled loops, e.g., aging phenomena like the 

training of the exchange bias effect,

 there can be various arrangements of the optical components 

which yield similar but not identical results from the point of view of S/N optimization.  

 cannot just average loops to increase the S/N. 

Therefore an S/N-optimized configuration is mandatory. By using Jones matrix 

formalisms we identify two optimized Kerr configurations and confirm their superior 

performance experimentally. We also emphasize the fact that when simultaneously 

measuring the first and second harmonics these appropriate optimized configurations 

discussed in detail below should be used. Our theoretical conclusions are experimentally 

confirmed by measuring hysteresis loops on a Co/CoO bilayer sample and calculating the 

corresponding S/N ratios for each configuration. Although we present those results 

involving only the case of longitudinal MOKE (due to in-plane easy axis of Co) which 

utilizes s-polarized light; the analyses can easily be extended to the cases of polar and 

transverse MOKE as well as for p-polarization state.  
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Figure 2.8. (Top) A photograph of the MOKE measurement setup in longitudinal geometry. L: laser, P: 
polarizer, F: focusing lens, M: magnet pole, S: sample, O: photo elastic modulator, A: analyzer, D: detector. 
P, F, A, and D are mounted on rotating stages RS. (Bottom) A schematic of the longitudinal MOKE. 

 

 Figure 2.8 shows a photograph of our MOKE measurement setup and its 

corresponding schematic drawing. It starts with a solid state laser diode of wavelength 

λ=670 nm and an output power of 5 mW. The latter produces a nearly linearly polarized 

beam allowing for s-polarized (electric field vector oscillating perpendicular to the plane 

of incidence in accordance with the German word senkrecht meaning perpendicular) or p-
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polarized (electric field vector oscillating in the plane of incidence) configurations. 

Subsequently, we discuss s-polarized incoming light only. In our setup, due to 

geometrical constraints of the magnet given the laser beam makes only an angle of about 

20o with the normal of the sample surface. This is significantly below the Brewster angle 

θBR≈arctan(n2/n1)=63˚ when using Re(n2)=2 for Co metal and n1=1 for air. At the latter, 

the reflection of p-polarized light is minimized while the longitudinal Kerr rotation of s-

polarized light increases linearly with increasing angle of incidence up to ≈ θBR.147,148 

The laser beam then passes through a Glan-Thompson polarizer (Edmund Optics) with an 

extinction coefficient of 10-5

0
0 108=ϕ

 which produces high degree of polarization. A lens of focal 

length f=350 mm and diameter of D=25 mm is used to focus the light beam onto the 

sample surface. The reflected beam is periodically modulated between left and right 

circularly polarized light by the photo-elastic modulator (PEM-90, Hinds Instruments). 

Modulation takes place with a frequency of 50 kHz and phase amplitudes of  

and 0
0 175ϕ =  which maximize149
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∑  for first and second harmonic measurements, 

respectively, as shown in Figure 2.9.  
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Figure 2.9. Zero (blue), first (red) and second (green) harmonics of Bessel function which 
maximize at 0, 108 and 175°, respectively.  

 

 The modulation signal is used as reference signal for a lock-in amplifier (Stanford 

Research Systems, SR830 DSP). The beam then transmits through an analyzer and is 

finally detected by a photo-sensitive fast responding diode (DET-100, Hinds Instruments) 

providing the input signal to the lock-in amplifier. 

 An electromagnet (GMW 3470) powered by a bipolar power supply (Kepco, BOP 

36-12M) generates magnetic fields that is calibrated by a Hall sensor (model 5080, Sypris 

Instruments). The sample is mounted on a cryostat (Janis Research, CCS-350H) 

specimen holder, where the temperature can be varied between 10 K and 475 K. The 
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versatile designs of the electromagnet and cryostat allow studying a wide variety of 

magnetic properties in longitudinal, polar and transverse geometries. Moreover, Faraday 

effect and magneto-transport measurements can also be realized. The magnetic field 

control, intensity measurements and subsequent data collection were coordinated with 

self-written LabVIEW-7 (National Instruments) programs. The magnet power supply and 

the lock-in were controlled with the computer via a GPIB card.  

 

22 .. 22 ..44 .. 22 ..   JJ OO NN EE SS   MM AA TT RR II XX   FF OO RR MM AA LL II SS MM   

 The MOKE describes the change of the polarization states of light when reflected 

at a magnetic material. Thereby linearly polarized light experiences a rotation of the 

polarization plane (Kerr rotation Kθ ) and a phase difference between the electric field 

components perpendicular and parallel to the plane of the incident light (Kerr ellipticity 

Kε ). These two quantities are connected to form Kerr angle: 

KKK iεθφ +=      (2-6) 

 In a macroscopic description of MOKE the interaction of the magnetic sample 

with the electromagnetic field is represented by the dielectric tensor. The off-diagonal 

elements of the tensor are linearly dependent on the magnetization and describe the 

magneto-optic contributions, which occur through different absorption of left and right 

circular polarized light. The diagonal elements describe optical reflectivity. First and 

second harmonics of the reflected light intensity are related to the off-diagonal elements 

rsp/ps of the sample’s dielectric tensor and determine θK and εK.  
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In the following, we describe the principle of MOKE with polarization 

modulation technique in terms of the Jones matrix method.150









=

βββ
βββ

2

2

sincossin
cossincos

P

 Each optical component in 

Figure 2.8 can be expressed by a Jones matrix. All angles are relative to the plane of 

incidence unless otherwise noted. The matrices of the polarizer (P) and analyzer (A) with 

major transmission axes oriented at angles β and α, respectively, with the plane of 

incidence are 

    (2-7) 









=

ααα
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sincossin
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The matrix describing the magnetic sample is expressed as 
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where the diagonal terms, pi
pp err δ=~  and si

ss err δ=~ , are independent of magnetization 

and are identified as usual Fresnel reflection coefficients. The off-diagonal cross terms 

account for the magneto-optic Kerr effect and are symmetric, i.e., 

spps i
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 are the corresponding phase angles. The photo-

elastic modulator (O) with its axes oriented at 0 and 90° is represented by the matrix 

,     (2-10) 



70 
 

 

here tωϕϕ sin0=  is the periodic retardation of the modulator. The subsequent analysis 

requires a Fourier decomposition of cos( ( ))tϕ  and sin( ( ))tϕ  which reads 

∑
∞

=

+=
1

0200 )2cos()(2)()cos(
m

m tmJJ ωϕϕϕ  and ∑
∞

=
+ +=

0
012 ])12sin[()(2)sin(

m
m tmJ ωϕϕ . 

Here Jk(φ0) are Bessel functions of argument φ0

The electric field amplitude of the reflected beam at the photo-detector can be 

represented by a vector equation,  

 and order k. 

=
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
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 r

sE
pE

 
i

sE
pE

PSOA 







        (2-11) 

where iE  is the amplitude of incident light. Ep and Es

  and , , , PSOA

 are the E-vector amplitudes in the 

direction parallel and perpendicular to the plane of incidence, while  are 

the matrices representing analyzer (A), photo elastic modulator (O), sample (S), and 

polarizer (P) respectively. 

The signal intensity measured at the detector is given by  

2rEI ∝ .     (2-12) 

The S/N ratio is obtained from the ratio of the average signal sat
avgI  obtained in a 

field range where the magnetization of the reference sample is in its saturation state to the 

average noise 21 ( ( ) )
H H

sat sat sat
avgsat

avg H

I I H I dH
H I

+∆

∆ = −
∆ ∫ in a measured hysteresis loop, 
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||
||

/ sat

sat
avg

I
I

NS
∆

= .    (2-13) 

The primary noise that can be effectively reduced by the modulation technique 

originates from fluctuations in the polarization of the light caused by fluctuations in the 

Fresnel reflection coefficients. Note that time dependent misalignments of the light beam 

with respect to the optical axis are not included in the Jones matrix analysis. Hence, the 

modulation technique is not effective in noise reduction of mechanical origin. In addition, 

the efficiency of the modulation technique depends critically on the quality and stability 

of the modulator. If the latter fluctuates in phase or amplitude the modulation technique 

can actually add noise to the detected intensity instead of reducing it.  

 Now we consider various meaningful configurations of our MOKE setup. They 

are distinguished by the order of placements of the optical components and variation of 

the polarizer/analyzer orientations with respect to each other and with respect to the 

retardation axis of the modulator. The laser beam transmits through the optical 

components in the order given in each configuration. The latter is indicated at the 

beginning of each configuration subsequently analyzed in detail. 

Configuration 1.1: 

P transmission axis at 90°, S, O axes at 0 and 90°, A transmission axis at α 
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Figure 2.10. A sketch of placement and angles of different optical elements for configuration 1.1 

 

The electric field vector of the reflected light for this configuration following Eq. (2-11) 

reads 
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The intensity is calculated following Eq. (2-11) and given by 

2 22 2
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Now let’s analyze the variation of intensity with different α as shown below. 

2
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The first and second harmonic Kerr loops measured for various cases in the experimental 

data is presented in Figure 2.11.  
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Figure 2.11. First and second harmonics MOKE hysteresis loops obtained in various cases 
using configuration 1.1.  
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The fact that no Kerr signal is expected for cases 1 and 2 is corroborated by 

experimental observation of the measured data; however, misalignment in the optical 

setup causes unexpected noise in the hysteresis loops for case1 and 2 of second harmonic. 

On the other hand, terms containing first and second harmonics for cases 3 and 4 result in 

signals detected by the lock-in amplifier and, hence, Kerr hysteresis loops. With the help 

of Eq. (2 - 13), the S/N ratio amounts to 21.7 (first harmonic), 45.9 (second harmonic), 

and 24.2 (first harmonic), 51.0 (second harmonic) for cases 3 and 4, respectively. The 

subsequent analysis of various configurations reveals that configuration 1.1, cases 3 and 

4, is one of the optimized setup for longitudinal Kerr measurements for the first as well as 

the second harmonics. 

Configuration 1.2: 

 

P axis at 90°, O axes at 0 and 90°, S, A axis at α 

Figure 2.12. A sketch of placement and angles of different optical elements for configuration 1.2 
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In this case the intensity at the detector is given by 

ααδδαα cossin)cos(22cos22sin2
psspsrsrpsrsrI −++∝  

Analyze the variation of intensity with different α is shown below. 
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Case 4, α = 135° 

 

The loops measured in this configuration are displayed in figure 2.13 for completeness. 

As predicted by the theory, no hysteresis loop was observed experimentally due to 

absence of any time dependence of the signal. 



77 
 

 

 

 

Figure 2.13. First and second harmonics MOKE hysteresis loops obtained in various cases 
using configuration 1.2. 
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Configuration 2.1: 

 

P axis at 45°, S, O axes at 0 and 90°, A axis at α 

Figure 2.14. A sketch of placement and angles of different optical elements for configuration 2.1 
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The calculated intensity for this configuration is
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sorder termhigher  
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The experimental details are presented Figure 2.15.  
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Figure 2.15. First and second harmonics MOKE hysteresis loops obtained in various cases 
using configuration 2.1. 

 

The loops recorded in this configuration do not display any clear hysteresis. The 

low quality of the loops originates from the fact the diagonal elements rp and rs dominate 

both harmonics such that the magnetic information in the off-diagonal elements is 

masked. 
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Figure 2.16. A sketch of placement and angles of different optical elements for configuration 2.2 
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Figure 2.17. First and second harmonics MOKE hysteresis loops obtained in various 
cases using configuration 2.2. 
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The calculated intensity has a similar structure as configuration 1.1; therefore, the 

present configuration can also be used as an ideal configuration for both first and second 

harmonics. However, the experimental S/N values are comparatively smaller than 

configuration 1.1 perhaps due to misalignment in optics set-up while measuring magnetic 

hysteresis loop. 

Configuration 3.1 

 

P axis at 90°, S, O axes at 45° and 135°, A axis at α 

Figure 2.18. A sketch of placement and angles of different optical elements for configuration 3.1 
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The calculated intensity in this configuration is given by 
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Figure 2.19. First and second harmonics MOKE hysteresis loops obtained in various cases using 
configuration 3.1. 
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It is noticed that cases 1 and 2 for the first harmonic give rise to high 

S/N such as 36.6 and 47.2, respectively in agreement with the theoretical 

analysis. In addition the theory predicts that the second harmonic signal will be 

reduced by a factor of 2 with respect to the first harmonic signal. This is 

qualitatively confirmed by the low quality loops of Figure 2.19. This 

configuration reflects an asymmetric situation and is, hence, not suitable for the 

simultaneous measurement of both harmonics. 

Configuration 3.2 

 

P axis at 90°, O axes at 45° and 135°, S, A axis at α 

Figure 2.20. A sketch of placement and angles of different optical elements for configuration 3.2 
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The calculated intensity in this configuration is given by 

2 2 22 2

2 22 2
0 0

2

1 0

1 1 1cos sin cos( )sin cos
2 2 2

1cos( )sin cos ( )[ cos sin
2

cos 2 2 cos( )sin cos 2 cos( )sin cos ]

2 ( )sin  [ sin( )s

p s ps p ps p ps

s ps s ps p s

ps p ps p ps s ps s ps

p s p s

I r r r r r

r r J r r

r r r r r

J t r r

α α δ δ α α

δ δ α α ϕ α α

α δ δ α α δ δ α α

ϕ ω δ δ

= + + − −

+ − − −

− − − + −

− − 2

22 2
2 0

2 22

in cos sin( ) cos

sin( )sin ] ( ) cos 2  [ cos

sin cos 2 2 cos( )sin cos
2 cos( )sin cos ]  higher order terms

p ps p ps

s ps s ps p

s ps p ps p ps

s ps s ps

r r

r r J t r

r r r r
r r

α α δ δ α

δ δ α ϕ ω α

α α δ δ α α

δ δ α α

+ −

+ − − −

− − −

+ − +

 

Case 1, α = 0

sorder termhigher  )22( 2cos)0(2

)sin( sin)0(12)22)(0(02
12

2
12

2
1

+−−

−−−−+∝

psrprtJ

psppsrprtJpsrprJpsrprI

ωϕ

δδωϕϕ
 

Case 2, α = 90°

sorder termhigher  )22( 2cos)0(2

)sin( sin)0(12)22)(0(02
12

2
12

2
1

+−+

−−−++∝

psrsrtJ

psspsrsrtJpsrsrJpsrsrI

ωϕ

δδωϕϕ
 

Case 3, α = 45°

sorder termhigher  

)]cos(2)cos(222[ 2cos)0(22
1

)]sin()sin()sin([ sin)0(1

)]cos(2)cos(222)[0(04
1

)cos(
2
1)cos(

2
12

2
12

4
12

4
1

+

−+−−−−

−+−+−−

−+−−−−

−+−−++∝

psspsrsrpsppsrprsrprtJ

psspsrsrpsppsrprspsrprtJ

psspsrsrpsppsrprsrprJ

psspsrsrpsppsrprpsrsrprI

δδδδωϕ

δδδδδδωϕ

δδδδϕ

δδδδ

 



90 
 

 

sorder termhigher  

)]cos(2)cos(222[ 2cos)0(22
1

)]sin()sin()sin([ sin)0(1

)]cos(2)cos(222)[0(04
1

)cos(
2
1)cos(

2
12

2
12

4
12

4
1

+

−−−+−−

−−−−−+

−−−+−−

−−−+++∝

psspsrsrpsppsrprsrprtJ

psspsrsrpsppsrprspsrprtJ

psspsrsrpsppsrprsrprJ

psspsrsrpsppsrprpsrsrprI

δδδδωϕ

δδδδδδωϕ

δδδδϕ

δδδδ

Case 4, α = 135° 

 

 

 

-3 -2 -1 0 1 2 3

0.066

0.072

0.078

0.084 Case 1

 

 

Ke
rr 

sig
na

l [a
.u

.]

H [KOe]
-3 -2 -1 0 1 2 3

0.060

0.066

0.072

0.078

Configuration 3.2 - 1st Harmonic
Case 2

 

 

Ke
rr 

sig
na

l [a
.u

.]

H [KOe]

-3 -2 -1 0 1 2 3

2.682

2.691

2.700

2.709
Case 3

 

 

Ke
rr 

sig
na

l [a
.u

.]

H [KOe]
-3 -2 -1 0 1 2 3

2.464

2.472

2.480

2.488 Case 4

 

 

Ke
rr 

sig
na

l [a
.u

.]

H [KOe]



91 
 

 

 

Figure 2.21. First and second harmonics MOKE hysteresis loops obtained in various cases using 
configuration 3.2. 
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Figure 2.22. A sketch of placement and angles of different optical elements for configuration 4.1 

The calculated intensity in this configuration is given by
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Figure 2.23. First and second harmonics MOKE hysteresis loops obtained in various cases 
using configuration 4.1. 
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Configuration 4.1 combines the disadvantages of reduced harmonic 

signals and the masking of the magnetic information by the diagonal elements 

making it non-ideal situation. 

Configuration 4.2 

 

P axis at 45°, O axes at 45° and 135°, S, A axis at α 

Figure 2.24. A sketch of placement and angles of different optical elements for configuration 4.2 
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The calculated intensity in this configuration is given by  
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Figure 2.25. First and second harmonics MOKE hysteresis loops obtained in various cases using 
configuration 4.2. 
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The theoretical calculation of intensity suggests the absence of any signal, which 

is in good agreement with our experimental findings, however, misalignments of the 

optical elements may give rise to a very poor hysteresis loops for the cases 1 and 2 of 

second harmonic. 

 

All these findings are tabulated below.  

Configurations 1st harmonic 2nd harmonic 

Config. 
1.1 

Case 3  21.7 45.9 

Case 4 24.2 51.0 

Config. 
2.2. 

Case 1 6.7 9.5 

Case 2  1.2 26.9 

Config. 
3.1. 

Case 1 36.6 N/A 

Case 2  47.2 N/A 

Config. 
3.2. 

Case 1 51.2 N/A 

Case 2  37.3 N/A 

 

Table 1. The calculated S/N ratio values for meaning configurations 

 

From these studies, we can conclude151 that the various configurations give rise to 

different Kerr signals. Some of them have either optimized first or second harmonic 

signals. Others show reduced signal to noise ratios due to large field independent 

contributions originating from the diagonal elements of the dielectric tensor. The 
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optimized setups (configuration 1.1) and (configuration 2.2) stand out to be the best ones 

by maximizing the signal of the first and the second

 

 harmonics and are free from 

nonmagnetic background contributions.  

22 ..22 ..55 ..   SSUU PP EE RR CC OO NN DD UU CC TT II NN GG   QQ UU AA NN TT UU MM   II NN TT EE RR FF EE RR EE NN CC EE   DD EE VV II CC EE   

Superconducting Quantum Interference Device (SQUID) is one of the most 

sensitive ways of measuring magnetic properties. In particular, this method allows 

directly determining the overall magnetic moment of a sample in absolute units. SQUID 

combines the physical phenomena of flux quantization and Josephson tunneling. If two 

superconductors are separated by an insulating film, it is found that an electric current 

can tunnel from one side of the junction to the other. Following the equations established 

by Brian David Josephson in 1962, the electrical current density through a weak electric 

contact between two superconductors depends on the phase difference Δφ of the two 

superconducting wave functions. This effect is known as Josephson effect. Moreover, the 

time derivative of Δφ is correlated with the voltage across this weak contact. In a 

superconducting ring with one (so-called RF-SQUID, fig. 2.26., blue) or two (DC-

SQUID

The magnetic signal from the sample is obtained via a superconducting 

) weak contacts, Δφ is additionally influenced by the magnetic flux Φ through this 

ring. Therefore, such a structure can be used to convert magnetic flux into an electrical 

voltage.  

pick-up 

coil. This coil, together with a SQUID antenna (red in fig. 2.26.), is part of a whole 

http://dx.doi.org/10.1016/0031-9163%2862%2991369-0�
http://nobelprize.org/nobel_prizes/physics/laureates/1973�
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superconducting circuit transfers the magnetic flux from the sample to RF-SQUID device 

which is located away from the sample. This device acts as a magnetic flux-to-voltage 

converter (blue in fig. 2.26.). This voltage is then amplified and read out by the 

magnetometer's electronics (green in fig. 2.26.). 

 

Figure 2.26. Equivalent circuit of SQUID = flux-to-voltage converter 

 

 When the sample is moved up and down it produces an alternating magnetic flux 

in the pick-up coil which leads to an alternating output voltage of the SQUID device. By 

locking the frequency of the readout to the frequency of the movement (RSO, 

reciprocating sample oscillation), the magnetometer system can achieve extremely high 

sensitivity for ultra small magnetic signals as described above.152  
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We operate a commercial SQUID magnetometer system from Quantum Design, 

San Diego (magnetic properties measurement system MPMS XL-7). The sample is 

located in the center of a superconducting solenoid producing magnetic fields up to 7 

Tesla. The sample space is filled with helium at low pressures. Our SQUID can operate at 

the temperature range from 2 to 400 K with sweep rates of 0.001 to 10K/min. The 

sensitivity of the system is 10-8 emu or 10-11

  

 J/T in RSO mode. The whole system is fully 

computer-controlled and operated 24 hours a day. Measuring sequences can be 

programmed in advance and will be executed automatically. 

http://www.qdusa.com/�
http://www.qdusa.com/�
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CCHHAAPPTTEERR  33  

AAFF//FFMM  EEXXCCHHAANNGGEE  CCOOUUPPLLEEDD  BBIILLAAYYEERRSS  

 In this chapter I discuss the experimental results of exchange bias training in 

coupled CoO/Co bilayer thin films. Simultaneous studies of temperature and FM 

thickness dependence of the exchange bias and training effect reveal universal scaling of 

the exchange bias training effect. All experimental results are consistent with the 

phenomenological theory based on the Landau-Khalatnikov equation. The end section of 

this chapter discusses magnetoresistance measurements on CoO/Co bilayer 

heterostructures with special emphasis on the question how exchange bias impacts the 

magnetoresistance of the bilayer. 

 

33..11   TTEEMMPPEERRAATTUURREE  DDEEPPEENNDDEENNCCEE  OOFF  TTHHEE  EEXXCCHHAANNGGEE  

BBIIAASS  TTRRAAIINNIINNGG  EEFFFFEECCTT  

  Non-equilibrium systems provide some of the most challenging problems of 

modern statistical mechanics.153,154 Relaxation phenomena is one of the major branches 

of non-equilibrium phenomena among others. Their complexity becomes more apparent 

when comparing the complete characterization of a dynamical state with its 

corresponding steady state. The latter is determined by the few variables that describe the 

equilibrium state while temporal derivatives and gradients are inherent to the dynamical 
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state. The training of the EB effect is one66,84,85,86,87,155,156

 From chapter 1 it is a known fact that there is not a unique microscopic theory of 

exchange bias but many which explain the origin of interface magnetization of the 

antiferromagnet which enters the MB formula. On the other hand, the training effect 

seems to be universal which has already been evidenced in varieties of systems. 

Therefore, a phenomenological theory for the training effect is developed which is 

independent of microscopic details. This is possible due to the fact that the structure of 

the free energy that enters the dynamical equation is so general applicable for all types of 

systems. In chapter 1, I have shown the derivation of a phenomenological implicit 

sequence (1-17) for the training effect that was derived by Binek

 of the several other available 

non-equilibrium relaxation phenomena. The fact that the exchange bias training is not 

continuous but triggered provides special opportunities to study non-equilibrium physics 

in contrast to those processes that take place continuously in time. In this chapter, an 

analytic theory is presented and certain model properties of this non-equilibrium problem 

of statistical physics are emphasized.  

 from a discretized 

Landau-Khalatnikov (LK) equation. Note that γ  entered in implicit expression (1-17) is 

an essential temperature-dependent parameter which reads, 

( )
( )( )3

0

0

)(

)1()(
e
EBEB

EBEB

HnH
nHnH

−

+−
=

µ

µ
γ  (3-1) 

 In section (1.2.1) I have shown implicit sequence (1-17) has capacity to produce 

step-like behavior of training effect for which γ  becomes,  
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( )2
00 )1(

1
e
EBEB HnH µµ

γ
−=

=  (3-2) 

The major objective of this section is to experimentally understand the temperature 

dependence of γ  which characterizes of 0 EBHµ  vs. n  behavior. 

 

33 ..11 ..11 ..   PPRR EE PP AA RR AA TT II OO NN   OO FF   TT HH EE   CCOO OO//CCOO   HH EE TT EE RR OO SS TT RR UU CC TT UU RR EE   AA NN DD   

SS TT RR UU CC TT UU RR AA LL   CC HH AA RR AA CC TT EE RR II ZZ AA TT II OO NN   

The experimental data are obtained from a CoO/Co heterostructure, which has 

been fabricated by DC sputtering of Co on top of the single-crystal substrate of a-Al2O3. 

The substrate is placed in acetone container and thoroughly cleaned with the help of 

sonicator before it is mounted on a sample holder. The whole chamber was pumped down 

to a base pressure of 1.3×10-7 mbar before sputtering Co. Sputtering took place at an Ar 

pressure of 6.7×10-3

Figure 3.1 shows the results of the wide angle X-ray diffraction of (a) the 

substrate, (b) the entire heterostructure before, and (c) after annealing. The latter heat 

treatment took place under vacuum condition of 2.7×10

 mbar after pre-sputtering the Co target for 10 mins. The Co film was 

deposited at a rate of 0.2 nm/s for t=500 sec. The natural CoO thin film has been formed 

on top of Co after bringing Co thin film into ambient conditions. 

-7 mbar at a temperature T=1000 

K for t=4 hrs. Figure 3.1 (a) shows the θ-2θ scan of the crystalline a-Al2O3 substrate. 

The polished surface of the substrate platelet of 0.5 mm thickness corresponds to the a-
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plane cut in accordance with the strong (h00) reflexes for h=2 and 4 and a weaker reflex 

for h=3. 
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Figure 3.1. θ-2θ X-ray analysis of the (a) a-Al2O3 substrate, (b) the Al2O3/Co/CoO heterostructure as 
prepared, (c) and after annealing for 4 hrs at T=1000 K. All scans show the dominant (200) and (400) peaks 
of the single-crystalline Al2O3

 

 substrate and its weaker (300) peak. There is no significant additional peak 
in the prepared structure (b). After annealing (c) two additional peaks are observed and assigned as (111) 
and (200) peaks of fcc Co. 

Before annealing, there is no clear signature of the sputtered Co film as shown in 

Fig. 3.1 (b). However, after annealing, two additional peaks are observed which are 

assigned as (111) and (200) peaks of Co in an fcc structure as shown in Fig. 3.1 (c). The 

latter result can be compared with the structural analysis Ref. [157], where epitaxially 
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grown Co on top of the a-plane of an Al2O3

157

 single crystal. Here, neutron reflectometry 

shows a pronounced Co fcc (111) peak, but no indication of a (200) peak. In contrast to 

the strong planar anisotropy in the epitaxially grown samples of Ref. [ ], our sputtered 

samples show virtually no in-plane anisotropy as discussed later in section 3.1.2. We 

believe the structural difference alters the properties of the magnetic anisotropy in the 

sample. Note that the X-ray data in Fig. 3.1 (c) show no indications of a CoO surface 

layer which, however, reveals its presence in the magnetic data via the EB effect. 

 

33 ..11 ..22 ..   MMAA GG NN EE TT II CC   AA NN II SS OO TT RR OO PP YY   OO FF   CCOO   TT HH II NN   FF II LL MM   II NN   AA   CCOO OO//CCOO   

BB II LL AA YY EE RR     
 

The ratio of the remanent magnetic moment mr and the saturation moment ms is 

displayed in figure 3.2 for various angles 0≤Φ≤2π between  the applied planar magnetic 

field and a fixed direction in the sample plane. Within the small uncertainty level, the 

data of mr/ms vs. Φ fall on an invariable line. This implies the absence of an easy 

anisotropy axis in the plane in our CoO/Co sample. The solid line represents the best 

linear fit to the data set and indicates a small scattering around the constant value 

mr/ms=0.22. The inset of Fig. 3.2 shows a typical magnetic hysteresis of the 

heterostructure measured at room temperature with the help of an AGFM. In accordance 

with the diamagnetic susceptibility of the Al2O3 substrate, a linear background has been 

determined and subtracted from each curve before analyzing the mr to ms ratio.  
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Figure 3.2. The value of mr/mS of the remanent and the saturation magnetic moment for 
various in-plane orientations 0≤Φ≤2π of the magnetic field. Squares are the experimental 
data of mr/mS determined from hysteresis loops of Al2O3

 

/Co/CoO measured from different 
orientations by alternating gradient force magnetometry at room temperature. A solid line is 
the best straight line fit. The inset shows a typical loop measured at one particular 
orientation Φ. Dashed lines indicate the remanent and the saturation magnetic moment, 
respectively. 

 With the conclusion that there is no preferred anisotropy axis in sputtered 

CoO/Co, the low temperature hysteresis loops are measured for a fixed but arbitrary 

direction of the sample with the in-plane magnetic field. Further details of sample 

magnetic characterization are discussed in the section 3.1.3. 
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33 ..11 ..33 ..   TTRR AA II NN II NN GG   EE FF FF EE CC TT   II NN   CCOOOO//CCOO   

 A SQUID has been used in order to measure the consecutively cycled magnetic 

hysteresis loops. Each set of 6-10 consecutive loops are measured after field cooling the 

sample from T=320 K to the target temperatures T=5, 25, 50, 65, 75, 80, 105, and 120 K 

in the presence of an applied in-plane magnetic field of H0µ =0.3 T. The strength of this 

cooling field secures saturation of the Co film at a minimal perturbation of the natural AF 

CoO pinning layer. The training effect at fixed temperature is analyzed with the help of a 

best fit of Eq. (1-17). The experimental data obtained from SQUID and corresponding 

theoretical fittings are shown in Fig. 3.3. 
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Figure 3.3.Training effect µ0HEB versus n for T=25 (open squares) and 75 K (open circles) 
and the corresponding results of the best fits of Eq. (1-17). Note the different scales for 
T=25 and 75 K, assigned by arrows. The dotted lines have no meaning, they are just eye 
guiding. Inset shows the equilibrium EB field µ0He

EB vs. T which results from fitting of Eq. 
(1-17) to various data sets at 5 ≤T ≤120 K. 
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The training effect EBH0µ  vs. n for T=25K (solid squares) and 75K (solid circles) 

and corresponding results of the best fits from Eq. (1-17) are shown as open squares and 

open circles for T=25K and 75K, respectively. The two-parameter fits yield γ  and 

e
EB

H0µ , which are the results from the fits of implicit sequence of Eq. (1-17) to the 

experimental data of EBH0µ  vs. n. The dotted lines are just eye guiding lines and have no 

physical meaning. The data shows a well known enhanced training effect between the 

first and second loops as described in Ref. [89], for example. The inset of Fig. 3.3 shows 

e
EB

H0µ vs. T, where e
EB

H0µ  is the extrapolation of )n(H EB0µ  for n→∞. Incidentally, we 

found a change of the sign of the EB field to positive values at T=150 K, which is very 

similar to the behavior observed in Ref. [157]. However, the tiny absolute value of the 

EB field did not allow us to perform a reliable analysis of the training effect. It is 

surprising that we could, however, measure and analyze training effects for absolute 

values EBH0µ ≤ 0.5 mT (see Fig. 3.3, right axis).  

It is indeed crucial to apply the same method of analysis for all hysteresis loops; 

therefore, there is a necessary to mention the methodology that I followed to extract the 

values of EB field from the experimental hysteresis loops. A linear fit of the 

magnetization data at 0.51 < H0µ < 0.6 T of the down branch of the loop has been used to 

determine the linear background involved in the SQUID measurements. Note that the 

background is temperature dependent and has been determined individually for each 

loop. After background subtraction, I determined the left and right coercive fields 



110 
 

 

210 ,cHµ  from linear fits, involving data points in a symmetric interval of width )H( 0µ∆

= 30 mT in the vicinity of the intercepts of the loop with the field axis and evaluated the 

value of EB from ( ) 2/2100 ccEB HHH += µµ   

In the next section I focus on interesting derivation of temperature dependence of 

the training effect in terms of γ = γ(T) based on mean-field approximation. 

 

33 ..11 ..44 ..   PPHH EE NN OO MM EE NN OO LL OO GG II CC AA LL   TT HH EE OO RR YY   OO FF   TT EE MM PP EE RR AA TT UU RR EE   

DD EE PP EE NN DD EE NN CC EE   OO FF   TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT   II NN   AAFF//FFMM  

BB II LL AA YY EE RR SS     

 In the framework of the fluctuation theory of phase transition, it is a standard 

approach to expand the free energy with respect to the primary order parameter η in the 

vicinity of the equilibrium order parameter, 0≠eη .158

0≈eη

 This ansatz is in contrast to the 

usual Landau expansion, which holds close to the critical temperatures where . We 

follow here the ideas similar to the fluctuation approach in order to tackle the EB 

problem because EB takes place at T < TB

( ) 221 mm −=η

, where the pinning layer is in its AF phase. 

The primary order parameter  describes the AF order of the pinning layer, 

while the magnetization ( ) 221 mmm +=  of the AF layer becomes a secondary order 

parameter. Here m1,2 are the normalized sublattice magnetizations, which are assumed to 

have Ising symmetry for simplicity. At T < TN, the free energy has pronounced minima, 
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±ηe. The field cooling process decides either of the sign of ηe. Therefore, it is reasonable 

to expand the free energy in harmonic approximation around ηe

                                   

 as shown in Fig. 3.4. 

( )( )2
eTF ηηα −=∆  (3-3) 

 

Figure 3.4. Landau-type free energy (solid line) of the AF pinning layer at T < TB and the harmonic 
approximation around η=ηe

 

 (dashed blue color)  

where ( )Tα  is a temperature-dependent expansion coefficient. Eq. (3-3) is consistent 

with the Landau-type equation for T→TN

42

4

~

2

~
ηη baF +=∆

, 

 (3-4) 

η
ηe
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The relation between coefficients α(T) in Eq. (3-3), a~ , and b~  can be simply obtained by 

differentiating Eq. (3-4) and substituting in Taylor series of ( )ηF∆  in the vicinity of eη . 

The math details follow, 

( ) ( ) ( ) ( )2
2

2

2
1

eee

ee

FFFF ηη
η

ηη
η

ηη
ηηηη

−
∂
∂

+−
∂
∂

+=
==

 

The first and second derivates of free energy are obtained from Eq. (3-4). Therefore, the 

above equation becomes, 

( )22~)( eebF ηηηη −=∆  

Comparing the above equation with Eq. (3-3), one obtains ( ) 2
eb~T ηα = . Figure 3.4 shows 

the Landau-type free energy of the AF pinning layer below its blocking temperature and 

the idea of harmonic approximation in the vicinity of equilibrium order parameter 

sketched in dotted blue line.  

Mean-field theory provides a relation between the primary and secondary order 

parameters η and m.159

159

 In zero applied and zero staggered magnetic field there is no 

induced magnetization and, hence, we obtain m = 0 in equilibrium. The self-consistent 

mean-field equations derived in Ref. [ ] provide,  

( )

( ) ( )







 ′+
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


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
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where J and J ′  are related to the number of nearest and next nearest neighbors z  and z′  

and the nearest and next-nearest neighbor interactions J~  and J~′  according to J~zJ =  

and J~zJ ′=′ . 0>J~  and 0<′J~  describe AF nearest and the next nearest interactions, 

while 0<J~  and 0>′J~  are FM interactions. 

 In the framework of the mean-field approximation, the critical temperature 

depends on J and J ′  according to ( ) BN KJJT ′+=  while details of the lattice 

symmetry are neglected. Inspection of Eq. (3-5) shows that η is an even function of m 

and, therefore, a series expansion of η with respect to m in the vicinity of m=0 is possible, 

...
2
1 2

0
2

2

+
∂
∂

+=
=

m
m m

e
ηηη   (3-6) 

where ( )0== me ηη . Substitution of the expansion (3-6) into Eq. (3-3) yields,  
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with ( ) 2
eb~T ηα =  and AFSm δ∝ , one obtains,  

( )4
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From the and Eq. (1-17), we know 
ξσ

γ ~
~
2

b
= , where 

2
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e m
b ηη  is a 

temperature dependent coefficient in front of 4th
AFSδ order of  in free energy of Eq. (1-
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15). Here, σ  is proportionality constant and
τ
ξξ =~  (Refer section 1.2.1 for additional 

details). Finally, the temperature dependence of γ  in the framework of above theory is 

given by,  

                              ( ) ( ) ( )
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
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TmTT ηηγ   (3-8) 

( )Tγγ =  requires the calculation of ( )( )[ ]2
0

22
=∂∂ mmT,mη  and an approximation for 

( )Teη  which holds in a wide temperature range. ( )( )[ ]2
0

22
=∂∂ mmT,mη  is calculated via 

twofold implicit differentiation of Eq. (3-5). Subsequently I show some math details in 

obtaining this second order derivate of η .  

From Eq. (3-5) it follows ( )mmf ),(ηη = . So, the first derivative of η  with respect to m 

gives, 
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Now, the second derivative of η  with respect to m can be obtained by taking derivative 

of above equation with respect to m, 
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Recall 0
0

=
∂
∂

=mm
η . This simplifies the above equation and gives rise to, 
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 can be evaluated from Eq. (3-5) which gives rise to, 
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Here C becomes a fitting parameter which summarizes various phenomenological 

parameters while ( )Teη  is given by the solution of Eq. (3-5) for m=0. At NTT << , where

( )Teη  → 1, the approximation reads )/2tanh()( TTT Ne ≈η  and is indicated by red color 

line as shown in Figure 3.5. This approximation can be easily derived by substituting 

m=0 and ( )Teη  → 1 in Eq. (3-5). On the other hand, in the limit T→TN ( )Teη, where  → 

0, the equivalent approximation reads ( ) ( ) NNNe TTTTTT −≈ 3)(η . The latter 

approximation converges to Landau-type approximation for T/TN → 1 as shown in Fig 

(3.5) by green color line. This approximation in the limit T→TN

( )Teη

 can be obtained by series 

expansion of Eq. (3-5) in the limit of  → 0.  
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Figure 3.5. Curves of ηe vs. T/TN for three cases. (i) Red color line shows the approximation of ηe for T << 
TN. (ii) Green color line is the approximation of ηe in the limit of T→TN. (iii) Blue color line shows Landau 
approximation for ηe

 

 that fulfills cases (i) and (ii). 

 Note that these both approximations are valid for their limiting cases of NTT <<  

and T→TN, respectively. However, an interpolating ansatz is essential for the description 

of the temperature dependence of the AF order parameter between T=0 and TN

≈ 

. 

Therefore, the following simple analytic approximation provides that particular unique 

solution for the Eq. (3-5) which fulfils both limiting cases, 

≈ 

≈ 
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( ) 

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

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e TTT

T
TT 3tanh)(η .  (3-10) 

Eq. (3-10) is an useful explicit second order approximation of ( )Teη  for all NTT ≤<0 . 

Blue color line in Fig (3.5) shows the curve of Eq (3-10) in the interval of NTT ≤<0 . 

Note that this expression can generate ( )Teη  of both cases mentioned above. Combining 

Eqs. (3-9) and (3-10) provides an explicit fitting function for the experimental values of 

γ. The Néel temperature TN in Eq. (3-9) is replaced by the blocking temperature TB

157

 = 186 

K [Ref. ], at which EB completely vanishes. Therefore Eq. (3-9) becomes a one 

parameter fitting function for ( )Tγ  which reads, 
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The following discussion shows experimental results of ( )Tγ  and corresponding 

theoretical fits of Eq. (3-11).  

 

33 ..11 ..55 ..   TTEE MM PP EE RR AA TT UU RR EE   DD EE PP EE NN DD EE NN CC EE   OO FF   TT HH EE   SS TT RR EE NN GG TT HH   OO FF   TT HH EE   

TT RR AA II NN II NN GG   EE FF FF EE CC TT 

 Fig. 3.3 shows the results of the training effect at various temperatures 5 < T < 

120 K and successful theoretical fits of Eq. (1-17). The theoretical fit provides a fitting 
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parameter γ that varies systematically with the temperature. Figure 3.6 shows the results 

obtained from the subsequent fitting procedures of Eq. (1-17) to all data sets µ0HEB
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 vs n 

involving more than 50 successive hysteresis loops at every temperature. Circles show 

the resulting γ vs T behavior, which quantifies the temperature dependence of the training 

effect. The line represents the one parametric best fit of Eq. (3-11) to the data and is a 

strong confirmation of the qualitative correctness of the theory outlined before. 

 
Figure 3.6. γ vs T obtained from fitting procedures of Eq. (1-17) to µ0HEB

 

 vs n data for 
temperatures 5 ≤T≤ 120 K. The line is a one parameter best fit of Eq. (3-11) to γ vs T. 
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Note that γ increases with increasing temperature implying small absolute training 

effects, ( )e
EBEB HconsnH −= )(0µ  at high temperatures, which is also apparent from Fig. 

3.3. Note that the value of γ increases continuously until T reaches TB. However, at TB

( ) ( )[ ] 010 =+− nHnH EBEBµ

 

the absolute training effect becomes zero due to zero EB for all n. On the other hand, 

small values of γ  occurs at low temperatures that correspond to large absolute training 

effects which spread over a larger number of cycles. The fit in Fig 3.6 yields γ = 0 at T = 

0, which is a special case where the system is frozen where  

due to the lack of thermal excitations. Therefore, no change in EB is expected and the 

system is unable to reach the equilibrium value e
EBH  on consecutive hysteresis loops, n. 

However, this does not mean that the EB field is zero.  

In summing up, a phenomenological theory of temperature dependence of training 

effect in exchange-bias heterostructures is presented. The theory is applied to the training 

effect in a magnetic Co/CoO heterostructure. Individual training effects are measured by 

consecutive cycling hysteresis loops at various temperatures 5 ≤ T ≤ 120 K. The success 

of the thermodynamic approach is a strong confirmation of a recently derived implicit 

sequence of training effect, which allows describing µ0HEB vs n for n ≥ 1 in diverse 

systems. It is a challenging task for the future time to find a microscopic theory of the 

training effect. Even if it turns out that there is no simple unique microscopic theory for 

the EB effect, the training might be a universal property. The predictions made here allow 

for further experimental tests. For instance, the relation between the AF interface 

magnetization and the EB field suggest that γ increases with the square of the FM layer 

thickness (will be studied in next section of this chapter) and decreases inversely 
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proportional to the square of the FM interface magnetization. Both parameters are 

experimentally accessible.  

 

33..22   FFEERRRROOMMAAGGNNEETTIICC  TTHHIICCKKNNEESSSS  DDEEPPEENNDDEENNCCEE  AANNDD  

SSCCAALLIINNGG  BBEEHHAAVVIIOORR  OOFF  TTHHEE  EEXXCCHHAANNGGEE  BBIIAASS  

TTRRAAIINNIINNGG  EEFFFFEECCTT  

The most frequently studied size effect in EB systems is given by the 1/tFM- 

dependence of the EB field on the FM film thickness tFM.10,157,160,161,162 The inverse FM 

thickness dependence reveals the interface nature of the EB effect and reflects the origin 

of EB as a competition between the Zeeman energy of the FM layer and AF/FM interface 

coupling energy. Nevertheless, the detailed microscopic understanding of the interface is 

still elusive. However, under the assumption of homogeneous magnetization along the 

FM film normal, the Zeeman energy will increase linearly with tFM

This section of chapter 3 sheds light on the t

 independent of the 

specific nature of the interface coupling energy.  

FM-dependence of the EB training 

effect and, in particular, it’s scaling behavior. Training, which describes the decrease of 

the EB field with subsequently cycled hysteresis loops of the ferromagnet, can be 

understood in the framework of triggered spin configurational relaxation of the AF 

pinning layer. This general view includes deviations of the AF spins from their easy axes 

and, hence, from the AF ground-state of the pinning layer. Recently such deviations and 
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reorientations of spins between easy axes have been evidenced as a microscopic origin 

for large training effects and asymmetry in EB in systems like CoO/Co where more than 

one easy axis exists.112,163,

EB is an interface phenomenon and the EB fields follow 

 Since in this general sense training originates from changes of 

the spin structure of the AF pinning layer towards its equilibrium configuration, it is not 

apparent at all that a variation of the FM thickness could affect the EB training effect. 

Therefore, a closer look reveals the need of studying the FM thickness dependence of the 

EB training effect.  

0 1/EB FMH tµ ∝  

dependence. If this simple 1/ FMt -dependence holds for every individual hysteresis loop 

of a training sequence according to 0 ( ) 1/EB FMH n tµ ∝ , where n is the hysteresis loop # in 

a training sequence, then one may conclude that the n-dependent evolution of the AF 

interface magnetization is independent of FMt . Note, that such a finding is not apparent 

considering the fact that the antiferromagnet acts on the ferromagnet by changing its 

coercivity where a counter reaction of some sort has to be expected.35,164

1/ FMt

 In addition, 

even the simple -dependence of 0 ( )EBH nµ  leaves a non-trivial fingerprint in the 

characteristics of the training sequence allowing for a unique cross-check of the recently 

introduced theoretical approach. Furthermore, this sub-chapter also presents scaling of 

the crucial parameter involved in the fits of 0 EBHµ  vs. n data and its collapse on a FM 

thickness and temperature dependent master curve. The latter provides excellent evidence 

for the universality of underlying phenomenological description of the EB training effect.  
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33 ..22 ..11 ..   PPRR EE PP AA RR AA TT II OO NN   OO FF   AA   CCOO OO//CCOO --WW EE DD GG EE   SS AA MM PP LL EE   AA NN DD   II TT SS   

EE XX PP EE RR II MM EE NN TT AA LL   DD EE TT AA II LL SS   

 The deposited Co thin film is a wedge with thickness gradient along the length of 

the substrate of c-plane Al2O3. The-state-of-art MBE is used to grow this film. 

Deposition takes place under ultra high vacuum (UHV) conditions at a base pressure of 

5.0×10-11 mbar and the substrate is maintained at a temperature of 573 K. An average 

thickness gradient of 3 nm to 28 nm over 1 cm lateral distance was achieved by partially 

opening the shutter of the effusion cell and projecting the truncated beam of the profile 

onto the substrate. Unlike other step wedges where sample growth was controlled by 

using motored shutter movement attached to the substrate,157,160,165

 

 we exploit shutter 

control of the Co effusion cell allowing for the growth of a “continuous” Co wedge. 

Although the latter process sounds trivial, in fact it is a very intricate process and requires 

several attempts to capture only the truncated beam profile on to the substrate. 

Figure 3.7. A digital photo of the Co wedge shaped thin film. The arrow points in 
the direction of thickness gradient. The scale defines the position on the sample.  
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 Fig. 3.7 shows an optical micrograph of the sample revealing the lateral change of 

optical transparency and hence, resembling the thickness gradient of the wedge. The 

latter is indicated by an arrow. The numbers indicate individual positions, x, of different 

thicknesses along the wedge. 
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Figure 3.8. Small angle x-ray reflectivity data (circles) for three different thicknesses (a) 4.3 nm, (b) 9.3 
nm, and (c) 22.9 nm obtained from best fits (red lines) using the LEPTOS-2 software program. 

 



124 
 

 

 Local thicknesses at different positions, x, along the sample have been measured 

by small angle XRR using collimated X-rays with a lateral resolution of about xδ ≈ 0.5 

mm in the direction of the gradient while the grazing incidence of the X-rays gives rise to 

a spatial average normal to the gradient. Note that this direction represents constant Co 

thickness as shown in Fig 3.7 in accordance with the growth technique. Fig. 3.8. (a), (b), 

and (c) show three typical XRR θ-2θ scans taken at different positions. Best fits (lines) 

reveal the thicknesses 1( 10 )FMt x mm= = 4.3 nm, 2( 6 )FMt x mm= = 9.3 nm and 

3( 2 )FMt x mm= = 22.9 nm, respectively. 

 Since the wedge resembles the projected flux profile of the partially closed Co 

effusion cell onto the sapphire substrate, the local Co thickness is a nonlinear function of 

the lateral position x. In order to obtain a quantitative relation ( )FM FMt t x=  which allows 

for continuous thickness interpolation, the locally measured thickness data are fitted to an 

empirical profile ( )t x . The latter has been modeled with the help of a Fermi-type 

function ( )0( ) /( ) / 1x x wt x A e −= + . It is an empirical approach replacing the cosine law of 

an ideal point like Knudsen cells where constant flux is realized on spherical surfaces 

touching the evaporation point.166

w

 Here, however, we take advantage of the perturbation 

of the flux induced by a shutter. Collision of Co atoms leaving the cell gives rise to 

momentum transfer and, hence, to a broadening of the geometrically sharp shadow. The 

broadening is modeled by the width, , entering the profile function ( )t x . The 

unperturbed Co evaporation rate in the center of the flux profile was monitored by a 

calibrated quartz crystal and found to be 02 ( ) /t x τ = 0.02nm/s. The sapphire substrate has 

been exposed to the Co evaporation profile for τ = 104
02 ( )A t x= sec calibrating  as A =
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200 nm. The two remaining parameters 0x  and w  adjust the onset and steepness of the 

flux drop from maximum unperturbed flux down to zero flux for 0x x>> . Best fitting 

yields x0 w = -6.91 mm and  = 4.32 mm. The result of the best fit is displayed as a line in 

Fig. 3.9 and an enlarged scale in inset of Fig. 3.9, respectively.  
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Figure 3.9. Variation of Co thickness with respect to the position, x, on the sample parallel to 
the thickness gradient. Circles represent local thickness values obtained from x-ray 
reflectivity. An empirical Fermi-type function is best fitted to the data as shown in red colored 
line. The inset shows an extrapolation of the empirical Fermi-type flux profile created by the 
partially shuttered evaporation beam (line) along with the data points (circles). 

 

 A constant thickness, AFt ≈ 3 nm, of naturally formed AF CoO layer has been 

identified by small angle XRR after atmospheric exposure of the Co wedge. The use of a 
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single Co wedge ensures that the CoO pinning layer has constant thickness while FMt

varies continuously. This has advantages over the preparation of a sequence of individual 

samples with various Co thicknesses, because the exposure time and various other ill 

controlled factors influence the thickness of the naturally formed CoO layer. Since we 

study the FMt -dependence of the EB and its training effect, a constant AF pinning layer 

thickness is a necessary condition in order to avoid fluctuations in 0 EBHµ  induced by 

variations in AFt .  

 Detailed structural characterization of the wedge CoO/Co sample has been 

performed by θ-2θ wide angle XRD and pole figure scans using Rigaku D/Max-B 

diffractometer and Bruker-AXS D8, respectively
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Figure 3.10. X-ray diffraction pattern of the Co/CoO heterostructure deposited on 
c-Al2O3 substrate. Single-crystalline peaks of hexagonal Co film.  
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 The XRD pattern of Fig. 3.10 reveals a single-crystalline hexagonal Co film with 

(0002)-oriented growth on the c-Al2O3 substrate similar to the results found from 

deposition on the α-plane of sapphire in Ref. [167

 

]. The corresponding pole figure scan 

in Fig. 3.11 evidences the six-fold symmetry of the Co film confirming hexagonal 

growth. 

 

Figure 3.11. 3D pole figure scans performed at 2θ = 44.2º of Co (0002). Peak intensities 
separated by 60º confirm the hexagonal in-plane symmetry of the Co film. 
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The pole figure scans were performed at various Co thicknesses along the wedge keeping 

2θ = 44.2º of Co (0002) fixed using the 2D detector (HI-STAR). They all reveal identical 

hexagonal symmetry. 

 

33 ..22 ..22 ..   MMAA GG NN EE TT II CC   CC HH AA RR AA CC TT EE RR II ZZ AA TT II OO NN   VV II AA   LL OO CC AA LL   MMOOKKEE  

 Longitudinal magneto-optical Kerr effect (LMOKE) has been employed to 

measure the local magnetic hysteresis loops along the thickness gradient of a CoO/Co 

wedge sample. Magnetic fields 00.25 0.25T H Tµ− ≤ ≤ are applied parallel to the sample 

surface. LMOKE loops were recorded at various temperatures, 20 K ≤ T ≤70 K after 

cooling the heterostructure from T = 320 K in the presence of in-plane magnetic field of 

0.25T. The s-polarized incident laser beam of wavelength λ=670 nm makes an angle of 

about 20o

The focused laser beam is scanned across the wedge shaped Co film probing local 

hysteresis loops. The scan takes place parallel to the thickness gradient. The local 

thickness is identified from readings of the respective laser spot positions on an mm- 

 with respect to the normal of the sample surface. Glan-Thompson polarizers are 

used for polarizing and analyzing the light. A lens of focal length f=350 mm and diameter 

of D=25 mm is utilized here to focus the light beam onto the particular position on 

sample surface. The reflected beam is periodically modulated between left and right 

circularly polarized light by the photo-elastic modulator (PEM). We have used an 

optimized MOKE setup “configuration 1.1” (based on discussion from 2.2.4. in chapter 

2) for all magnetic studies here. 
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ruler attached to the sample. The diameter of the laser spot is diffraction limited 

according to the Rayleigh criterion 1.22 /l f Dλ∆ =  ≈ 11 µm. Taking into account the 

limited spatial resolution of the X-ray beam while measuring thicknesses as well as 

reading errors in the local laser spot position due to parallax, outshining of the airy disk 

and inaccuracy in the scale attached to the sample we estimate a total uncertainty in the 

position reading to be 1x∆ <  mm. This uncertainty gives rise to a relative thickness 

uncertainty. With x0 w = -6.91 mm and  = 4.32 mm, 0( ) / 1x x we − >>  holds for all positions 

2 11mm x mm< <  and, hence, /t t∆  is estimated according to 

/ / / 23%t t t x x t x w∆ = ∂ ∂ ∆ ≈ ∆ <


. However, this uncertainty in the Co thickness is 

corrected to a large extent with the help of the scaling plots as outlined subsequently in 

the next section 3.2.3.  

 

33 ..22 ..33 ..   RREE SS UU LL TT SS   OO FF   MM AA GG NN EE TT II CC   MM EE AA SS UU RR EE MM EE NN TT SS     

 As we discussed before the investigation of the EB training effect requires 

initialization of the EB prior to every set of subsequently cycled hysteresis loops. A well 

defined EB initialization takes place via field cooling the sample from T=320 K > 

TN(CoO)=291 K to target temperature in the presence of an in-plane applied magnetic 

field of μ0H=0.25 T. The latter exceeds the saturation field of our Co wedge. Note that 

the easy axis of Co films with thicknesses 3 nm< tFM < 28 nm is always in-plane.168,169,170

20 BK T T< < =

 

After EB initialization a fixed temperature between 96.8 K is stabilized 

with 10Tδ < mK precision in a closed cycle optical cryostat. Measurements of the local 
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training effect were performed at a fixed position x by recording 10 subsequently cycled 

longitudinal Kerr loops in a field interval 00.25 0.25T H Tµ− < < . The EB shift 

0 EBHµ =  0 1 2( ) / 2c cH Hµ +  of the hysteresis loop is determined for each individual loop 

from the coercive fields 
1,2cH  by linear best fits in the region of zero magnetization 

1 2
( ) ( ) 0c cM H M H= = .  
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Figure 3.12. Normalized Kerr magnetic hysteresis loops measured at T=50K within a training 
sequence: first loop (squares), second loop (circles), and tenth loop (triangles) for four different 
Co thicknesses, (a) 7.3 nm, (b) 12.0 nm, (c) 13.9 nm, and (d) 21.2 nm. 
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 Figure 3.12 (a)-(d) show the hysteresis loops of the 1st (squares), 2nd (circles) and 

10th (triangles) for CoO(~3nm)/Co(tFM). Measurements take place at various positions 

corresponding to the nominal thicknesses tFM

0 0 2 1( )c c cH H Hµ µ= −

 =7.3, 12.0, 13.9 and 21.2 nm at T=50 K 

after EB initialization, respectively. Fig. 3.12 shows a pronounced EB and its 

accompanied training effect as well change in the loop width . Fig. 

3. 13 (a)-(d) shows decay of EB with loop number, 0 EBHµ vs. n, resulting from Fig 3.12, 

at T=50 K for all four different nominal thicknesses. 
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Figure 3.13. Training effect of the exchange bias µ0HEB

 

 vs. loop# n (circles) and the 
corresponding best fits according to Eq. (1-17) (squares) for the same Co thicknesses as 
displayed in Fig. 5 measured at T=50K. Lines are guide to the eye only. 
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 Circles are the experimental data while red colored squares are obtained from the 

best fit of the implicit Eq. (1-17). The lines have no physical meaning; they are just eye 

guiding lines. From Fig. 3.13, it is obvious to see approximately 80% of the training 

dynamics takes place between the first and second training loops while the remaining 

20% decay gradually with increasing number of loops. In addition to the above displayed 

data at T = 50 K, training sequences of 10 subsequent loops have been measured and best 

fitted with Eq. (1-17) for all nominal Co thicknesses tFM

 In Fig 3.14 (a), we have plotted EB fields, 

 =7.3, 12.0, 13.9 and 21.2 nm at 

other various temperatures T =20, 27, 35, 43, 57, 65 and 70K, respectively. The 

experimental training sequence hysteresis loops for the other temperatures follow similar 

manners as T =50K (not shown). 

0 ( 1)EBH nµ = vs. T, of the first loop of 

a respective training sequence for all measured thicknesses, FMt , and temperatures, T. 

This graph represents the behavior of the EB with different temperatures and thicknesses. 

 Apparently, but in the absence of a proper theory, the individual data sets, 

0 ( 1, 7.3 )EB FMH n t nmµ = = vs. T (squares), 0 ( 1, 12.0 )EB FMH n t nmµ = = vs. T (circles), 

0 ( 1, 13.9 )EB FMH n t nmµ = = vs. T (up triangles) and 0 ( 1, 21.2 )EB FMH n t nmµ = = vs. T 

(down triangles) follow a linear temperature dependence, respectively. The lines in the 

graph are the best linear fits to the experimental data. 
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Figure 3.14. (a) Variation of exchange bias μ0HEB vs. T for Co thickness values 7.3 nm (squares), 
12.0 nm (circles), 13.9 nm (up triangles), and 21.2 nm (down triangles). The lines are the best 
linear fits. (b) The master line μ0HEBtFM vs. T with corresponding scaled data and the blocking 
temperature TB

 
 = 96.8 K marked by an arrow at the intercept of the master line with the T-axis. 

 In accordance with the Meiklejon Bean expression (1-7), 0 ( 1)EBH nµ =  follows a 

1/ FMt -dependence. Eq. (1-7) expresses the relation of the EB field to a 

phenomenological coupling J between the FM and AF interface magnetization FMS  and 
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AFS , and the saturation magnetization FMM  of the FM film of thickness FMt . Therefore, 

scaling according to 0 ( 1)EB FMH n tµ = ×  vs. T as shown in Fig. 3.14 (b) is naturally 

expected. Since each individual data set follows empirically a linear T-dependence, data 

collapse takes place on a virtually linear master curve. The line shows a best fit to the 

scaled data 0 ( 1)EB FMH n tµ = ×  vs. T with slope -0.0387a =  T nm/K and y- axis intercept 

3.3697b =  T nm. Its extrapolation towards 0 ( 1)EB FMH n tµ = × = 0 determines the 

blocking temperature TB = 96.8 K, where EB completely disappears. Furthermore, we 

plotted the scaled graph of EB with respect to the FM thickness, tFM

 Fig. 3.15 (a) shows 

, for all possible 

temperatures. The results are shown in Fig. 3.15. 

0 ( 1)EBH nµ =  vs. FMt  for T =20 (squares), 27 (circles), 35 (up 

triangles), 43 (down triangles), 50 (diamonds), 57 (left triangles), 65 (right triangles) and 

70K (hexagons), respectively. As expected, the individual data sets follow the 1/ FMt -

dependence of Eq. (1-7). The lines are best fits to Eq. (1-7) where 1 /FM AF FMP JS S M= −  

becomes the temperature dependent fitting parameter for each data set. Recalling the 

fitting parameters a and b of the linear master curve of Fig. 3.14 (b) we create a data 

collapse according to the scaling 0 ( 1) /( )EBH n a T bµ = +  vs. FMt . Fig. 3.15 (b) shows the 

result of this scaling which reflects the 1/ FMt -dependence of the individual data sets. The 

master curve of the scaled 0 ( 1) /( )EBH n a T bµ = +  vs. FMt  data is again obtained by a best 

fit to 0( ) /FM FMg t g t=  where the unit free fitting parameter reads 0 0.1051 0.0025g = ± . 
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Figure 3.15. (a) Variation of exchange bias μ0HEB vs. ferromagnet thickness tFM at 
different temperatures. The lines are best fits to Eq. (1-7). (b) Scaled data 
μ0HEB×(aT+b)-1 vs. tFM 

 

 (for details regarding a and b see text). The master curve is 
represented by a best fit (line) of a Meiklejon Bean-type formula to the scaled data. 
Arrows provide a geometrical interpretation of the thickness correction assigning 
scaled thickness values to the nominal thicknesses. 

 As we discussed before, the nominal thicknesses tFM

/FM FMt t∆

 suffer from experimental 

uncertainties  of up to 23%. However, the master curve ( )FMg t of Fig. 3.15 (b) 

allows for the determination of scaled/corrected thicknesses, scaled
FMt . They are to a large 

extent free from the experimental errors originating from x∆  uncertainties. Considering 
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the quality of our Kerr magnetic loops it is reasonable that the statistical deviations of the 

data points from the master curve originate from errors in FMt  while errors in the EB 

fields of the first loops are insignificant. Under this consideration scaled
FMt  is obtained from 

the relation 0 0/ ( 1, ) /( )scaled
FM EB FMg t H n t a T bµ= = + . Geometrically, this correction 

procedure describes a shift of the data points along the FMt -axis onto the master curve. 

This procedure is indicated in Fig. 3.15 (b) by horizontal arrows for two exemplary data 

points of T= 70 K (hexagons). The resulting relative corrections /scaled
FM FM FMt t t− are 

within the expected maximum error / / 23%t t x w∆ ≈ ∆ =  associated with the x∆  

uncertainties. Also, we did confirm the correctness of the nominal thicknesses with the 

help of a 3D graph of EB as shown below.  
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Figure 3.16. 3D plot illustrating the exchange bias μ0HEB
scaled
FMt vs. ( , T). The spheres are the 

experimental data and the interpolating grid results from Renka-Cline gridding algorithm. 
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 Fig. 3.16 shows a 3-dimensional plot of 0 ( 1)EBH nµ =  vs. ( scaled
FMt ,T) for all scaled 

thicknesses and temperatures. All data points fall on a smoothly curved surface indicating 

that 0 ( 1)EBH nµ =  decreases with increasing temperature as well as FM thickness. The 

smoothness of the interpolating surface indicates that in fact the thickness correction 

effectively eliminates the errors in the nominal thicknesses FMt . Note, that due to the 

scaling procedure scaled
FM FMt t→  the 0 ( 1)EBH nµ = -data points do not follow iso-thickness 

lines anymore.  
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Figure 3.17. 3D plot illustrating the exchange bias μ0HC
scaled
FMt vs. ( , T). The spheres are the 

experimental data and the interpolating grid results from Renka-Cline gridding algorithm. 
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 Fig. 3.17 shows a similar 3-dimensional plot for coercivity 0 ( 1)cH nµ =  vs. ( scaled
FMt

,T), of the first loop of a respective training sequence for all scaled thicknesses and 

temperatures. The loop width or coercivity is known to increase with decreasing 

temperature below the EB blocking temperature BT . Qualitatively this behavior can be 

understood due to the drag effect the FM interface spins experience on magnetization 

reversal. In addition, Fig. 3.17 shows an increase of the coercivity with decreasing FM 

thickness. The decrease in thickness of FM increases the surface-to-volume ratio of the 

magnetic moment in the FM. Therefore, the effective coupling at the interface between 

FM and AF enhances which ultimately increases the coercivity on both left and right 

branches of the FM hysteresis loop. Recently, Scholten et al. provided a mean-field 

solution for the coercivity change in EB heterolayers. It reads 

                       
FM

FMc
FMc tJ

tJHtH
/1

/)(
2

0
0 χ

χµµ
+

+
=

∞

  (3-12) 

where 0 0 ( )c c FMH H tµ µ∞ = → ∞  is the FM bulk coercivity and χ is the temperature 

dependent magnetic susceptibility of the AF layer at the interface. Individual best fits of 

Eq. (3-12) to 0 cHµ  vs. scaled
FMt  at constant temperature (not shown) indicate / 1FMJ tχ <<  

and 0 0 ( )c c FMH H tµ µ∞ <<  for all studied thicknesses. Therefore an approximate 1/ FMt - 

behavior is expected not only for 0 ( 1)EBH nµ =  but also for 0 ( 1)cH nµ =  vs. T. The latter 

is consistent with the intuitive picture that the coercivity enhancement in EB system is an 
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interface effect. 1/ FMt -dependence and more general (1/ )FMt α  behavior of 0 ( )c FMH tµ  

has been observed in various EB systems.,66,

From Eq. (3-12) and its successful application to the 

  

0 cHµ  vs. ( scaled
FMt ,T) data it is 

apparent that the thickness dependence of the FM loop width is related to the AF 

interface susceptibility. Hence, as a counter effect, one might expect that the AF interface 

susceptibility/magnetization and, with it, the EB training effect depends on the FM film 

thickness in a non-trivial 1/ scaled
FMt -manner. Subsequently we evidence, however, that the 

training effect in our CoO/Co samples reflects only the explicit 1/ scaled
FMt -dependence of 

Eq. (1-7) implying that the AFS  vs. n does not or only insignificantly depend on scaled
FMt . We 

evidence this statement later in section (3.2.4) with the help of the recently introduced 

implicit sequence [Eq. (1-17)] for the EB training effect.  

 

33 ..22 ..44 ..   SSCC AA LL II NN GG   OO FF   TT HH EE   SS TT RR EE NN GG TT HH   OO FF   TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT   

We have plotted a 3-dimensional graph of the characteristic decay rate γ as a 

function of tFM

Fig. 3.18 shows a 3-dimensional plot of the crucial fitting parameter γ vs. (

 and T to get a glimpse of the overall γ evolution. 

scaled
FMt , 

T). In section 3.1.4, we have derived a mean-field expression for the temperature 

dependence of γ. 
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Figure 3.18. 3D plot illustrating fitting parameter γ vs. ( scaled
FMt , T). The γ-values are obtained 

from best fits of the training data to Eq. (1-17). The spheres are the experimental data and the 
simulated grid results from Renka-Cline gridding algorithm. 

 

In accordance with this result the iso-thickness lines γ  vs. T show an increase of 

γ  with increasing temperature (as shown Fig. 3.5). At the same time, the isotherms 

follow a ( )2scaled
FMtγ ∝  behavior. This can be easily seen by substituting MB expression of 

Eq. (1-7) into implicit expression Eq. (1-17) 
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Eq. (1-7) reads )(
 tM

)(
FMFM0

nSJSnH AF
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EB µ
−=  and  

Eq. (1-17) reads ( )
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By substituting Eq. (1-7) into Eq. (1-17), we obtain 

( ) ( )
( ) ( )2
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2
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2

)(
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FM

AF
e
AF

AFAF

FM

FMscaled
FM t

nSS
nSnS

JS
Mt ∝

−

−+








=

µ
γ   (3-13) 

where e
AFS  is the quasi-equilibrium AF interface magnetization achieved in the limit 

n → ∞ . Note, ( )2scaled
FMtγ ∝ behavior from Eq. (3-13) suggesting a scaling plot ( )2

/ scaled
FMtγ  

vs. T. Fig. 3.19 displays this scaling plot which is the essence of our study here. Within 

the error bars perfect data collapse onto a master curve is achieved. The line is a single 

parameter fit of Eq. (3-11) using the fixed blocking temperature TB

( ) 









∆ 2scaled

FMt
γ

=96 and the error bars 

are calculated from . 

The fact that data collapse is achieved on the basis ( )2scaled
FMtγ ∝  implies 

0 ( ) 1/ scaled
EB FMH n tµ ∝  and, therefore, ( )AFS n  are independent of scaled

FMt  [according to Eq. 

(1-7), (1-17) and Eq. (3-13)]. In other words, ( )2scaled
FMtγ ∝  is a direct consequence of 

( )AFS n  being independent of scaled
FMt . It is not transparent from the beginning until it has 

been proven now. 
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Figure 3.19. Scaling plot ( )2/ scaled
FMtγ  vs. T. The line represents a best fit of the mean-field result for 

the temperature dependence of γ to the data (circles). The error bars reflect the maximum deviations 
of γ related to thickness fluctuations. 

 

Note in addition that the ( )2scaled
FMt - scaling of γ  is a strong evidence for the 

validity of the underlying phenomenological theoretical approach. The latter is based on 

triggered relaxation of the pinning layer towards quasi-equilibrium. The dynamics of this 

triggered relaxation process is controlled via a discretized Landau-Khalatnikov equation 
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involving the free energy difference ( )4
( ) e

AF AFF S n S∆ ∝ − between e
AFS  and ( )AFS n  for a 

given loop n. The functional form of the free energy involving the fourth power of the 

interface magnetizations gives rise to the functional form of the implicit Eq. (1-17) with 

the cubic term on the right hand side. Note, that only that particular cubic term on the 

right side of the expression of Eq. (1-17) provides ( )2scaled
FMtγ ∝ . This is indeed a 

remarkable evidence for the underlying structure of the free energy. 

 In summary, we have studied scaling behavior of the exchange bias training effect 

on the FM film thickness and temperature in a CoO/Co-wedge heterostructure. The study 

is partially motivated by the observed entanglement between the coercivity of the FM 

film, its thickness dependence and its relation with the AF interface susceptibility. A 

possible change in the FM thickness onto the AF interface magnetization leaves, 

however, no fingerprint in the exchange bias training effect. This is evidenced by a 

detailed scaling analysis showing that each individual exchange bias field within a 

training sequence resembles the same well-known inverse thickness dependence on the 

FM film thickness. This finding implies, however, that the evolution of the AF interface 

magnetization is independent of the FM film thickness. Nevertheless, training of the 

absolute exchange bias fields shows a FM thickness dependence entering the 

corresponding theory in a non-trivial manner. Scaling behavior of the crucial fitting 

parameter involved in the latter provides unprecedented evidence for the underlying 

phenomenological approach based on discretized Landau-Khalatnikov dynamics.  
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CCHHAAPPTTEERR  44  

AANNTTIIFFEERRRROOMMAAGGNNEETTIICCAALLLLYY  CCOOUUPPLLEEDD  HHAARRDD//SSOOFFTT  

FFEERRRROOMMAAGGNNEETTIICC  BBIILLAAYYEERRSS  

 The hard/soft FM bilayers experience coupling through RKKY (Ruderman-Kittel-

Kasuya-Yosida) interaction at their interface. In this chapter, I present experimental 

results on this interface coupling between hard and soft FM layers. I also present 

temperature dependent studies of the interface coupling phenomenon and its aging 

behavior. The latter is described with the help of a phenomenological theory based on 

Landau-Khalatnikov approach. Furthermore, I present dynamical enhancement of the soft 

layer hysteresis loop in the vicinity of the hard layer by increasing sweep rates of the 

applied magnetic field.  

  

44..11   SSPPEECCIIFFIICC  SSAAMMPPLLEE  PPRROOPPEERRTTIIEESS  

 It has been shown that the magnetic coupling at the interface between a 

ferromagnet and an antiferromagnet can generate exchange bias effect. The EB 

phenomenon was originally discovered more than 50 years ago by Meiklejohn and 

Bean.1,2 Since then the EB effect has been extensively observed in a vast variety of 

systems including AF/FM and FM/ferrimagnetic thin-film heterostructures, AF/FM core 

shell nanoparticles, FM precipitates in antiferromagnet and spin glass matrices, and spin 
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valves; however, the details of its origin is still under debate.20,105,171

 Under these lines, we considered coupled bilayers of hard and soft FM films, very 

similar to exchange-spring magnets,

 Therefore, there is a 

need of an alternative system where not only microscopic details of the EB are 

understood but also a simple theory can be developed which can explain the phenomenon 

of EB and also its accompanying training effect.  

172,173,174,175 that follow the strategy of conventional 

exchange bias.176,177 Here, the FM hard layer (HL) serves the purpose of the pinning 

layer, which is brought into a pre-conditioned state similar to the AM pinning layer. A 

FM soft layer (SL) is placed in the vicinity of HL that works as actual switchable pinned 

layer similar to the FM layer in conventional systems. To accomplish the effect of EB, 

both hard and soft layers need to be magnetically coupled. This coupling has to be strong 

enough to produce a considerable effect, but cannot be so strong that the individual 

character of each layer vanishes. Such an intermediate coupling strength can be realized 

by using the AF-interlayer exchange coupling.178 This bilayer structure has the advantage 

that the switching field and temperature range is much more accessible in comparison to 

conventional exchange bias systems. Antiferromagnetically coupled HL/SL bilayers are 

not only important in magnetic recording technology but can also be used as model 

systems to study EB and its related effects.112,179,180 HL/SL systems have several 

advantages over conventional AF/FM systems. For example, a FM pinning layer provides 

unique experimental access to the change in its magnetization state. In addition, the 

dependence of the bias field on the pinning layer magnetization can be directly measured 

by simple magnetometry like AGFM.179,180 On the other hand, AF materials are naturally 

inert to applied magnetic fields which limit the control of the AF domain state. 
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Furthermore, setting the EB state typically requires a field-cooling procedure in AF/FM 

bilayers, which makes a high temperature processing necessary for room-temperature 

devices. The situation is different when the pinning layer couples strongly to an applied 

magnetic field as it does in HL/SL heterostructures. 

 In the HL/SL bilayer systems, the HL pins the magnetic SL through RKKY 

interface coupling and shifts its hysteresis loops along the magnetic field axis. The shift is 

quantified by the bias field, BH0µ . We label this shift as BH0µ  to distinguish it from 

conventional exchange bias, EBH0µ . In the case of AF coupling, BH0µ , is positive when 

the HL magnetization is set in a positive magnetization state and vice versa when the HL 

magnetization is negative. Moreover, the FM pinning layers provide unique experimental 

access to the change in their magnetization state and, in turn, reveal the dependence of 

the bias field on the pinning layer magnetization. Therefore, the cycle dependent 

evolution of the pinning layer magnetization can be unambiguously measured and its 

correlation with training of the bias field is clearly evidenced. The bias field training 

effect is defined here as an alteration of the bias field upon cycling the bilayer system 

through consecutive hysteresis loops of SL and is quantified by BH0µ vs n, where n is the 

number of cycled SL loops. Training can be observed when the spin structure of the 

pinning layer (HL) is initially out of equilibrium and approaches the equilibrium spin 

configuration triggered via subsequent reversals of the pinned magnetization. 

 Recent attempts to measure the correlation between aging of the interface 

magnetization in an AF pinning layer and the training of the EB field in AF/FM 

heterostructures faced serious problems due to the smallness of the excess magnetic 
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moment in the AF pinning layer that gives rise to conventional EB.71,181 Also, in these EB 

systems, proportionality between the moment at the interface and the AF bulk magnetic 

moment is a faintly motivated assumption. The latter is far more reasonable in the case of 

a very thin FM pinning layer with a homogeneous spin structure along the normal of the 

film as demonstrated by the linearity of the effect. Recently, it is observed that a very tiny 

deviation from linearity can be expected.182

 This chapter presents results of the bias field and its training effect. We also 

present a theory of the training effect adapted to all FM bilayers, which shows excellent 

agreement with our experimental data [section 4.3]. Furthermore, we also show 

experimental results of the temperature dependence of the bias field training effect in 

consistent with the proposed phenomenological theory. The latter is developed with the 

help of discretized Landau-Khalatnikov approach [section 4.4]. Finally, the dynamical 

enhancement of the bias field and its training effect is presented [section 4.5] and the 

experimental results are well supported with the power law behavior above a quasi-static 

limit of sweeping rate of applied magnetic field.  

  

 

44..22 ..   SSAAMMPPLLEE  DDEESSCCRRIIPPTTIIOONN  AANNDD  MMAAGGNNEETTIICC  

CCHHAARRAACCTTEERRIIZZAATTIIOONN  

 The SL of the sample under investigation is a CoCr film of 3 nm thickness. It is 

exchange coupled with a magnetically hard CoPtCrB pinning layer of 15 nm thickness 
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via a Ru interlayer of thickness 0.7nm. This sample is prepared by using sputtering 

methodology. The details of the sample fabrication can be found elsewhere.
179,180
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Figure 4.1. The dashed line shows the overall magnetic hysteresis m vs 0H. Thick solid red 

lines are low field minor loops after positive and negative saturation of the hard layer, 

respectively. The horizontal line visualizes magnetic remanence mr for the upper soft loop, 

the vertical line indicates the shift of the soft layer loop along the field axis relative to H=0. 

The inset is a schematic of the sample.  

 

The dotted line in Fig. 4.1 shows the overall magnetic hysteresis loops m vs. H
0

, 

where m is the magnetic moment and H is the applied magnetic field. The measurements 

are done at room temperature with the help of AGFM. The inset shows a sketch of our 

sample. The shape of the overall loop reflects well separated switching fields of the HL 

and SL, respectively. Two minor loops in the first and third quadrant in Fig. 4.1 (solid red 
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lines) resemble the reversal of the SL. The SL loops shown in Fig. 4.1 have been 

measured within a field range -100 ≤ H0µ ≤ 100 mT when the HL magnetization is 

closely below its saturation.  

 

44..33 ..   TTRRAAIINNIINNGG  EEFFFFEECCTT  IINN  CCOOUUPPLLEEDD  HHAARRDD//SSOOFFTT  

BBIILLAAYYEERRSS  

 Similar to hysteresis loop shift of the ferromagnet in AF/FM bilayers, the SL also 

shows a horizontal loop shift along the magnetic field axis by an amount of BH0µ  as 

indicated by a vertical line in Fig 4.1. The SL also shifts significantly along the vertical 

direction by an amount of the remanent magnetic moment, mr of the HL as described 

above. In contrast, no or insignificant vertical shift appear in the case of classical systems 

where the pinning layer (AF) magnetic moment, m ≈ 0.177,183

 

  

44 ..33 ..11 ..   IINN II TT II AA LL II ZZ AA TT II OO NN   OO FF   TT HH EE   BB II AA SS   FF II EE LL DD     

 HL/SL bilayer systems do not demand any field cooling procedure to generate 

bias field effect; however, an initial process is required to measure the SL without 

disturbing HL magnetization. The process contains applying large positive/negative 

magnetic fields to the bilayer heterostructure where both HL and SL saturate completely 

and which is followed by setting the HL state in a partially demagnetized condition. The 
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latter refers to the domain state of the HL that requires application of moderate 

negative/positive magnetic fields, respectively. This sets a starting point for measuring 

the bias field of the SL. Fig. 4.2 shows the above mentioned procedure in several 

schematics. They are depicting the evolution of the domain structures in the HL during 

typical experiments via arrows representing the local HL magnetization. These HL 

magnetization states in Fig 4.2 correspond to the initialization [ (a) and (b) ] of the 

measurement process and subsequent SL training cycles [ (c) first cycle and (d) after 

large number of cycles ].  

 

Figure 4.2. The schematic sketches the magnetic domain state of HL/SL heterostructure at different 
stages during the training cycle: (a) A strong magnetic field is applied on the bilayer that saturates the 
magnetization of both HL and SL in the direction of the applied magnetic field; (b) A moderate magnetic 
set field is applied in the opposite direction that creates HL domain state and initiate the starting point for 
measuring the bias field effect; (c) After the first magnetic reversal of the SL, the HL spins are dragged 
by back towards uniform magnetization of the HL; (d) After several hysteresis loops of the SL, the HL 
reaches to quasi-equilibrium state which has an increased magnetization in comparison to initial state. 

(c) After 1 st training hysteresis loop of SL

(d) After large # of training hysteresis loops of SL

(b) After set magnetic field µ0Hset

(a) After saturation magnetic field µ0Hsat=1T

SL

HL

SL

HL

SL

HL

SL

HL
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44 ..33 ..22 ..   TTHH EE   BB II AA SS   FF II EE LL DD   TT RR AA II NN II NN GG   EE FF FF EE CC TT   II NN   SS OO FF TT   

FF EE RR RR OO MM AA GG NN EE TT   

 As mentioned above, the initialization process involves first saturation of both HL 

and SL magnetization aligned along a positive magnetic field. In the second step, a set 

field satH0µ− < setH0µ < 10 cHµ is applied where 10 cHµ  is the negative coercive field of 

the overall loop. This set field partially demagnetizes the HL and brings it in a domain 

state as shown in the schematic 4.2 (b). This partial HL demagnetization finalizes the 

initialization of the bias field training effect. Subsequently we measure the SL hysteresis 

loops in a magnetic field range of 1400 0 << Hµ  mT leaving the HL magnetization 

virtually unperturbed. Upon consecutive SL magnetization reversal, the HL interface 

spins are dragged back closer to the equilibrium spin configuration bringing the HL 

domain state closer to uniform HL magnetization. Therefore the HL quasi equilibrium 

which is reached in the limit of a large number of SL magnetization reversals has an 

increased magnetization with respect to the initial state of the training cycle. The 

schematics 4.2 (c) and (d) resemble the HL domain states after 1st and a large number n 

of SL hysteresis loops, respectively. 
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Figure 4.3. The first (squares) and 20th (circles) training hysteresis loops of the SL after saturating the 
whole bilayer at µ0Hsat = 0.8 T and immediately followed by µ0Hset

 

 = -0.34 T. The inset shows the SL loop 
shift along vertical axis. 

Fig. 4.3 shows the 1st (squares) and 20th (circles) training hysteresis loops of the 

SL. All these measurements were performed after saturating the bilayer at µ0Hsat = 0.8 T 

and subsequently partial demagnetization of pinning layer (HL) in the static set field of 

µ0Hset = -0.34 T. The minor SL loops are measured in the magnetic fields of moderate 

strengths, 0 ≤ µ0H ≤ 0.14 T, which do not switch the HL. After subtracting mr of HL, 

respectively, the first (n = 1, squares) and 20th (n = 20, circles) minor hysteresis loops of 
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the SL reveal a clear relative shift along the field axis as shown in Fig 4.3. The inset of 

the Fig 4.3 shows the raw curves of the SL before subtracting mr of the HL. Initially the 

training effect is not visible in the raw data, however, after subtracting the background mr

 The procedure of analyzing data is slightly involved for getting the information of 

the bias fields of the SLs. I mention here how I obtain the bias field values from the raw 

hysteresis loops of the SL.  

 

values of the HL a significant training effect is apparent.  
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Figure 4.4. Gaussian type distribution of data points after subtracting the lower branch values from upper 
branch of the hysteresis loops of 1st (blue squares) and 20th (black circles) of the SL. The red lines are the 
fits of Gaussian function. Inset shows the raw date before Gaussian fits. 
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Initially I have separated up and down branches of the SL hysteresis loop. Then I 

subtracted lower branch values from upper branch which gives rise to a Gaussian type 

distribution of data points. Inset of Figure 4.4 shows this Gaussian distribution of data 

points for the 1st (squares) and 20th (circles) hysteresis loops of Fig 4.3. So I fitted the 

resulting data with a Gaussian function as shown in Fig 4.4 by red colored line. The peak 

value of this Gaussian function gives rise to the value of bias field. For instance, the 

Gaussian fits provide the values of the bias field for 1st and 20th hysteresis loops as 

µ0HB

 Apparently, from the Fig. 4.5, the bias field experiences training through 

consecutive magnetization reversals of the SL and increases within the 20 subsequently 

cycled SL loops by about 1 mT. This training effect in µ

=80 and 81 mT, respectively. This particular process is repeated for every loop in 

the training sequence and for at all temperatures to evaluate the values of bias fields. 

0HB is accompanied by the 

relaxation of the HL magnetization towards an increased equilibrium value. In particular, 

the shifts of the SL loops along the m and field axis are linearly correlated. In order to 

analyze the µ0H vs n dependence quantitatively we determine the bias field at each n 

value for a number of different starting conditions created by different fields µ0Hset 

applied to the HL. The results are displayed in Fig. 4.5. 
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Figure 4.5. Training effect, µ0HB. vs n, of the HL-SL bilayer for set fields µ0Hset = ±0:36 
and ±0:34 T after saturation in µ0Hsat = 0.8 T for negative and µ0Hsat

 

 = -0.8 T for 
positive set fields, respectively. Triangles are the experimental data measured for first 20 
consecutive loops while lines with circles represent least-squares fits of Eq. (4.5) to the 
respective data sets. The lines are just eye-guiding.  

Fig. 4.5 shows the training effect of the HL/SL bilayer for 4 different set fields 

µ0Hset = ±0:36 and ±0:34 T after saturation in µ0H = 0.8 T, respectively. When 

saturating the bilayer in a positive (negative) magnetic field, a negative (positive) set field 

reduces (increases) the magnetization of the pinning layer. Subsequent SL hysteresis 
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loops will drag the HL back towards equilibrium corresponding to increased (reduced) 

magnetization. Triangles display the experimental µ0HB

 Similar to previous findings of conventional EB systems,

 vs n training data. The circles 

are the least-square fits of theoretical model of Eq. (4-5) developed based on Landau-

Khalatnikov approach will be discussed later in section 4.3.5.  

96 also here we observe 

that the loop-to-loop training effect is significant in the beginning of the training effect, 

i.e., for low n values, and becomes substantially less pronounced for higher values of n. 

This also indicates that the related relaxation processes in the biasing HL occur 

predominantly during the first few reversals of the SL, while subsequent loops produce 

only minor changes. In accordance with the symmetry of the overall hysteresis loop (Fig. 

4.1) identical absolute values but opposite signs of the saturation and set fields generates 

symmetrical results of µ0HB vs n dependence with respect to µ0HB = 0. Note that the 

increasing absolute value of the set field decreases the absolute value of bias field. This 

simply reflects the fact that the absolute value of the HL magnetization is further reduced 

with higher magnitude of set field. At the same time, the higher magnitude of set field 

brings the HL away from equilibrium and, therefore, the intensity of the training effect 

increases as shown in Fig 4.4.  
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44 ..33 ..33 ..   TTRR II GG GG EE RR EE DD   TT RR AA II NN II NN GG   EE FF FF EE CC TT   BB YY   RR EE VV EE RR SS AA LL   OO FF   TT HH EE   

FF EE RR RR OO MM AA GG NN EE TT II CC   SS OO FF TT   LL AA YY EE RR   

 We know from AF/FM bilayers that the training is triggered by the cycled 

hysteresis loops of the pinned ferromagnet. To evidence that the training phenomenon 

allows for a universal description it is necessary to show experimentally that the training 

effect is indeed triggered by only the cycled SL hysteresis loops. In particular, we have to 

rule out the point that the change of µ0HB reflects a continuous relaxation phenomenon 

depending on the time the HL is exposed to the applied magnetic field. In order to 

evidence the triggered nature of the training effect we study the change of the HL 

magnetization for 10 subsequent SL loops obtained for various field amplitudes µ0HAmp

 Every individual set of 10 loops takes place in applied magnetic fields 0 ≤ µ

. 

The results are displayed Fig. 4.6.  

0H ≤ 

µ0HAmp after the sample has been initialized each time in an identical fashion through 

saturation of the bilayer in µ0H = 0.8 T and partially demagnetized in a set field of µ0Hset 

= -0.34 T. The squares in the Fig 4.6 represent the change in the HL magnetization 

between the first and 10th loop. In principle, we should measure the bias field of the SL; 

however, note that the SL does not completely reverse for µ0HAmp fields smaller than its 

saturation field, so a meaningful bias field cannot be determined from the loop itself. On 

the other hand, due to the proportionality between the HL magnetization and µ0HB, we 

are able to determine the field cycling effect onto the bilayer system by simply measuring 

the remanent HL magnetization, mr. The proportionality between mr and µ0HB

179

, also 

known from Ref. [ ], is independently evidenced here. 



158 
 

 

0.00 0.04 0.08 0.12

0.6

0.8

1.0

20

300.078 0.079
23

24

25

 

 
 

m
 (n

Am
2 ) 

∆m
 (n

Am
2 ) 

µ0HAmp (T)

µ0HB (T)
  

 

 

Figure 4.6. The change in the training effect (squares) for various field amplitudes 
µ0HAmpvs. HL remanence magnetization (∝ µ0HB) in comparison to the left branch of the 
SL magnetic hysteresis loop. The inset (open circles) evidences the linear relation between 
the remanent magnetization and the bias field in our training experiments. The red colored 
line is the best linear fit to the data. Data is obtained from 20 consecutive loops after 
saturation at µ0Hsat = 0.8 T and initialization in a set field of µ0Hset

 

 = -0:34 T. 

The inset of Fig. 4.6 shows as an example of the remanent magnetization m(H=0) 

of the bilayer for 20 consecutive loops. The remanent magnetization is proportional to the 

HL magnetization due to uniform anti-parallel alignment of the SL in zero magnetic field. 

Each loop results in an individual value for the remanent magnetization and the bias field. 
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Clearly, within a small error bar, the expected linear dependence m(H=0) ∝ µ0HB

 Therefore the change of the remanent magnetization 

 is 

confirmed.  

)10,0()1,0( ==−===∆ nHmnHmm  taking place during a 10 loop training sequence 

in the field interval AmpHH 000 µµ ≤≤  can be used as a measure of the change of the bias 

field )10,0()1,0( ==−===∆ nHHnHHH BBB . Fig. 4.6 (left frame) shows that ∆m vs 

µ0HAmp (squares) increases significantly at µ0HAmp ≈ 0.08 T, simultaneous with the onset 

of magnetization reversal in the SL. This correlation between hysteretic behavior of the 

SL and the training effect is evidenced when comparing ∆m vs µ0HAmp with the up 

magnetization branch m vs µ0H of the hysteresis loop (solid circles, right frame). The 

constant value of ∆m vs µ0HAmp for field amplitudes 0.02 < µ0HAmp < 0.08 T as well 

µ0HAmp > 0.12 T indicates that the training effect is not directly caused by the time and 

amplitude of the applied field, but triggered by the SL magnetization reversal. This result 

is in agreement with previous findings obtained by polarized neutron scattering, high 

resolution photoemission electron microscopy, and micromagnetic simulations.184,185

 It is general consensus that training of the EB is caused by the nonequilibrium 

nature of the spin structure in the pinning layer.

 

66,74,87,89,163 Thus, the gradual decrease of 

µ0HEB/B with increasing n is a fingerprint of rearrangements in the pinning layer spin 

structure towards an equilibrium configuration. These general assumptions are 

corroborated by our experimental observation that virtually no training effect is present in 

our samples if we start the minor loop cycling from a fully magnetized state of HL, i.e., 
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beginning very close to the equilibrium configuration of the HL. Significant training 

effect is achieved only when a set field drives the HL out of saturation into a domain 

state. Consecutively cycled loops of the SL then drive the HL, in part, back towards 

saturation magnetization causing the training effect. This qualitative picture is for the first 

time confirmed by means of magnetometry. It is a conceptual advantage of all FM bilayer 

systems that the deviation of the HL magnetization from its equilibrium state can be 

measured via either mr

 

(HL) or the bias field. Moreover, the experimental results also 

provide an insight into the strength of the training effect and these details are discussed in 

the next section 4.3.4. 

44 ..33 ..44 ..   SSTT RR EE NN GG TT HH   OO FF   TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT   

Fig. 4.7 shows the experimentally measured size of the training effect, 

|)1(| 00
e
BB HnH µµ −=  vs. |)1(| 0 =nH Bµ . Here e

BH0µ denotes the equilibrium bias field 

in the limit of large n. From Fig 4.7, |)1(| 00
e
BB HnH µµ −= increases with decreasing 

|)1(| 0 =nH Bµ . According to proportionality between the HL magnetization and the bias 

field, the increases of |)1(| 00
e
BB HnH µµ −=  with decreasing bias field )1(0 =nH Bµ  

evidences that the training requires a HL domain state that is not in equilibrium to allow 

for spin configurational rearrangements towards this very equilibrium state. The more the 

HL magnetization deviates from its equilibrium state of saturation the more pronounced 

is the training effect. 
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Figure 4.7. Dynamics of the |µ0HB(n=1)-µ0He
B| measured for various magnetization 

states of the HL. The HL magnetization at n = 1 is linearly correlated with the bias 
fieldµ0HB(n=1). The maximum bias field µ0HB

Amp

 

≈0:084 T is achieved when the HL is 
saturated and no training appears. 

44 ..33 ..55 ..   PPHH EE NN OO MM EE NN OO LL OO GG II CC AA LL   TT HH EE OO RR YY   OO FF   TT HH EE   BB II AA SS   FF II EE LL DD   

TT RR AA II NN II NN GG   EE FF FF EE CC TT   II NN   AALLLL  FF EE RR RR OO MM AA GG NN EE TT II CC   BB II LL AA YY EE RR SS   

 In chapter 1, the training effect in conventional EB systems has been described by 

means of Landau-Khalatnikov approach, which allows the derivation of a sequence 

equation that determines )1(0 +nH Bµ  from its predecessor [Eq. 1-17].95,110 In the 
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framework of the physical picture here, I outline the analogous theoretical approach in 

order to calculate the training effect in all FM bilayer systems. Once again we start with 

Landau-Khalatnikov equation [Eq. (1-9)] which describes the time evolution of the 

interface magnetization, S, in the pinning HL. By now it is well accepted that the training, 

i.e., relaxation in the pinning layer towards its equilibrium, is not a continuous process 

but rather discrete in time. Therefore, one can replace S  with [ ] τ/)1()( +− nSnS  where 

τ  is characteristic time within the time of SL loop measured  

                                   
S
FnSnS

∂
∆∂

−=



 +−

τ
ξ )1()(   (4-1) 

where ∆F is the nonequilibrium free energy of the HL and ξ is a phenomenological 

damping constant.  

 Note that ∆F is here characterized by a single FM order parameter, S, unlike to 

conventional system. A harmonic approximation of ∆F in the vicinity of the equilibrium 

value, eSS =  (dashed parabolas of Fig. 4.8) of the Landau free energy landscape of the 

double well type is essential to describe the triggered relaxation of pinning HL towards 

its quasi-equilibrium,  

( )2
eSSF −∝∆   (4-2) 

Note that Eq. (4-2) is different from the free energy of the pinning AF in classical AF/FM 

system. 
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Figure 4.8. Landau-type free energy (solid line) of the pinning HL and the harmonic approximation 
around its equilibrium order parameter (i.e., interface magnetization), S=Se

 

 (dashed blue color)  

Now through the substitution of Eq. (4-2) into Eq. (4-1), one gets 

[ ]eSnSKnSnS −−=+− )()1()( . Here K is a constant containing ,ξ τ  and the 

proportional constant involved in Eq. (4-2). After rearrangement, one obtains an implicit 

equation for the training effect in all FM bilayer systems 

eKSnSKnS −+=+ )()1()1(  

η
ηe

 

 

 

ΔF 

Se 
S 
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But we know that the interface magnetization S(n) of the pinning HL is proportional to its 

remanent magnetization, mr.179,180

Br Hm 0µ∝

 Moreover, from the inset of Fig 4.6 we already know 

. Therefore the above equation is modified to, 

.)()1()1( 000
e
BBB HKnHKnH µµµ −+=+   (4-3) 

However, closer inspection of Eq. (4-3) implies an explicit expression for )(0 nH Bµ ,  

( ) ∑
=

− 







+
+−+=

n

j

j
ne

B
n

B K
KHKnHKnH

2
010

1
0 1

11)()1()( µµµ  (4-4) 

By taking advantage of the closed form of the sum of geometrical series, Eq. (4-4) 

becomes,  

( )
( )

( ) .2
1

11)1()1()( 1

1

00
1

0




















+−

+
−+

−=+= −

+
− K

KK
KHKnHKnH n

n
e
BB

n
B µµµ  (4-5) 

Eq. (4-5) is an explicit expression of the training effect in all FM bilayer systems with 

two fitting parameters, 
e
BH0µ  and K. e

BH0µ  is the equilibrium bias field in the limit n→∞ 

and K is a phenomenological constant. Fig. 4.9 provides an intuitive understanding of the 

role of K for the characteristics of the training effect. 
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Figure 4.9. Simulated plots of Eq.(4-5) visualizing the role of K in the characteristics of µ0HB

 

 
vs. n. Value of K decrease from close to zero towards K=-1 in the direction of the arrow. 
Identical arbitrary values of the first and the equilibrium bias value are used for all simulated 
curves.  

 A family of curves is displayed in red color in Fig 4.9 where K is varied 

within the range 1 0K− ≤ ≤ . This interval defines the range of convergence for the 

geometrical series which is determined by transforming of the implicit sequence of Eq. 

(4-3) into the explicit Eq. (4-5). The value of K changes from 0 to -1 along the direction 

of displayed arrow. Inspection of Eq. (4-3) shows that K=0 yields ( 1) ( )B BH n H n+ =  

which means no training at all, however, that does not imply that the bias field has to be 
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zero. On the other hand, K=-1 in turn yields ( 1) 1e
B BH n H n+ = ∀ ≥  which means a step-

like change of the bias field between the first two points and zero training for n>2. 

Therefore, it is clear from the Fig 4.9 that the rate of change of training effect is 

increasing with absolute value of K. Note that, however, K does not predict the 

magnitude of BH∆  but rather shows the rate of change of training effect for given BH∆ . 

Eq. (4-5) is an explicit expression for training effect for all FM bilayers. Such an 

explicit expression is not achievable in case of traditional system where an implicit 

equation itself is much complicated. In the limit of n→∞, Eq. (4-5) will produce 

exponential behavior of the training effect. Subsequently I show here the math details of 

asymptotic behavior of Eq. (4-5).  

In the limit of n→∞, ( ) 01 1 →+ +nK  due to 1 0K− ≤ ≤ . Therefore, Eq. (4-5) becomes  

11 )1)(2()1()1()( −− ++++=+= ne
B

e
BB

n
B KKKHHnHKnH . 

After rearrangements, [ ] e
B

e
BB

n
B HKKHnHKnH +++=+= − )2()1()1()( 1 . 

Above equation can be modified to [ ] e
B

e
BB

Kn
B HKKHnHenH +++== +− )2()1(.)( )1log()1( . 

But for n→∞, it becomes [ ] e
B

e
BB

Kn
B HKKHnHenH +++== +− )2()1(.)( )1log(. .  

Therefore, the asymptotic behavior of training effect in all FM magnetic bilayers is 

)1log(.)( +−∝∞→ Kn
B enH . Note that this asymptotic behavior is different from 

nnH EB 1)( ∝∞→  of AF/FM bilayers. 
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 The circles in the Fig. 4.5 show the results of the least squares fits of Eq. (4-5) to 

the experimental data sets. Evidently, there is excellent agreement between the here 

derived theoretical expression and our experiments, validating our theoretical approach. 

In our analysis, K and the equilibrium bias field )(00 ∞→= nHH B
e
B µµ enter Eq. (4-5) as 

fitting parameters while )1(0 =nH Bµ  is fixed as being the bias field of the first loop. The 

lines in Fig 4.5 are just eye guiding. Furthermore, it is remarkable that the parameter K 

varies only by about 25% around K = -0.2 throughout all fits indicating that K is virtually 

independent from the field initialization. Knowing the fact that K describes the 

characteristics of the training effect, further studies will stimulate in the direction of 

temperature dependence of K. This eventually provides insight into temperature 

dependence of behavior of the training effect. Furthermore, it is also interesting to know 

the evolution of K with the variation of thicknesses of both HL and SL.  

 Summarizing the results, I have shown that hard-soft FM bilayer systems contain 

prototypical properties for the fundamental understanding of exchange bias and 

demonstrated its corresponding training phenomenon in the systems. For the first time all 

FM bilayers unambiguously demonstrate that the deviations from equilibrium in the 

pinning layer are the driving force behind the exchange bias training effect. The 

theoretical approach of the training effect based on the discretized dynamical Landau 

Khalatnikov equation provides an excellent quantitative agreement with our experimental 

data which confirms the underlying physical picture of the training effect as a triggered 

relaxation mechanism towards the equilibrium state of the pinning layer. 
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44..44 ..   TTEEMMPPEERRAATTUURREE  DDEEPPEENNDDEENNCCEE  OOFF  TTHHEE  TTRRAAIINNIINNGG  

EEFFFFEECCTT    

  NNumerous investigations have been done on the conventional EB training effect 

which focus for instance on the influence of temperature, AF and FM film 

thicknesses,55,111 dilution of the antiferromagnet.176,186 and interface roughness between 

antiferromagnet and ferromagnet.187

In all FM coupled systems training is initialized by partial demagnetization of the 

HL. Interestingly, and as an experimental big advantage, the HL magnetization can be 

 The temperature dependence of the training effect is 

also studied in conventional AF/FM systems [section 3.1]. The theoretical description of 

the temperature dependence of the training effect in classical systems is exigent due to 

the non trivial relation between the AF order parameter and its magnetization. 

Nevertheless, the phenomenological theory based on the discretized Landau Khalatnikov 

approach is successfully able to show temperature dependence of the training effect in 

classical systems [chapter 3]. On the other hand, the temperature dependence of training 

effect in newly realized exchange bias systems of hard-soft FMs is still lacking. 

Therefore, in this section, I report a systematic study of the T-dependence of training 

effect in all FM bilayers. I also present a theory of the T-dependence of training effect in 

HL/SL bilayers which in fact shows an excellent agreement with our experimental 

results. 

isothermally tuned by a specific magnetic field protocol. It is given by initial saturation 

and subsequent demagnetization of the HL. Moreover, the T-dependence of the training 

effect is also expected in HL/SL systems due to the temperature dependence of the HL 
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domain state and its thermally assisted approach toward equilibrium on SL cycling. 

Moreover, the order parameter of the pinning HL is nothing but its magnetization that 

makes the theory of training effect very simple for all FM bilayers. Thus, coupled HL/SL 

heterostructures are intriguing systems to investigate various training related effects. 

  

44 ..44 ..11 ..   OOVV EE RR AA LL LL   HH YY SS TT EE RR EE SS II SS   LL OO OO PP SS   AA TT   DD II FF FF EE RR EE NN TT   

TT EE MM PP EE RR AA TT UU RR EE SS   

A similar sample of CoPtCrB (HL)/CoCr (SL) bilayer system is used for studies 

here. Fig. 4.10 shows the overall magnetic hysteresis loops m vs. µ0H at different 

temperatures 10K ≤ T ≤ 395K between |µ0

As expected, the overall hysteresis loop broadens with decreasing temperature 

since domain wall pinning is more effective when thermal activation is reduced.

H| ≤ 1 T. All magnetic results presented in this 

section were measured with the help of a SQUID magnetometer. Magnetic fields are 

applied within the easy anisotropy plane which is in-plane of the sample.  

188 Note 

that the HL magnetization did not reach full saturation during the overall loop at T=10 K. 

As a consequence overall loop shows a very small asymmetry and, and consistent with 

our training data, the SL magnetization reversal broadened for a partially demagnetized 

HL. 
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Figure 4.10. Overall magnetic hysteresis loops m vs. 
0
H at different temperatures T=395, 350, 300, 250, 

200 and 10 K. The three broken lines show the set fields producing iso-magnetic HL domain states M
ISOj

 

with j=1, 2 and 3.  

 

In addition to overall loops, Fig 4.10 displays three horizontal dotted lines which 

are lines of isomagnetizations that are intercepting the overall hysteresis loops at MISO1= 

0, MISO2= -9.0, and MISO3= -18.0 nAm
2
. These isomagnetization lines define our specific 

experimental protocols of training initializations. We group those initializations at 

temperatures T=300, 350 and 395K together which belong to the same isomagnetization 

line. By doing so we obtain groups of data sets labeled by j=1, 2, 3. Different 
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temperatures within a group refer to various HL states initialized according to one of the 

isomagnetization lines MISOj. Fig. 4.10 allows to assign the set fields µ0Hset=-360, -280 

and -220mT for group 1 which give rise to MISO1=0 at T=300, 350 and 395K, 

respectively. Analogously µ0Hset=-380, -300 and -240mT are the set fields for the 

initializations in group 2 (MISO2= -9.0 nAm2) and µ0Hset=-400, -320 and -260mT 

correspond to group 3 (MISO3= -18.0 nAm2). Points MISOj are displayed as solid symbols 

for j=1, 2, 3. Choosing the set magnetic fields along the isomagnetization lines is an 

essential condition because our theoretical description requires the knowledge of the 

initial and the quasi-equilibrium magnetization states of the HL as important inputs. In 

order to get data points which allow for comparison it is mandatory to start with an 

identical initial magnetization state of the HL. Therefore, all training loops of the SL 

follow these different set fields after the bilayer has been saturated at µ0

  

H = 1T.  

44 ..44 ..22 ..   MMII NN OO RR   LL OO OO PP   HH YY SS TT EE RR EE SS II SS   LL OO OO PP SS   AA NN DD   II TT SS   TT RR AA II NN II NN GG   

EE FF FF EE CC TT   

 The cycle dependent evolution of SL hysteresis loops reflecting typical training 

behavior of all FM bilayers are measured for T=395, 350 and 300 K for all groups of 

MISOj mentioned above and the corresponding results are shown in Fig. 4.11. 
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Figure 4.11. 1
st
 (squares), 2

nd
 (circles) and 15

th
 (triangles) SL training hysteresis loops m vs. 

0
H at three 

different temperatures T=395, 350 and 300 K for all isomagnetization M
ISOj

 set fields after saturating the 

bilayer sample at 
0
Hsat= 1 T. 

 

 The first (n=1, squares), second (n=2, circles) and fifteenth (n=15, triangles) 

hysteresis loops of the SL reveal a clear cycle dependent relative shift along the field 

axis. The n-dependence is most pronounced for T=395 K. It can be quantified by the 

relative change of the bias field  
max

/ ( 1) : ( 15) ( 1) / ( 1)
B B B B B

H H n H n H n H n        

which is 2.0% at T=395K, 1.5% at T=350K, 0.6% at T=300K for MISO3, for example. 

Indeed we have measured SL hysteresis loops at T < 200K but the training effect rapidly 

MISO1 MISO2 MISO3 
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drops down with decreasing temperature due to reduced thermal assistance of the 

triggered relaxation dynamics (not shown). 
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Figure 4.12. SL training effect µ0HB vs. n at T=395, 350 and 300 K for initialization with isomagnetization 

MISO1, MISO2, MISO3 set fields after saturating the bilayer sample in µ0Hsat

 

=1 T at different temperatures. 
Circles are experimental data while lines represent least-squares fits of Eq. (4-5) to the data sets. 

 Figure 4.12 shows the detailed analysis, µ0HB vs. n, of the SL training loops at T= 

300, 350 and 395 K for MISOj initialization set fields. The n-dependence of µ0HB reflects 

the tendency of the HL to approach its quasi equilibrium of increased magnetization on 

subsequently cycled SL loops. The circles are the experimental data and lines are the 

least-square fits of Eq. (4-5). It is observed that the change in µ0HB is more pronounced 
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for lower n and it attains saturation for higher n. From the Fig. 4.12 it is also apparent that 

the strength of the training effect, ( ) )1()1( 000 =−= nHHnH B
e
BB µµµ , is more 

pronounced for MISO3 in comparison to MISO1, MISO2. Quantitatively, the strength of the 

training effect ≈ 3.017 for MISO3 while MIOS1 has 1.519. Since MISO3 brings the HL 

further away from equilibrium state than MISO1 the strength of the training effect is also 

higher for MISO3

 

.  

44 ..44 ..33 ..   IINN TT RR II NN SS II CC   CC OO EE RR CC II VV II TT YY   OO FF   TT HH EE   SS OO FF TT   MM AA GG NN EE TT II CC   LL AA YY EE RR   

 Furthermore, I present enhancement of the intrinsic coercivity of the SL 

due to the neighboring HL. In the absence of the appropriate theory applicable to 

coercivity enhancement in the SL I considered a Landau-type free energy to derive the 

intrinsic coercivity. Fig. 4.13 shows the temperature dependence of the coercivity of the 

SL at T=200, 250, 300, 350, 395 K.  
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Figure 4.13. First SL hysteresis loops of training effect at T=395, 350, 300, 250 and 200 K for 
initialization with isomagnetization MISO1 set fields after saturating the bilayer sample in µ0Hsat

 

=1 T. 

 Fig. 4.13 shows the SL hysteresis loops of the training effect at different 

temperatures 200 K ≤ T ≤ 395 K. All these loops here follow the earlier mentioned 

experimental protocol of saturating the bilayer at µ0Hsat=1 T and partially demagnetizing 

the HL. For the latter we use isomagnetization MISO1 set fields. As expected the 

coercivity of the SL loop increases with decreasing temperature. The values of coercivity 

and the fit of a simple theoretical model are displayed in Fig 4.14. 
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Figure 4.14.Open symbols are the coercivity values of SL in the vicinity of HL, while red 
colored curve is the fit of intrinsic coercivity by using Eq. (4-6) 
 

 The circles in Fig. 4.14 represent the coercivity values of a SL in the proximity of 

the HL. Note that the temperature evolution of the SL coercivity involves two different 

effects. The first one is the intrinsic coercivity of the SL at a given temperature and 

second one is coercivity broadening in the SL attained due to the coupling between SL 

and HL. The red curve in the Fig. 4.14 is a fit to the data by the subsequently shown 

naively derived expression for intrinsic coercivity of a ferromagnet [Eq. (4-6)]. The 

deviation of the data from the red curve shows likely effects of the coupling of HL on 

intrinsic coercivity of the SL as a function of temperature.  
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Here we obtain the qualitative description of the intrinsic coercivity and its 

temperature dependence of a FM by using Landau-type free energy in an applied 

magnetic field H,189

HMbMaMF −+= 42

4
1

2
1

 

 

where a = a0(T-TC) and b are the Landau constants. Here TC is the Curie temperature of 

the ferromagnet and a0>0. The above equation is a series approximation of the free 

energy F that has one minimum for temperature T>TC (a>0) and two minima for T<TC

 The equilibrium requirement 

 

(a<0). Note that the free energy is asymmetric around the origin because of zero applied 

magnetic field (H≠0).  

0=
dM
dF  leaves the condition on H as 

3bMaMH += . The latter condition must be satisfied during the entire hysteresis loop. 

Now we can plot H as function M to understand the behavior of magnetization, as shown 

in Fig. 4.15(a). The whole profile can be decomposed into two branches, first one M>MC 

and M<-MC 02

2

>
dM

Fd where  and the second one is unstable central branch where 

02

2

<
dM

Fd . The right branch starts from ∞ decreases down to H=-HC. It ends at H=-HC, 

M=MC and the system immediately jumps to H=-HC, M=-MC of the left branch. A 

similar phenomenon occurs for increasing fields.  
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Figure 4.15. Magnetization response with applied magnetic field by minimizing free energy  

 

Fig. 4.15(b) shows a plot of the magnetization M as a function of an applied field 

H. Though its derivation is based on very simplifying assumptions about the free energy, 

it actually shows many features of observed hysteresis loops. Two unstable points H=HC, 

M=-MC and H=-HC, M=MC, where the magnetization reversal take place, are the points 
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where the two conditions, 0
cH H

dF
dM =

=  and 
2

2 0
cH H

d F
dM =

= , must simultaneously hold. 

These two conditions yield 3
c c cH aM bM= +  and 23 0ca bM+ = . After some 

rearrangements one obtains 
1/ 234

27C
aH
b

 −
=  

 
. With a = a0(T-TC) one obtains for T<TC

2/3
0 1 








−=

C
C

rint
C T

THH

, 

the temperature dependence of the intrinsic coercivity of a FM,  

 
 (4-6) 

Where 
2/133

00

27
4









=

b
TaH C

C is the intrinsic coercivity at T=0K.  

The fit in the fig. 4.14 lures to conclude that coupling between HL and SL 

contributes less to the temperature dependent overall coercivity in comparison to the 

intrinsic coercivity. Nevertheless, a surplus coercivity (see Fig 4.14 shaded region) due to 

the coupling seems to significantly bias the intrinsic coercivity of the SL above 250K. 

The resulting fit of Eq.(4-6) which considers only the intrinsic coercivity into account 

yields the values for coercivity of SL at T=0 K of 1528.5 Oe and a SL Curie temperature 

TC

  

 of 369K. Similar effects may expect for HL coercivity due to the coupling with the 

SL.  
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44 ..44 ..44 ..   TTHH EE OO RR YY   OO FF   TT EE MM PP EE RR AA TT UU RR EE   DD EE PP EE NN DD EE NN CC EE   OO FF   TT HH EE   

TT RR AA II NN II NN GG   EE FF FF EE CC TT   II NN   AALLLL  FF EE RR RR OO MM AA GG NN EE TT II CC   BB II LL AA YY EE RR SS   

It is the aim of the present chapter to show consistency in our phenomenological 

theory by fitting it to experimental data of the training effect. Particular emphasis lies on 

understanding of the temperature dependence of the rate of change of training effect, 

µ0HB

In the framework of the physical picture here, the training effect in all FM 

bilayers has been described theoretically by means of the discretized Landau-Khalatnikov 

dynamical equation [Eq. (4-1)]. Note that the ∆F involved in Eq. (4-1) quantifies the 

change in free energy when the HL magnetization M deviates from its quasi-equilibrium 

value M

 vs n, which up to now entered our theory as a free fitting parameter, K, only. Our 

Landau-type theory provides a functional form of the temperature dependence of this 

crucial parameter.  

e

/ 0M z∂ ∂ =

. The magnetization M plays the role of the order parameter allowing us to 

express the free energy in terms of Landau-type series expansions. As mentioned section 

4.3.5, the overall HL magnetization M and interface magnetization S are proportional 

since  is a reasonable assumption for all positions (x, y) in the plane of the 

sample. The derivative /F S−∂∆ ∂  in Eq. (4-1) can be interpreted as a force that drives the 

HL domain state back towards the quasi equilibrium state of magnetization Me

0 1BH c Sµ =

. Hence, 

the LK equation is a discretized form of the equation of motion for S in the regime of 

over-critical damping. Since  [as showed in section 4.3.3] and 2M c S=  we 

express the free energy in terms of M and use later 1
0

2

( ) ( )B
cH n M n
c

µ = with 1,2c =const. 
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 In section 4.3.5, I have shown derivation the functional form µ0HB = µ0HB(n) 

from Eq. (4-1) using the Landau-type free energy expansion in the vicinity of the quasi 

equilibrium magnetization, Me

( )
2

2
0 2

1
2

e

e
M M

FF F M M
M

=

∂
= + −

∂

, attained by the HL after a large number of SL hysteresis 

loops. It reads 

.
 

 (4-7) 

A straightforward result using Eq. (4-1), (4-7) and the proportionalities above, 

1
0

2

( ) ( )B
cH n M n
c

µ = , is the implicit sequence of Eq. (4-3) and corresponding explicit 

expression of Eq. (4-5). 

From the derivation it can be shown,  

2
2
2 2 0

eM M

FK c
M

τ
ξ

=

∂
= − <

∂  
 (4-8) 

The main objective of the present section is to extend our theoretical analysis of 

training effect by deriving an explicit temperature dependence of K. The K-values of 

latter function K(T) entered the theory as a fitting parameter only. We use Eq. (4-5) to 

obtain these K-values for all of our training data µ0HB vs n like those shown exemplarily 

in Fig. 4.12. Least squares fits of the function K(T) to these K-values will evidence the 

consistency of the theory. Subsequently we outline the derivation of the function K(T) 

from Eq. (4-8). 
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In order to obtain K(T), we initially need to derive the temperature dependence of 

2

2

eM M

F
M

=

∂
∂

. To do so, we compare Eq. (4-7) with the Landau expansion  

HMbMaMFF −++= 42
0 4

1
2
1

 
 (4-9) 

in the vicinity of M=0 where )(0 CTTaa −= , TC

0 , 0a b >

 is the Curie temperature of the HL and 

 are the constants. From Eq. (4-9) we obtain  

2
2

2 3
e

e
M M

F a bM
M

=

∂
= +

∂  
 (4-10) 

where eM  is the solution of 03 =−+ HbMaM ee  derived from 0
eM M

F
M =

∂
=

∂
. Since the 

magnetic fields applied during the training cycles are small in comparison to the HL 

coercive fields the Zeeman term in Eq. (4-9) is negligible and the equilibrium 

magnetization eM  can be expressed by the simple Landau expression /eM a b= −  

allowing to simplify Eq. (4-10) which then reads ( )TTaabM
M

F
Ce

MM e

−=−==
∂
∂

=

0
2

2

2

222

. Substituting the latter expression into Eq. (4-8) we obtain  

( )2
2 0 CK c a T Tτ

ξ
= − −

 
 (4-11) 
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Note that the simple Landau expression away from TC

( 0) 0K T → →

 is not completely accurate. 

However, the temperature dependence of the damping constant, ξ, compensates this 

problem to a large extend, resulting in . 

The damping constant is known to be temperature dependent in other ferroic 

systems like organic thin film ferroelectrics190

2exp UT
kT

ξ  ∝  
 

 having the functional form 

 
 (4-12) 

with U being an energy barrier. The latter has the microscopic interpretation of a 

dipole/spin-flip energy. Using mean-field arguments this energy is given by 2U z J s=< >  

where z is the number of nearest neighbors, J is the exchange energy, s is the spin 

quantum number, and <…> denotes an average over the distribution of local 

configurations in the pinning layer alloy CoPtCrB. In mean field approximation191 U  is 

related to TC
23 /( ( 1))B CU s k T s s= + as . The Slater-Pauling (SP) curve, in particular the 

strong deviations from the SP curve for Co-alloys,192

B CU k T=

 is used to estimate an effective 

value of s for the alloy of CoPtCrB. Taking the strong suppression of the atomic magnetic 

moment in Co-alloys into account we use s=1/2 to obtain . Using this result of 

the energy barrier U and substituting Eq. (4-12) into Eq. (4-11) we obtain the temperature 

dependence of the crucial fitting parameter, K, involved Eq. (4-5) 

( )2 /CT T
C

PK e T T
T

−= − − ,
 

 (4-13) 
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where P > 0 is a fitting parameter of Eq. (4-13). Note that the Eq. (4-13) has two 

unknowns P and TC. In the next section we evaluate the Curie temperature of HL, TC

 

 

through independent experimental procedure yielding Eq. (4-13) as one parameter fit to 

the K-values. 

44 ..44 ..55 ..   TTEE MM PP EE RR AA TT UU RR EE   DD EE PP EE NN DD EE NN CC EE   OO FF   TT HH EE   CC HH AA RR AA CC TT EE RR II SS TT II CC SS   

OO FF   TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT     

The left axis of Fig. 4.16 shows the coercivity data µ0HC

broad
CH

 vs. T of the HL. The 

coercivity values are obtained from the overall hysteresis loops displayed in Fig. 4.10. 

Note, however, that the visible HL coercivity, , in Fig 4.10 has contributions from 

the intrinsic HL coercivity, CH , and from a coupling induced HL loop broadening as 

well. The values of broad
CH  are obtained from the overall loops after subtracting the SL 

magnetization. The correction with respect to the coupling induced broadening is a small 

but somewhat involved effect. Note that the HC

SL
SL
BHL

HL
B mHmH =

 of the HL due to SL/HL coupling is 

given by the bias field created by the fully saturated SL. Thus the bias coming from the 

SL and affecting the HL coercivity has to be related to the bias onto the SL that a fully 

magnetized HL generates. It can be quantitatively written as , where 

HL
BH  and SL

BH  are coupling induced coercivity broadening of HL and SL, while HLm  and 

SLm  are magnetization of HL and SL, respectively. The SL coupling contribution has to 
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be subtracted to get the genuine HL coercivity. This correction is done by using 

[ ]HLSL
SL
B

broad
CC mmHHH −= . 
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0 100 200 300 400 500 600
0

20

40

60

80

100
 MISO1

 MISO2

 MISO3

 fit for MISO1 data 
 fit for MISO2 data
 fit for MISO3 data

 

 µ 0H
e B (m

T)

T (K)

Figure 4.16. HL coercivity µ0HC vs. T (left axis). Hexagons represent experimental data; the dotted 

line is an empirical linear best fit. Its extrapolation to µ0HC = 0 provides an estimate of the HL Curie 
temperature TC=583.5K. The right axis shows the equilibrium bias field µ0He

B vs. T for all three 
isomagnetization set fields, MISOj. Squares (MISO1), circles (MISO2) and triangles (MISO3

 

) are the 
experimental data where lines are single parameter best fits of Eq. (4-14). 

The hexagons in left of frame of Fig. 4.16 are experimental µ0HC vs. T data. The 

corresponding dotted line is the best linear fit. Extrapolation down to µ0HC = 0 yields the 

HL Curie temperature TC = 583.5K. The linear extrapolation is the best we can do in the 
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absence of a rigorous theory for 0HC vs. T. In fact from the section 4.3.3, a simple 

Landau expression 0
3

 HbMaM
ee

 predicts the non linear behavior of the intrinsic 

coercivity 
 

3

0
4 ( )

27

C

C

a T T
H

b

 
  which approaches the T-axis slower than the linear 

extrapolation implying a higher value of TC [Eq. (4-6)]. However, the intrinsic coercivity 

considered in this expression is relevant for ideal ferromagnets but not the real 

ferromagnets of the present situation. Moreover, TC = 583.5 K obtained from the linear 

extrapolation is strongly supported by the fits of 
0

e

B
H  vs. T as discussed follows. 

The right axis of Fig. 4.16 shows the equilibrium bias fields 
0

e

B
H  vs. T for the 

initializations MISO1 (squares), MISO2 (circles) and MISO3 (triangles). The lines represent 

single parameter fits of the function,  

0 0
( ) ( 0 )

e e C

B B

C

T T
H T H T

T
 


   , (4-14) 

yielding 97.073.99)0(
0

TH
e

B
 , 82.093.96   and 17.001.92   mT for MISO1, 

MISO2 and MISO3, respectively. Note that the successful fit of Eq. (4-14) reconfirms the 

applicability of the simple Landau expression for the temperature dependence of the HL 

magnetization which leads to Eq. (4-11). Moreover, Eq. (4-14) also confirms estimated 

value of TC of the HL from Fig 4.16 [left frame].  
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Knowing the value of TC of the HL from Fig. 4.16, we plot K vs. T for all K-

values obtained from least-square fits of Eq. (4-5) to the experimental µ0HB

0 100 200 300 400 500
-1.0

-0.8

-0.6

-0.4

-0.2

0.0

 MISO1

 MISO2

 MISO3

 MISO1 fit
 MISO2 fit
 MISO3 fit

 

 

K

T (K)

 vs. n data of 

Fig. 4.12. The corresponding results of K vs. T are shown in Fig 4.17.  

Figure 4.17. K vs. T for the three isomagnetization set fields. Initializations M ISO1 (squares), MISO2 
(circles) and MISO3

 (triangles) are the experimental data. Lines are single parameter best fits of Eq. (4-
13). Representative error bars are shown for M ISO1, MISO2, MISO3

 

 which are calculated from Eq. (4-
16).  

The experimental K-data in Fig. 4.17 originates from training initializations MISO1 

(squares), MISO2 (circles) and MISO3 (triangles). Lines represent the results of a best fits of 
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Eq. (4-13) to the respective data set where P is the single free fitting parameter with 

P=0.626±0.009, 0.570±0.023, and 0.572±0.0396 K-1/2 for MISO1, MISO2 and MISO3, 

respectively. The data of MISO1, MISO2 and MISO3

While the K-values shown in Fig. 4.17 are determined from best fits of Eq. (4-5) 

to respective training data. An alternative determination of optimized K-values is 

obtained from the expression 

 fall within the limits of error bars. The 

following discussion describes of how these error bars are obtained.  

( )( )

( )

1

1
1 2

1

( ) ( 1) ( )

( )

N
e

B B B B
n

N
e

B B
n

H n H H n H n
K

H n H

−

=
−

=

− + −
=

−

∑

∑  
 (4-15) 

Here e
BH  is an input obtained from the fit of Eq. (4-5). Eq. (4-15) is from a least squares 

condition using Eq. (4-3). Expression (4-15) is used to calculate the standard deviation 

KS of K from Gauss’ law of error propagation which reads  

21

2
( )

( )

N

K B
n B

KS H n
H n

−

=

 ∂
= ∆ ∂ 

∑
 

 (4-16) 

where ( )BH n∆  is the error in the bias field of the nth

KS

 training loop. The derivatives 

entering  are calculated from Eq. (4-15) and read 

( )

( )
( )
( )

1 12 2

1 1

( )( 1) ( 1) 2 ( )
2

( ) ( ) ( )

e
B BB B B

N N
e eB

B B B B
n n

H n HH n H n H nK K
H n H n H H n H

− −

= =

−− + + −∂
= −

∂ − −∑ ∑
. (4-17) 
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With 0 ( )BH nµ∆ ≈  0.1 mT ∀  n it is straight forward to numerically determine KS . The 

results of this analysis are shown for all three isomagnetizations of MISO1, MISO2, MISO3

( )0 (1) 0.1e
B BH Hµ − ≈

 in 

Fig. 4.17 as error bars. Note that the magnitude of the error bars increases with 

decreasing temperature. When applying the same analysis to the T=200 K data set where 

 mT is extremely small KS = 0.3 in turn becomes even significantly 

larger than the theoretically expected value of 0.05K = . Note that this increase in the 

error bar takes place despite the fact that the absolute accuracy of the bias fields remains 

0 ( )BH nµ∆ ≈  0.1mT. Hence it is obvious that any attempt to determine K-values at low 

temperatures where (1) 0e
B B BH H H∆ = − →  will become experimentally difficult.  

Intuitively ( ) 0CK T T≥ =  has to be fulfilled because ( 1) 0 1e
B BH n H n+ = = ∀ ≥  

at CT T≥  reflecting the absence of biasing and, hence, training effect. Similarly 

( 0) 0K T = =  holds, however, it reflects the non trivial situation where a non-zero bias 

field can be accompanied by zero training effect. This means instead of zero bias field 

associated with zero pinning layer magnetization a non zero pinning layer magnetization 

can be frozen-in at T=0. Domain walls are pinned and the absence of thermal activation 

keeps the pinning layer in the initial domain state. In the framework of Eq. (4-5) this 

freezing behavior is reflected by a diverging damping constant [see Eq. (4.11)] which 

give rise to K=0. In addition, K=0 state at T=0 is approached with 0/ 0TdK dT = =  similar 

to the asymptotic behavior of equilibrium thermodynamic properties obeying the third 

law of thermodynamics.  
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It is hard to imagine any arbitrary “single” parameter fitting function which is 

consistent with the constraints ( 0) 0K T = = , 0/ 0TdK dT = =  and ( ) 0CK T T= =  

providing the quality of the fits shown in Fig. 4.17. Moreover, the fitting parameters of 

Eq. (4-13) and Eq. (4-14) reflect the ratio 1 2/ 1.10ISO ISOP P =  

( )2
( 0, 1) / ( 0, 2)e e

B BH T Iso H T Iso≈ = = 1.06=  as expected from Eq. (4.8), (4.13) and the 

proportionality between e
BH  and Me

In summary, it has been demonstrated that in a far reaching analogy to AF/FM 

exchange bias heterolayers quantitative understanding of the temperature dependence of 

the training effect is achieved in all FM bilayers. Large training effects reflected by the 

parameter -1≤ K ≤0 require thermal activation allowing for triggered changes in the 

domain structure of the pinning layer but at the same time sufficient thermal stability of 

the pinning layer magnetization. This competition between thermal activation and 

stability creates maximum training effects at 

.  

2/)541( −= CTT . The successful 

modeling of the temperature dependence of the training effect in our all FM bilayer 

system confirms the consistent description of training behavior in the discretized Landau-

Khalatnikov approach. 
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44..55 ..   DDYYNNAAMMIICC  EENNHHAANNCCEEMMEENNTT  OOFF  TTHHEE  BBIIAASS  FFIIEELLDD  

TTRRAAIINNIINNGG  EEFFFFEECCTT  

 In this section, we report on the dynamic enhancement of the training effect in 

exchange coupled bilayers of soft and hard FM materials. Dynamic enhancement is 

observed with increasing sweep rates of the applied magnetic field from quasi-static to 

the fully dynamic range. A generalized theory based upon triggered relaxation in the 

pinning layer is in excellent agreement with the enhanced training data which evidences 

once more the universality of our theoretical approach110,112

 More specifically, we show that the 

 based on Landau-

Khalatnikov dynamical equation.  

0 BHµ  vs. n-dependence of the SL bias field 

depends on the sweep rate, 0 /sr d H dtµ= , of the SL hysteresis loops. In addition we 

show that the value of the equilibrium bias field, ( )0 0
e

B BH H nµ µ= → ∞ , reflects the 

dynamic broadening of the SL hysteresis and follows a power law behavior with respect 

to the sweep rate. The dynamically altered training effect is quantitatively modeled by 

generalizing our recent theoretical approach and successfully fitted with our experimental 

data. 
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44 ..55 ..11 ..   BBRR OO AA DD EE NN II NN GG   OO FF   TT HH EE   SS OO FF TT   LL AA YY EE RR   HH YY SS TT EE RR EE SS II SS   

 AGFM has been used to measure the minor loops in the field interval 

00 140Hµ≤ ≤  mT. The data sets are taken after saturating the bilayer in 0Hµ = 0.8 T 

and subsequent partial demagnetization of the pinning layer in a static set field of 0 setHµ

= -0.31 T. The results are shown in Fig. 4.18. 
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Figure 4.18. Dynamic broadening of the SL loop for sweep rates increasing from r s=0.2 mT/s 
(circles) to rs=5 mT/s (squares). The loop broadening is accompanied by a dynamical enhancement 
of the bias field as indicated by down (rs=0.2 mT/s) and upwards (rs

 

=5 mT/s) pointing arrows.  
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Fig. 4.18 shows the dynamic broadening of the SL hysteresis when the sweep rate 

is increased from sr = 0.2 mT/s (circles) to sr = 5 mT/s (squares). The downwards and 

upwards pointing arrows mark the bias fields for sr = 0.2 mT/s and sr = 5 mT/s, 

respectively, indicating the correlation between dynamic loops broadening as well the 

increase of the bias field. Note that corresponding reference measurements with a Ni 

gauge sample show no sweep rate dependent broadening of the hysteresis. Therefore we 

confirm the observed fact as the dynamic broadening that is related to intrinsic behavior 

of the SL but not an experimental artifact. 

  

44 ..55 ..22 ..   EENN HH AA NN CC EE DD   TT RR AA II NN II NN GG   EE FF FF EE CC TT   WW II TT HH   SS WW EE EE PP   RR AA TT EE SS   

  The training effect, 0 BHµ  vs. n, is performed on SL of 20 subsequently measured 

minor hysteresis loops. All minor loops are measured in the field interval 00 140Hµ≤ ≤  

mT and the results are displayed in Fig. 4.19.  
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Figure 4.19. Training effect µ0HB vs n of the HL-SL bilayer for various sweep rates rs= 5 
mT/s (circles), 1.67 mT/s (sqaures) and 1.0 mT/s (down triangles), respectively. The bars 
reflect the errors in deducing the bias fields from hysteresis loops. The initial magnetization 
state of the HL is set prior to each training sequence by a set field of µ0Hset= -0.31 T after 
saturation in µ0

 

H =0.8 T. Lines are best fits of Eq. (4-21) to the data.   

 Fig. 4.19 shows the training effect of the FM bilayer for various sweep rates sr = 5 

mT/s (circles), 1.67 mT/s (sqaures) and 1.0 mT/s (down triangles). Each 0 BHµ  vs. n data 

set shows the bias fields of 20 subsequently measured minor hysteresis loops of the SL. 

The data clearly show that the strength of the training effect increases with increasing 

sweep rate as well the increase in relaxation is spread out over more number of SL 

hysteresis loops. The lines are fits of theoretical model [Eq. (4-21)] which is subsequently 

outlined to describe the loop broadening in SL as well enhancement in the training effect. 
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44 ..55 ..33 ..   TTHH EE OO RR EE TT II CC AA LL   AA PP PP RR OO AA CC HH   

The triggered relaxation in the pinning HL is described by discretized Landau-

Khalatnikov dynamical equation [Eq. (4-1)]. Discretization of LK equation is achieved 

by replacing the continuous change of the interface magnetization, S , of the HL with a 

temporal average according to 

( ) ( )1 n

n

t
n n

t

S t S tS S dt
τ τ

τ τ

+ + −
→ =∫


 

   
 (4-18) 

where 

if t
t if t

τ τ
τ

τ
∆ >>

= ∆ ∆ <<
 . (4-19) 

Here 0 max2 / st H rµ∆ = ∆  is the experimental time interval required for the 

measurement of SL hysteresis loop in the field range 0 0 max0 H Hµ µ≤ ≤ ∆ (=140 mT). τ  is 

the intrinsic time scale for non truncated relaxation of the pinning layer magnetization. 

The time interval between two subsequent loops is virtually free from relaxation and is, 

hence, not involved in Eq. (4-19). Note that the experimental finding of an increasing 

training effect with increasing sweep rate confirms that the training does not depend on 

the time the pinning layer is exposed to the external magnetic field. In fact the exposure 

time actually decreases with increasing rs. Instead, as shown earlier (section 4.3.3, Fig 
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4.5) the training is a discontinuous process triggered by the SL hysteresis loop while 

relaxation is absent otherwise.  

Note that the so far presented results on training effect in chapter 3 and chapter 4 

are measured in qausi-static limit of low sweep rates. In this static regime the 

experimental time interval of an individual hysteresis loop is large enough to allow for 

triggered but subsequently unperturbed relaxation of S. This free relaxation of the pinning 

layer magnetization takes place on a characteristic time scale (∆t >>τ ) such thatτ τ→ . 

On the other hand, in the limit of fast magnetic field sweeps when t∆  becomes smaller 

than characteristic time τ , truncation of the triggered relaxation process sets in which is 

expressed by tτ → ∆ .  

The above description of the crossover from truncated to free relaxation of the 

pinning layer can be considered in the framework of a mechanical analogue of an “over-

critically damped oscillator”. The effect of the SL hysteresis loop on the HL 

magnetization relaxation resembles a time dependent external driving force in this 

mechanical picture. The general solution of the differential equation of a damped driven 

oscillator requires the superposition of a transient exponential (free relaxation) and a 

stationary component (truncated). In the case of high sweep rates or fast varying forces 

the transient solution is virtually constant on the time scale t∆  where the external force 

significantly changes. Since the weighting of the transient contribution decays 

exponentially for 0t∆ → or high sweep rates, the crossover from τ τ≈  to tτ ≈ ∆  is 

given by 

( )/1 te ττ τ −∆= − , (4-20) 
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where 0 max2 / st H rµ∆ = ∆ . The crossover expression (4-20) obeys the above mentioned 

conditions of Eq. (4-19) which is in fact reflects the key element of the dynamic 

generalization of our former quasi static approach outlined in section (4.3.5). Replacing 

the characteristic time constant τ  by the dynamically generalized τ  of Eq. 4-20) 

throughout the derivation of 0 0 ( )B BH H nµ µ=  yields (refer section 4.3.5) 

( ) ( )
( )

( )
1

1

0 0 0 1

1 1
( ) 1 ( 1) 2

1

n
n e

B B B n

K
H n K H n H K

K K
µ µ µ

+
−

−

  + −  = + = − − +  +   


 

 
. (4-21) 

Eq. (4-21) is identical to the quasi static expression of Eq. (4-5) when replacing 

the constant K τ∝  by K τ∝  . Lines in Fig. 4.19 show the best fits of Eq. (4-21) to 

0 BHµ  vs. n data using K  and 0
e
BHµ  as fitting parameters.  

 

44 ..55 ..44 ..   SSWW EE EE PP   RR AA TT EE   DD EE PP EE NN DD EE NN CC EE   OO FF   TT HH EE   CC HH AA RR AA CC TT EE RR II SS TT II CC SS   OO FF   

TT HH EE   TT RR AA II NN II NN GG   EE FF FF EE CC TT   AA NN DD   EE QQ UU II LL II BB RR II UU MM   BB II AA SS   FF II EE LL DD     

We furthermore investigated the sweep rate dependence of those crucial 

parameters, K  vs. sr  and 0
e
BHµ  vs. sr , involved in Eq. (4-21) and the results are 

presented Fig. 4.20.  



198 
 

 

Figure 4.20. (a) Sweep rate dependence of the fit parameter K̃ resulting from the fits shown in Fig. 4.17 
and additional data sets (not shown). The bars reflect the errors resulting from a best fit using the 
Levenberg-Marquardt algorithm. The K̃ vs. rs ( )2 /

1 1 sc rK c e−= − data are in turn fitted to  in accordance 

with Eq. (4-20). The line is the result of the best fit. (b) Sweep rate dependence of the fit parameter 
µ0He

B ( )2 10 0 / 2c c cH H Hµ µ= − (circles, left frame) and the SL loop width  (squares, right frame). The 

line is a best fit of the empirical power law [ ]0 (1 / )e
B s sH A r r mT s ηµ = −  with η=3×10-3 87 [Ref. ].  

 

In Fig. 4-20(a), the values of squares obtained from theoretical fit of Eq. (4-20) 

and error bars indicated here are the fixed inaccuracy involved in K . In accordance with 

Eq. (4-20) the line in Fig. 4.20(a) is the best fit of ( )2 /
1 1 sc rK c e−= − , where the fitting 

parameter 1 0.244 0.003c = ±  takes into account the proportionality between K  and τ  

while 2 4.3 0.3c = ±  mT/s accounts for the proportionality between t∆  and the inverse 
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sweep rate. The two-parameter fit is in excellent agreement with the data confirming the 

overall approach and its dynamic generalization. 

Fig. 4.20 (b) (circles, left frame) shows the sweep rate dependence of the fitting 

parameter 0
e
BHµ  obtained from best fits of Eq. (4-21) to the respective training data (see 

Fig 4.19). The squares in the right frame of Fig 4.20 shows the sweep rate dependence of 

the coercivity 0 cHµ  where ( )2 10 0 / 2c c cH H Hµ µ= −  is the width of the SL loop 

determined by the intercepts 
1 20 ,c cHµ of the loop rm m−  vs. 0Hµ  with the field axis. 

Clearly, there is a strong correlation between the bias field and the loop width. This type 

of correlation is a well-known phenomenon in EB systems.102,193,194

0
e
BHµ

 The origin of the 

sweep rate dependence of  is therefore reduced to the dynamic broadening of the 

SL loop. The solid line in Fig. 4.20(b) represents an empirical power law fit suggested for 

AF/FM EB systems in Ref. [87]. The plateau like behavior of 0
e
BHµ  vs. sr  for sr < 1mT/s 

(see Fig. 4.20(b)) corresponds to the asymptotic approach ( 1 / )sK r mT s< →  0.244 (see 

Fig. 4.20(a)) indicating the onset of quasi-static behavior consistent throughout both data 

sets. 

 

44 ..55 ..55 ..   SSWW EE EE PP   RR AA TT EE   DD YY NN AA MM II CC AA LL   EE NN HH AA NN CC EE MM EE NN TT   II NN   AAFF//FFMM   

HH EE TT EE RR OO SS YY SS TT EE MM   

Recently, the sweep rate dependence of the EB training has been studied in the 

antiferromagnetic/FM heterosystem Ni81Fe19 (6nm)/Ir22Mn78 (2nm). By reanalyzing the 
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data presented in Ref. [87], we evidence the universality of the dynamic training delay 

effect as well as our data analysis methodology. Moreover, we show that the sweep rate 

dependence of the fitting parameters is consistent with the process of truncation 

quantified in Eq. (4-20). 

 

Figure 4.21. Training µ0HB vs. n of a conventional AF/FM exchange bias heterostructures for 
various sweep rates rs

87
 = 10 mT/s (rhombohedra), 50 mT/s (squares) and 100 mT/s (circles). 

Data (open symbols) are taken from Ref. [ ]. Lines are the best fits of the sequence (4-22). 
Note that the lines have physical meaning only at integer values. The inset shows the sweep rate 

dependence of the fitting parameter γb ( )/1 b sc r
b bc eγ −= −. The solid line in turn is the best fit of  

to the data γb vs. rs

 

. The dashed line is an extrapolation of the fit. 

Open symbols in Fig. 4.21 show the experimental results obtained by Heiwan et 

al. for sweep rates sr  =10 mT/s (rhombohedra), sr  =50 mT/s (squares) and sr  =100 mT/s 

(circles). Lines represent the best fits of our theoretical approach based on the discretized 
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LK-equation for AF/FM heterostructures. In addition to our basic approach of training 

effect for AF/FM bilayers as developed in Ref. [110,112], we extended here the free 

energy expansion with a correction of the leading term. By doing so we achieve virtually 

perfect fitting results for 1 50n≤ ≤ from  

     ( ) ( )( ) ( )( )3 5

0 0 0( 1) ( ) ( ) ( )e e
EB EB b EB EB c EB EBH n H n H n H H n Hµ γ µ γ µ+ − = − − − −  (4-22) 

The new parameter cγ  results from the higher order expansion of the free energy and 

hence c bγ γ<< . Both, bγ and cγ are proportional to ( )srτ τ=   giving rise to their 

respective sweep rate dependence in accordance with Eq. (4-20). The implicit sequence 

(4-22) is a straightforward refinement of our recent approach110,112 outlined in section 

(1.2.1) and evidenced for diverse exchange coupled systems.97,179 

sr

Note that Eq. (4-22) 

involves three fitting parameters and the identical number of free parameters is required 

for the power law description first introduced in Ref. [83]. However, the physically 

motivated Eq. (4-22) provides much better fitting results for all sweep rates and explains 

in a consistent manner the -dependence of the fitting parameters. The inset of Fig. 4.20 

shows data of bγ  obtained from Eq. (4-22) vs. sr . The solid line is the best fit of Eq. (4-

20) to the data points. The dashed line displays the extrapolated result of the fit towards 

the quasi static [left extrapolation] as well as the high sweep rate regime [right 

extrapolation]. The result is in accordance with the predicted exponential behavior of 

( )srτ τ=   [Eq. (4-20)]. 

Summarizing the story, we have shown enhancement in the bias field of soft-hard 

bilayers with the increase of sweep rate of the magnetic field. The increase of the bias 
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field is also associated with a dynamic broadening of the soft layer hysteresis. Both, the 

bias field increase and the SL loop broadening follow the same power law behavior 

above a quasi-static limit. Furthermore, the training effect is dynamically is spread out 

with sweep rate. This effect is described here in the framework of a dynamically 

generalized theoretical approach, which is in excellent agreement with our experimental 

data. The analysis of the sweep rate dependence of the fitting parameters evidences in 

turn the key element of the dynamically generalized theory which is based on truncated 

relaxation of the pinning layer magnetization. We also demonstrate that the same 

generalization which models the dynamic enhancement of the training effect in FM 

bilayers also applies to conventional exchange bias systems when the free energy is 

adapted to the AF order of the pinning layer.  
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CCHHAAPPTTEERR  55  

CCOOMMPPAARRIISSOONN  BBEETTWWEEEENN  AAFF//FFMM  AANNDD  HHAARRDD//SSOOFFTT  

FFEERRRROOMMAAGGNNEETTIICC  BBIILLAAYYEERRSS  

In my thesis, I have presented two kinds of exchange coupling heterostructures: 

(i) AF/FM bilayers, and (ii) hard/soft FM bilayers. The interface coupling phenomena of 

the exchange bias and the biasing effect in all FM bilayers are successfully discussed in 

both CoO(AF)/Co(FM) and CoPtCrB(HL)/CoCr(SL) systems, respectively. Furthermore, 

the training effect is also studied in both systems with a special attention on its thermal 

evolution. Now, here in the conclusion part of my thesis, I will bring these two different 

systems under one umbrella and show the similarities and differences between them. 

 In both systems the pinning layer [AF and HL] is coupled with pinned layer [FM 

and SL] and shifts hysteresis loops of the latter along the magnetic field axis by an 

amount equal to the exchange bias [AF/FM] and bias field [HL/SL], respectively. 

However, in the latter case the hysteresis loop of the pinned SL also shifts along the 

vertical axis by an amount equivalent to remanent magnetization of the pinning HL. 

Furthermore, the pinning layers in both of these systems show significant changes in its 

interface magnetization due to spin configurational rearrangements generated by 

successively cycling the pinned layer through its magnetic hysteresis loop. This is 

referred as the training effect and it occurs only when the pinning layer is at a perturbed 

state which is away from its equilibrium condition. This non-equilibrium state of the AF 
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is achieved in AF/FM heterostructures by means of magnetic field-cooling procedure of 

the system from above Néel temperature of the antiferromagnet to a lower temperature. 

On the other hand, temperature cooling procedure is not required for HL/SL 

heterostructures. However, a definite set magnetic field needs to be applied on the HL to 

drag its magnetization away from its equilibrium state and, therefore, it initializes the bias 

field. Figure 5.1(a) depicts the comparison of AF/FM and HL/SL bilayers after exchange 

bias and bias field, respectively, have been initialized. Subsequently cycled hysteresis 

loops of pinned ferromagnet and SL trigger the spin configurational changes in the 

pinning layer which drive both antiferromagnet and HL closer towards perfect long range 

AF and FM order, respectively, as shown in Fig 5.1(b) and (c). This approach towards a 

new quasi-equilibrium spin configuration accompanied by decay (improvement) of the 

interface magnetization of antiferromagnet (HL) reducing (enhancing) the magnitude of 

exchange bias (bias field). 
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Figure 5.1. Comparison of the training effect in an AF/FM and a HL/SL heterostructures. The left 
column depicts three sketch of an AF/FM EB heterostructure after (a) initializing EB, (b) the first and 
(c) a very large number of hysteresis loops. The non equilibrium AF domain state carries 
magnetization to the interface (horizontal line). Neighboring spin pairs with non compensating 
moment contributing to SAF are highlighted. The quasi equilibrium state reflects the asymptotic 
approach of nearly perfect AF long range order. SAF

5

 is reduced and so is the EB field. The right 
column depicts sketches of an HL/SL heterostructure after (a) initializing a FM domain state, (b) the 
first SL hysteresis loop and (c) after a very large number of hysteresis loops. The non equilibrium FM 
domain state reduces the HL interface magnetization. The latter recovers on subsequent cycling when 
the domain state asymptotically approaches nearly perfect FM long range order. [Courtesy: Ref. [ ]] 

 

(a) 

(b) 

(c) 
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 From the experimental point of view, the newly recognized HL/SL systems have 

vast supremacy over the conventional systems due to the FM nature of its pinning HL. 

The latter allows a characterization of its magnetization state by means of simple 

magnetometry. Therefore for the first time, we demonstrate the fact that the deviations 

from equilibrium in the pinning layer are indeed the driving force behind the training 

effect.  

 Both HL/SL and AF/FM bilayers provide particular fact that the relaxation in the 

pinning layer towards its equilibrium occurs only due to the triggered reversal of the 

pinned layer magnetization. It is also evidenced that the training effect is independent on 

the waiting time between two consecutive pinned layer hysteresis loops as well the 

amplitude of the applied magnetic field. This is true in general and applicable to all kinds 

of exchange bias systems and is undoubtedly evidenced for HL/SL systems in section 

4.3.3. Therefore, we use discretized form of the Landau-Khalantikov dynamical equation 

by replacing continuous time with time taken for the hysteresis loop of the pinned layer 

during the measure of training effect.  

HLAF

HLAFHLAF

S
FnSnS

/

// 1)()1(
∂

∆∂
−=

−+
ξτ

 

The above equation assists in obtaining quantitative description of training effect for both 

AF/FM [section 1.2.1] and HL/SL [section 4.3.5] systems.  

 In order to obtain an analytical expression for the training effect, the free energy, 

F∆  of the pinning layer is expanded in terms of its order parameter. In the case of 

AF/FM bilayers the free energy of antiferromagnet:  
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( ) ( )42 e
AFAFAFeAF SSFF −∝∆→−∝∆ ηη . 

Here η  represents the order parameter, which is not proportional to interface 

magnetization of AF SAF ( )AFSf=η, but rather related in a very complex way, i.e.  as 

indicated by Eq. (3-5). In contrast, the free energy of HL in the case of HL/SL bilayers: 

( ) ( )22 e
HLHLHLeHL SSFF −∝∆→−∝∆ ηη . 

Where SHL

 

 represents interface magnetization (proportional to order parameter, η) of the 

HL. Figure 5.2 shows Landau type free energy landscape for both antiferromagnet and 

HL and corresponding spin and domain structures, respectively. Dotted red lines are the 

harmonic approximations in the vicinity of quasi-equilibrium order parameters of AF and 

HL, respectively. 

Figure 5.2. ∆F vs. η for AF (left graph) and the HL (right graph) pinning systems. Arrows 
assign sketches of the spin and domain structure of AF and HL non-equilibrium states (η) and 
equilibrium states (ηe). Dashed lines show harmonic approximations of the Landau free 
energy landscape. In case antiferromagnet, the order parameter η is a function of SAF. On the 
other hand, η of the HL is directly proportional to SHL 5. [Courtesy: [ ]] 
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 The involved relation between order parameter and interface magnetization of 

antiferromagnet generates an implicit expression [section 1.2.1], where EB of in-progress 

hysteresis loop of FM depends on its preceding value of EB. On the other hand, the direct 

proportionality between order parameter and interface magnetization of HL makes it 

trivial for getting an explicit expression for the training effect in HL/SL bilayers [section 

4.3.5], where EB value of nth training loop of SL depends on its 1st

 More precisely, the implicit expression of training effect in AF/FM bilayers reads, 

 training loop.  

( ) ( )( )3

0 0( 1) ( ) ( ) e
EB EB EB EBH n H n H n Hµ γ µ+ − = − − . 

Here γ  is the temperature-dependent fitting parameter. Note that γ  has no upper limit, 

however, the lower limit is zero. In general, γ  describes the characteristics of the training 

effect but not the strength of the training. However, for the step-like behavior γ1  

represents the strength of the training, where ( )[ ]2
0 )1(

1
e
EBEB HnH −=

=
µ

γ . On the other 

hand, the explicit expression of training effect in HL/SL bilayers reads,  

( )
( )

( ) .2
1

11)1()1()( 1

1
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



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


+−

+
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−=+= −

+
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KHKnHKnH n

n
e
BB

n
B µµµ  

Here the fitting parameter K quantifies characteristics of the training effect in HL/SL 

bilayers. Note that the values of K are limited between -1 and 0. The lower limit of K=-1 

represents the step-like behavior of the training effect, whereas the upper limit K=0 
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means absolutely no training effect. Note that, however, K=0 does not mean that the EB 

is zero. The values of K do not provide the information on strength of the training effect; 

rather it characterizes the decay rate of training effect through the consecutive hysteresis 

loops of SL. The experimental results and corresponding theoretical fits of above 

equations for the training effect in AF/FM and HL/SL bilayers are shown in Fig 5.3. 

 

Figure 5.3. [Left frame] μ0HEBvs. n of CoO/Co-wedge sample at Co thickness of 12nm. The solid squares 
are experimental data measured at T= 50K. Open circles connected with eye-guiding lines are results of a 
single parameter fit of Eq. (1-17). The inset shows the first (squares), second (circles) and the 10th 
(triangles) training hysteresis loops. [Right frame] μ0HBvs. n, of CoPtCrB (15 nm)/Ru (0.7 nm)/ CoCr (3 
nm). Solid squares are experimental data measured at T= 395K. The line represents a single parameter best 
fit of Eq. (4-5). The inset shows the first (solid diamonds), second (open diamonds) and the 15th

 

 (stars) 
hysteresis loop of the SL. 

 Furthermore, the power law behavior of n/1 -type of training is achieved for the 

interface magnetization of the antiferromagnet in the limit of infinite number of 

hysteresis loops of ferromagnet. Conversely, exponential decay, 
( )1ln +− Kne , of interface 

magnetization of HL is observed for the asymptotic behavior in HL/SL bilayers.  



210 
 

 

 I have also presented thermal evolution of the training effect in both AF/FM and 

HL/SL bilayer systems in terms of their characteristic decay rates, γ  and K, of the 

training effect, respectively. In order to obtain an explicit expression of temperature 

dependence of γ , we have used mean-field theory which provides a relation between the 

primary and secondary order parameter, η to the magnetization mAF

γ

 of the AF [section 

3.1.4]. The final expression for thermal evolution  reads: 

( )
( ) ( )

( )

2

22cosh1

tanh




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
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
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=
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η
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γ .  

Here C is phenomenological constant. In contrast, the temperature dependence of K is 

obtained from the simplest Landau expression which provides the relation between free 

energy of HL and its only order parameter mHL

( )TTe
T
PTK C

TTC −−= −2)(

 [section 4.4.4]. The resulting expression 

of the thermal evolution of K follows: 

. 

Here P is phenomenological constant. The validity of both these theoretical models is 

evidenced by the successful fitting to the experimental data as shown in the figure below. 
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Figure 5.4. Comparison of temperature dependence of characteristic decay rates, γ and K, of training 
effect in AF/FM and HL/SL bilayers, respectively. Left frame: Circles are the γ -values obtained 
from fitting procedures of Eq. (1-17) to µ0HEB vs n data for temperatures 5 ≤T≤ 120 K. The line is a 
one parameter best fit of Eq. (3-11) to γ vs T. Right frame: K vs. T for the three isomagnetization set 
fields. Squares (MISO1), circles (MISO2) and triangles (MISO3

 

) are the K-values obtained from fitting 
procedure of Eq. (4-5). Lines are single parameter best fits of Eq. (4-13). 

 The successful modeling of the temperature dependence of training effect in both 

AF/FM and HL/SL heterostructures confirm the consistent theoretical description of the 

training behavior based on the discretized Landau-Khalatnikov approach. The table 

below provides the list of comparison of AF/FM and HL/SL heterostructures.  

 

 



212 
 

 

AF/FM HL/SL 

Pinning layer is Antiferromagnet.      

Pinned layer is Ferromagnet. 

Pinning layer is Hard Ferromagnet.    

Pinned layer is Soft Ferromagnet. 

Magnetic field-cooling below Néel 

temperature of the antiferromagnet is 

required to set exchange bias. 

Magnetic field-cooling is not required, to 

set bias field. However, an initial 

demagnetized state of HL is necessary.  

Theoretical approach of training effect is 

not simple due to non trivial relation 

between order parameter and pinning layer 

interface magnetization SAF

Theoretical approach is somewhat simpler 

due to the direct proportionality between 

order parameter and pinning later interface 

magnetization S. HL. 

Free energy of AF, 

( ) ( )42 AF
e

AF
AFeAF SSFF −∝∆→−∝∆ ηη   

Free energy of HL, 

( ) ( )22 HL
e

HL
HLeHL SSFF −∝∆→−∝∆ ηη  

Characteristic decay constant

( )
( )( ) 0

)(
)1()(

3
0

0 ≥
−

+−
=

e
EBEB

EBEB

HnH
nHnH

µ
µγ   

Characteristic decay constant

( )
( ) 0

)(
)()1(1

0

0 ≤
−
−+

=≤− e
BB

BB

HnH
nHnHK

µ
µ  

The asymptotic behavior (within the limit n 

→ ∞ ): HEB
n

1 ∝  

The asymptotic behavior (within the  

limit n → ∞ ): HB 
( )1ln +− Kne∝   

)(Tγ  is derived by using mean field theory. )(TK  is derived from Landau theory. 

Alternatively mean field theory can also be 

used. 

Magnetic changes in pinning 

antiferromagnet cannot be easily measured 

during the training effect.  

Simple magnetometer can be used to 

measure the magnetic changes in pinning 

HL during training effect. 

Table 2. Comparison of AF/FM and HL/SL bilayers  
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CCHHAAPPTTEERR  66  

CCOONNCCLLUUSSIIOONNSS  

 This thesis presents the experimental results of exchange bias training effect in 

two different systems of AF/FM [CoO/Co] and HL/SL [CoPtCrB/CoCr] heterostructures. 

Consecutively cycled hysteresis loops of pinned ferromagnet (and SL) trigger the spin 

configurational relaxation of the AF (and HL) interface magnetization towards their 

equilibrium. A phenomenological theory of training effect is also presented for both 

systems based on a discretized Landau-Khalatnikov equation that fits experimental 

results with convincing accuracy. The resulting fitting parameters from the respective 

phenomenological theories able to predict the characteristics of the training effect for 

both AF/FM and HL/SL systems. I have also shown that HL/SL bilayers are good 

exemplary coupling systems for demonstrating exchange bias and its corresponding 

training phenomenon due to its FM nature of the pinning HL.  

 A special emphasis is laid on thermal evolution of the training effect. I further 

extended above phenomenological ideas to derive temperature dependence of the training 

effect with particular attention on HL/SL bilayers. The resulting equations for the 

temperature dependence of the training effect shows excellent quantitative agreement 

with our experimental data, confirming the underlying phenomenological ideas based on 

Landau-Khalatnikov dynamical equation. The fitting parameters resulting here from 

theoretical fits to the experimental data of training effect at different temperatures 

produces temperature dependence of the characteristics of the training effect in both 
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systems. For AF/FM systems, the values of this fitting parameter increases with the 

increasing temperature implying small absolute training effects at high temperatures. On 

the other hand in case of HL/SL, the fitting parameter shows its extreme value at a 

temperature where the competition between thermal activation and stability in the 

pinning layer HL balances that correspond to maximum training effect. It is a future 

challenge to understand microscopic details of underlying phenomenological approach, 

however, it turns out that there is no simple unique microscopic theory for the exchange 

bias effect; training might be a universal property. 

 Moreover, I have also presented scaling behavior of the exchange bias training 

effect in CoO/Co-wedge sample. The detailed scaling analysis showing that each 

individual exchange bias field within a training sequence resembles the same well-known 

inverse thickness dependence on the FM film. This means a possible change in the FM 

film thickness evolves no effect in the AF interface magnetization. 

 In addition, I have also presented magnetoresistance data on the CoO/Co bilayer. 

The paramagnetic based magnetoresistance formula as a function of the applied magnetic 

field is modified for the exchange biased AF/FM systems, which produces excellent fits 

to the experimental data. Observed vertical asymmetry in magnetoresistance curves is 

associated to the exchange bias field. A power law is employed to fit the temperature 

dependence of exchange bias producing a significantly smaller value of the blocking 

temperature. 

 Furthermore, in HL/SL bilayers I have shown that the enhancement in the bias 

field and loop width of the SL with the increase of the sweep rate of the magnetic field. 
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The training effect is also dynamically spread out with the sweep rate. This effect is 

described here in the framework of a dynamically generalized theoretical approach, 

which is in excellent agreement with our experimental data. I also demonstrated that the 

same generalization of dynamic enhancement of the training effect in HL/SL bilayers 

also applies to conventional AF/FM exchange bias systems when the free energy is 

tailored to the antiferromagnetic pinning layer. 

 Finally, the successful application of a simple but powerful phenomenological 

description of the training effect to the several different systems evidence the universality 

of the underlying theory of training effect based Landau-Khalatnikov dynamical 

equation. 
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