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Although the specific heat for P. australis was not measured directly, a value of 2700 J 

kg-1 °C-1 for general vegetation was used (Thom, 1975; Moore and Fisch, 1986; Chen et 

al., 2007; Higuchi et al., 2007).  The fresh vegetation biomass was estimated from 

measurements of maximum dry biomass, leaf area index (LAI), and an average percent 

water content of 86% at full growth (Smart and Bingham, 1974; Pelleschi et al., 1997).  

To represent the P. australis phenology, a polynomial fit from the LAI was used to scale 

the maximum fresh biomass accordingly throughout the growing season.  The maximum 

dry biomass (measured at the end of the season) was found to be 5018 g m-2 (average of 

five samples). 

 

Figure 3.  Illustration of the methodology used to calculate the heat storage of the wetland.  Black dots 

represent fixed temperature sensors, gray dot represents the variable surface water temperature float, and 

the black lines represent the layers boundaries for each sensor. 
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2.4.2  Large Aperture Scintillometer Theory 

As discussed above, we use an LAS system to directly estimate the amount of 

sensible heat flux from the wetland (rather than the Bowen ratio method, for example).  

Given the significant role of the LAS instrument in this study, we take some time to 

discuss the basic theory of these measurements.  The LAS measures atmospheric 

scintillations that are caused by changes in the index of refraction of air due to the 

turbulent fluctuations in air temperature and water vapor.  The scintillations measured by 

the LAS are expressed as the “structure parameter” of the refraction of air (���), which 

represents the turbulence of the atmosphere.  The relationship between ��� and the 

variance of the natural log of beam intensity (�� !� ) is: 

��� ( 1.12�� !� ^P_`aR_,       ,10. 

where D (m) is the aperture diameter and dx (m) is the transect length.  Once ��� (m-2/3) is 

calculated internally in the LAS receiver unit, the structure parameter of temperature ��� 

(K2 m-2/3) can be solved from ��� since temperature related effects have a much larger 

influence on scintillations than humidity for scintillometers in the near-infrared range, 

(Wesely, 1976),  

��� c O/0.78 · 10RdA

� T

�
· ��� 51 & 0.03

� 6�   ,      ,11. 

where �, defined in Equation 3 is the Bowen ratio to help correct for humidity related 

scintillations, p (Pa) is the pressure, and T (K) is the temperature measured at the P. 

australis station.  Depending on the strength of H and LE, the Bowen ratio can be large 

(>2) when H >> LE, or small (<0.5) when LE >> H.  If β is small, the humidity parameter 
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has the potential to cause significant scintillations, and Equation 11 is needed.  If the 

Bowen ratio is large, then the equation can be simplified to 

��� c O/0.78 · 10RdA

� T

�
· ��� ,       ,12. 

For our purposes, Equation 13 is used since the Bowen ratio is generally small over the 

vegetation-dominated wetland. 

Using the Monin-Obukhov similarity theory to represent the height at which 

convectively driven turbulence dominates over mechanically driven turbulence, the 

momentum of H can be calculated with general meteorological measurements by 

(Wyngaard et al. 1971). 

���,�efg / `.�_

�� ( �� 5�efg / `

��� 6 ,        ,13. 

 where d (m) is the zero-displacement height, zLAS (m) is the effective height of the 

scintillometer beam above the surface (Hartogensis et al., 2003), 
� (K) is the 

temperature scale, ���(m) the Monin-Obukhov length, and ��  is the universal stability 

function for stable and unstable periods (De Bruin et al., 1993).  It is important to note 

that there has been no agreement on the calculation of the stability function during stable 

periods (Kipp & Zonen, 2007).  Hartogensis et al. (2003) also found that H was very 

sensitive to zLAS, and measuring zLAS as accurately as possible is essential for accurate LE 

values.  Since the vegetation distribution below our LAS beam is very homogenous, the 

zero-displacement height can be calculated by d=0.1 · �H�I.  
� is defined by 


� ( /'
�h9 ��   ,       ,14. 

and  
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��� ( ���

\iH
�   ,       ,15. 

where ρ (kg m-3) is the density of air, kv the van Kármán constant (=0.4), g the 

gravitational acceleration (~9.8 ms-2), and u* (ms-1) is the friction velocity.  Computer 

software (known as “EVATION”) was provided by the LAS manufacturer to calculate H  

based on the above theoretical considerations.  EVATION begins by assuming an initial 

value for �, and once H has been calculated, LE is then estimated from the energy 

balance, after which the initial � is then replaced with a “new” �.  The program is ran 

iteratively for every ten minute interval until the difference between the initial and “new” 

� is less than a one percent, after which the final H is then calculated.   

It is also important to note that the saturation of the LAS can occur on occasion 

(i.e. H is becomes so strong the measured scintillations level off and eventually decrease).  

The degree of saturation depends on path length, height of beam above the ground, 

aperture size, and other variables.  Such instances typically occur when there is a large 

amount of atmospheric turbulence, and the strength of the received intensity is weakened.  

The relation between H and the scintillation strength becomes non-existent and the LAS 

method becomes no longer useful (Kohsiek et al., 2006).  This theory has been discussed 

in depth and experimented by (Clifford et al. 1973; Wang et al. 1978) and tested in the 

field by Kohsiek et al. (2006). 

 

2.4.3  Priestley-Taylor Equation 

 For comparison with the LAS-derived energy balance, we also estimated ET rates 

using the simpler Priestley-Taylor (P-T) method (Priestley and Taylor, 1972).  As 

discussed previously, the P-T formula is based on simplifications to the BREB method 
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(which was not found to work well for our site due to the weak vertical vapor pressure 

gradients).  The P-T equation is generally used to estimate potential evapotranspiration 

(PET) in conditions over a saturated surface under conditions of minimal advection, 

which was found during most of growing season.  An advantage of the P-T equation is 

that the only required measurements needed are temperature, atmospheric pressure, net 

radiation, and the heat storage rate.  We calculated P-T ET rates on a daily basis under 

the follow relationship: 

j	
 (  k · l )
,) & ".m · ,�% / ).,           ,16. 

where α=1.26, S (kPaC-1) is the slope of saturation vapor pressure curve, and " (kPaC-1) 

is the psychometric constant.  The P-T constant of 1.26 compares well with the average 

value of 1.3 found by Burba et al. (1999a) for a P. australis wetland during early and 

peak growth stages.  Although wind and humidity are neglected in the P-T relationship, 

the results tend to be highly correlated with the more complex Penman-Monteith 

equation, since temperature is used in both formulas (Utset et al., 2004).  It has also been 

found that daily to ten-day P-T averages provide reasonable estimates of ET over shallow 

lakes and ponds when compared to the energy balance method (Stewart and Rouse, 1976; 

De Bruin and Keijman, 1979; Rosenberry et al., 2004).  

 

2.4.4  Water Balance 

 The water balance is used in this study to provide additional verification of the 

calculated ET rates through comparison with changes in water level.  The water budget 

calculations also allow us to assess the relative significance of other water balance 
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components such as precipitation and groundwater seepage.  Similar to the energy 

balance, the water balance can be expressed as  

  j / 	
 & ����� & ���� ( ∆�
`4 , ,EE `Fn⁄ .       ,17. 

where P is precipitation rate, ����� is the net flux of groundwater and ���� is the 

overland flow into/out of the wetland, and ∆� `4⁄  is the rate of change in water level.  

Note that Equation 17 neglects surface inflow and outflow, which is assumed to be 

negligible for the study wetland (relative to the other terms).  During periods of limited 

influence from precipitation and groundwater, one should find that the rate of ET closely 

matches the rate of decline in water level.  Graphs of cumulative P – ET can also be 

compared with water level to assess the variation in net groundwater flux through time.  

 

2.5  Data Quality and Uncertainty 

Given the many factors involved in calculating ET from the energy budget 

method, it is important to assess the quality of the various data sources, to quantify the 

uncertainty in each of these sources, and to estimate the impact of these uncertainties on 

the final ET calculations.  Table 1 lists the estimated maximum uncertainty for many of 

the measured variables, but additional sources of error need to be considered as well, 

particularly those that relate to the calculation of sensible heat flux.  For example, LAS-

derived sensible heat flux values are sensitive to the height of the LAS above the canopy, 

which is also an input parameter in the data processing software, EVATION.  Since this 

height varies with the height of the vegetation, it is important to assess the precision with 

which the plant height must be specified and how often it should be updated in the 

calculations over the course of the growing season.  In this section, we examine these and 
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other sources of uncertainty, as well as the net impact of all potential errors on the 

resulting energy balance calculations.  We also discuss the various methods that are used 

to identify, remove, and gap-fill certain erroneous data points – not only for the sensible 

heat flux, but other variables as well. 

A comparison of measurements between both meteorological stations within the 

wetland revealed a period of erroneous air temperature measurements from the upper 

sensor at the P. australis station from June 14 – July 23.  Since the temperature gradient 

between the upper and lower sensor over the P. australis is needed for the calculation of 

sensible heat flux, an accurate gap-filling method was needed.  Various 10-minute data 

regressions were created for the vertical temperature gradient (during periods of “good” 

data only) to determine if there were any ancillary meteorological variables that could 

serve as a suitable proxy.  To account for seasonality, only data a month before and after 

the erroneous period were used in the scatter plots.  It was found that net radiation had the 

best relationship with the vertical temperature difference (r2=0.66), and a 2nd order 

polynomial fit (Figure 4) was used to fill in the data gap.  To check the accuracy of the 

new gap-filling algorithm, the observed and “derived” temperature differences were 

compared during the period of good data (one month prior and after the data gap).  It was 

found that the RMS difference between the two datasets was approximately 0.80 °C.  

Typical vertical temperature differences range from about -5 to +3 °C (Figure 4), so the 

gap-filling procedure leads to an estimation error of approximately 16% or larger. 

However, since the LAS data processing software requires only the sign of the 

temperature gradient (not the magnitude) to calculate sensible heat flux, the method used 

here for filling gaps in the air temperature data are likely to be more than adequate. 
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Figure 4.  Scatter plot of the upper-lower air temperature difference (°C) vs. net radiation (W m-2).  Each 

data point represents a 10-minute average during the period of May 14-August 23 (with the “bad” period 

from July 14-July 23 excluded from the analysis).  A 2nd order polynomial fit to the data is also shown. 

To examine the sensitivity of the LAS-derived sensible heat flux to the specified 

plant height, the EVATION program was run through multiple iterations over the course 

of the growing season, changing only the input plant height (by 0.5-m increments from 

1.5 to 4.5 m).  Sensible heat flux values from various runs were compared with those of 

the mean plant height of 3.0 m.  It was determined that an uncertainty of ± 1.5 m in the 

input plant height results in an RMS difference of 15.8 W m-2 in the sensible heat flux 

values, whereas an uncertainty of ±0.5 reduces the RMS difference to 5.1 W m-2.  

Considering that the measured height of the P. australis (as determined from digital 

photos of the vegetation and measurement stake) of the P. australis varies considerably 

over the course of the year (1.9-4.2 m), this analysis shows that the plant height change 

within EVATION must be considered throughout the growing season.  To account for 

this, EVATION was run five times at fixed plant heights of 2.0, 2.5, 3.0, 3.5, and 4 m.  
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The daily values of measured plant heights were used to determine which EVATION 

output should be used, based on which plant height was closest to the observed value 

(i.e., to the nearest 0.5 m).    

After accounting for the changes in vegetation height, the LAS-derived sensible 

heat flux values were examined to identify any glaring anomalies.  Graphs of the mean 

diurnal cycle (Figure 5a) revealed that there was a systematic tendency for erroneously 

high sensible heat flux values to occur in the early morning and late evening hours 

(around the times of sunrise and sunset).  The sensible heat flux values were also much 

more variable during these hours of the day, and the anomalous values typically lasted for 

about 1-3 hours.  An examination of ancillary meteorological variables and other 

components of the energy balance offered no reason to believe that the observed spikes in 

sensible heat flux were physically plausible or real.  Rather, we suspect that the erroneous 

values are simply an artifact of the strong changes in atmospheric stability (and index of 

refraction) that often occur around sunrise and sunset.  As such, an algorithm was 

developed to identify and remove these morning and evening spikes in sensible heat flux.    

The quality control algorithm is comprised of two parts.  The first part provides an 

effective “first cut” at removing approximately 70% of the erroneous spikes, while the 

second part removes some remaining spikes in the evening that were missed by the first 

iteration.  In the process of investigating the reasons for the sunrise/sunset spikes, it was 

found that the variance of the electromagnetic intensity (as measured by LAS variable 

“SigDemod”) and the scaled structure parameter of the refractive index of air 

(“SigPUCn2”) were significantly higher than normal during these periods.  As such, the 

product of these two metrics (at 10-minute timescales) was used to create a quality-
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control (QC) flag (f = SigDemod * SigPUCn2) for identifying sensible heat flux 

anomalies around sunrise and sunset (see Figure 5c).  The distribution of f values during 

“non-spike” hours (namely 8:00-15:00 and 21:00-3:00 local standard time) was used to 

identify the “normal” range of f values that one might expect to see.  Monthly values of 

the 90th percentile from this distribution were then applied as cut-offs during potential 

sunrise (4:00-7:00) and sunset hours (16:00-20:00).  f values that exceeded this cut-off 

were then flagged, and the sensible heat flux values were set to “missing data.”  In all, 

approximately 7% of the 10-minute sensible heat flux values were removed as a result of 

this procedure (23% when referring to only the sunrise/sunset periods).  Figure5c and 5d 

show the mean diurnal cycle of the quality control flag, f, as well as the number of 10-

minute values that exceeded the 90th percentile.  Note the “spike” in high f values during 

the sunrise/sunset periods, which are the only time periods for which anomalous values 

were actually “removed.”  Figure 5a and 5b also shows the mean diurnal sensible heat 

flux values before and after this initial quality control procedure.  The sunrise “spike” has 

largely been eliminated, while the sunset anomalies have been greatly reduced (though 

not eliminated.) 
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A second QC method was needed to further correct the remaining high values of 

sensible heat flux at sunset. No ancillary variables similar to the QC flag, f, were found to 

adequately identify these remaining heat flux anomalies, and so a simple cutoff value was 

applied to the sensible heat fluxes themselves. The cutoff value was determined for each 

month of the growing season on an hour-by-hour basis, using the 90-95th percentiles as 

the appropriate cut off (depending on the prevalence of sunset heat flux anomalies). In 

all, only 2.5% of the remaining sensible heat flux values between the hours of 16:00 and 

19:00 were removed using this procedure.  The final mean diurnal cycle of the growing 

season sensible heat flux, after apply applying both QC methods, shows that the 

anomalous sunrise and sunset spikes have been effectively removed (Figure 6).   

 

Figure 6.  The non-quality controlled (QC) average growing season diurnal heat flux (green short dash), 

after the first QC method (Qc#1) (long blue dash), and after the second QC method (Qc#2) (red solid line). 

In order to fill the data gaps that were created by the above QC procedure, 

regressions between the (good) sensible heat flux values and other ancillary atmospheric 

variables were created. For unstable periods (lower air temperature > upper air 

temperature), it was found that the product of net radiation and wind speed (g = Rn * U) 

0

20

40

60

80

100

0 2 4 6 8 10 12 14 16 18 20 22

S
e

n
si

b
le

 H
e

a
t 

(W
 m

-2
)

Original Qc#1 Qc#2



28 
 

  

produced the best overall regression with the 10-minute sensible heat flux values (Figure 

7a).  This regression was subsequently split into periods of positive Rn (roughly 

daytime), and negative Rn (nighttime) to create two separate relationships (see Figure 5b 

and 5c).  The Rn > 0 regression was further divided into April and a May-October time 

periods (not shown) to account for significantly higher sensible heat fluxes during the 

month of April.  The correlation coefficients (r) for the Rn > 0 regression ranged from 

0.72 (for May-October) to 0.86 (for April), while the r value for Rn < 0 was found to be -

0.52.  Finally, for stable periods (which occurred primarily at night), it was found that a 

simple regression with wind speed provided the best approximation for sensible heat flux 

(r = -0.72; Figure 7d), and so this relationship was used to fill the data gaps during stable 

periods. 
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Prior to deploying the LAS and meteorological station at our wetland site in the 

Republican River basin, a short deployment was initiated in Mead, Nebraska (in April of 

2008), at an Ameriflux research site utilized by colleagues at the University of Nebraska 

(S. Verma, A. Suyker, and others).  This site has been collecting eddy covariance (EC) 

and energy balance data in managed ecosystems (e.g., rainfed and irrigated maize and 

soybean), and we used this opportunity to undertake a comparison between the LAS- and 

EC-derived sensible heat fluxes (and other energy balance components).  Previous 

comparisons of these two methods have suggested that LAS-derived sensible heat fluxes 

may be systematically higher than those derived from EC measurements, in some cases 

by up to 21% (e.g., Randow et al., 2008; Kleissl et al., 2008).  Data collected at the Mead, 

NE site were compared over a 38-day period using hourly mean radiative, sensible, 

latent, and soil heat fluxes (measured with two Hukseflux heat flux plates and soil 

temperature sensors).  Both sets of instruments were mounted on towers or tripods above 

a large, homogenous open field (rainfed maize/soybean rotation) with sufficient (and 

similar) fetch.  The soil was not tilled and was essentially bare at this time of year, with 

some low stubble left over from the previous growing season. 

Comparison of the hourly sensible heat flux from the LAS and EC systems 

revealed an r-squared value of 0.95, with the LAS derived fluxes being 29.6% higher 

than the EC estimates (based on the slope of a linear regression).  Similar between the 

two systems of the available energy (net radiation minus ground heat flux) found only a 

0.2% difference, leading to an underestimation of LAS-based latent heat flux compared 

to the EC system.  It is important to note that EC systems often suffer from a lack of 

energy balance closure (Wilson et al., 2002; Twine et al., 2000), and the dataset collected 
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at Mead is no exception. We found that the “residual” of the EC-derived energy balance 

was approximately 28.4 % of the net radiation, which is not an insignificant bias.  To 

account for this, we applied a series of three “adjustments” to the EC data: 1) no 

adjustment, 2) applying the EC-derived residual entirely to the sensible heat flux to force 

energy balance closure, and 3) apportioning the residual between the sensible and latent 

heat fluxes according to the measured Bowen ratio (which is assumed to be correct) to 

force energy balance closure (similar to Twine et al., 2000).  The resulting EC-derived 

sensible heat flux values from adjustment #2 were 16.6% higher than the LAS-derived 

values, with an r2 of 0.93.  Adjustment #3, on the other hand, resulted in EC-derived 

sensible heat flux values that were 4.2 % lower than the LAS-derived values.  Thus, we 

conclude from this comparison that an effective overall “bounds” on the LAS-derived 

sensible heat fluxes ranges from a maximum value of ~17% higher than the “observed” 

value to ~30% lower than the observed value.  One could also argue that the “most 

likely” value of LAS-derived sensible heat flux corresponds to the Bowen ratio-

apportioned EC flux value, which is 4.2 % lower than the observed.  For the purposes of 

this study, however, we assume that the observed sensible heat flux values from the LAS 

are “correct,” and we apply the above maximum error bounds to assess the impact of this 

potential uncertainty on the resulting evapotranspiration estimates. 

The final error bounds for the ET estimates were calculated by adding the various 

component errors in quadrature (which assumes that the errors are random and 

independent).  This includes uncertainties in the heat storage rate (∆S/dt), Rn, and H.  

Since the water storage term constitutes the majority of the heat storage rate, the 

uncertainties from the soil and canopy heat storage have largely been ignored.  The 
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HOBO temperature sensors have a measurement resolution of 0.03 °C (which reduces to 

approximately 0.01 °C when averaging over multiple sensors).  To be conservative, we 

also assume a factor-of-ten uncertainty due to the use of only a single soil/water 

temperature probe in the wetland, which increases the temperature uncertainty to 

approximately 0.1 °C.  Together with Equation 8, the heat storage uncertainty was then 

calculated using an average water density, water level, and specific heat for the growing 

season.  Due to the increase in temporal averaging, the resulting hourly heat storage 

uncertainty of 40.7 W m-2 decreases to daily and 5-day uncertainties of 1.7 W m-2 and 

0.34 W m-2.  It can be seen in Figure 8 that as the average heat storage temporal 

averaging is increased (i.e. hourly to daily), the “spread” within the heat storage will then 

decrease and thus decrease the uncertainty.  Similarly, for calculating the uncertainty in 

the mean diurnal heat storage term, the raw hourly uncertainty was reduced by the square 

root of the number of days used in the diurnal average.  Taking into account all sources of 

error (Rn, ∆S/dt, and H), we find that the RMS uncertainty in the hourly and daily latent 

heat flux is 54.0 W m-2 and 21 W m-2, or 34.0% and 16% of the mean value.  Subsequent 

figures of ET include error bars that reflect the above uncertainty analysis. 

 

Figure 8.  A box-and-whisker plot for the hourly, daily, 5-day, and monthly heat storage rate averages.   
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2.6  Results 

 

2.6.1  30-Year Climatology and 2009 Conditions 

To provide some context for the energy and water balance analysis, we first 

discuss the local climatic conditions that exist at the wetland study site. The atmospheric 

conditions are discussed both in terms of the long-term climatology, as well as the 

meteorology that occurred during the 2009 field season.  The long-term climatic data for 

the wetland were obtained through the National Climatic Data Center (NCDC) from a 

National Weather Service Cooperative Observer Program (COOP) station in Beaver City, 

Nebraska. The COOP station (number 250640) is located 21 kilometers to the southeast 

of the wetland and has been in operation since 1931.  We present data from the past 30 

years (1979-2008) to represent the mean climate, while data from the meteorological 

station in the P. australis portion of the wetland and Beaver City are used to illustrate the 

atmospheric conditions during 2009. 

Much of the western Republican River basin is located in a semi-arid climate, but 

our study wetland is positioned near the “average” U.S. boundary between humid and 

semi-arid climates.  Although the interannual variability is high, the most recent 30-year 

climatology from Beaver City would classify the climate as humid continental (according 

to the Köppen scheme).  The mean annual maximum, minimum, and average daily 

temperatures at Beaver City are 20.4 °C, 3.3 °C, and 11.9 °C, respectively, and the region 

receives, on average, 605 mm of precipitation annually (685 mm of snowfall).  Monthly 

mean values of temperature and precipitation from the wetland and Beaver City during 

the growing season are shown in Figure 9.  The “growing season” typically begins in 
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mid-April (after the last spring freeze) and lasts until the first freeze in mid-October.  

During 2009, the beginning and ending dates occurred around April 11 and October 3, 

respectively, and is how we choose to define the “growing season” for the purposes of 

this study.  Both May and July of 2009 were characterized by well-above-normal 

precipitation at the wetland site (Figure 9).  June, July, and August were also cooler at the 

wetland site in 2009, as compared to the Beaver City climatology.  Interestingly, 

however, the monthly mean air temperature at Beaver City for July of 2009 was 

significantly warmer than at the wetland site.  We suspect that this is related to the wet 

conditions and high latent heat flux that exist in the wetland and the surrounding irrigated 

fields – a difference that is likely to be most evident during the height of the growing 

season.  
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Figure 9.  2009 monthly mean air temperature (°C) and monthly total precipitation (mm), as well as a box-

and-whisker plot of the 30-year mean climatology for the study location.  The 2009 data are taken from the 

wetland meteorological station (green) and the Beaver City COOP station (blue), while the 30-year 

averages are from the COOP station. 

Daily precipitation, water level, air temperature, surface water temperature, 

relative humidity, and wind speed are shown in Figure 10.  The water level increased 

from the beginning of the growing season until late June, after which it steadily decreased 

until September and then leveled off through the end of the growing season.  Daily air 

temperatures are much more variable than the wetland water temperatures, but they 
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generally oscillate about similar mean values through mid June.  For the remainder of the 

year, however, the air temperature is notably warmer than the water temperature 

(particularly from mid June to mid August).  This is likely due to the strong insulating 

effect of the tall P. australis vegetation (and associated high latent heat flux), as well as 

the cooling influence of groundwater and soil heat flux. 

Daily mean wind speeds at the wetland site were generally strongest during April, 

May, and October, in association with extratropical storms and frontal activity (Figure 

10d).  Prevailing wind directions in the spring tended to be out of the northwest or 

southeast (Figure 11), while winds during June–September were predominantly easterly 

and much weaker (with occasional northwesterly winds that were stronger, but less 

common).  Even though the anemometer at the wetland station is mounted at a height of 

over 6 m (above the soil/water interface), it is noteworthy that the daily mean wind 

speeds are generally quite weak (usually less than 1 m s-1 during June–September).  Daily 

mean wind speeds at a nearby AWDN station in Holdrege, Nebraska, for example, are 

typically around 3–4 m/s.  We attribute the reduction in wind speeds at our wetland site 

to the “wind shading” effect of the nearby cottonwood trees, as well as the added wind 

resistance that occurs in conjunction with the growth of the P. australis (up to 4.2-m tall 

at the height of the growing season). 

Figure 12 shows the mean diurnal cycle of air temperature, wind speed, and net 

radiation for the months of April/May (AM), June/July/August (JJA), and 

September/October (SO) for the growing season.  Air temperatures generally reach their 

daily maximum around 14:00-16:00 local standard time and daily minimum around 5:00-

6:00.  Although JJA clearly has the highest daily mean temperature, the diurnal 
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temperature range of about 12 °C is similar for all three seasons.  Wind speed shows a 

pronounced diurnal cycle during all seasons (weakest during JJA), with maximum wind 

speeds occurring in the afternoon (12:00-16:00) and minimums occurring from evening 

to morning (19:00-6:00).  Clearly, much of the diurnal variation in temperature and wind 

is closely tied to the pronounced hourly variations in solar and net radiation (Figure 11c). 
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Figure 10.  2009 daily mean a) precipitation (green) and water level (blue), b) air temperature (red) and 

surface water temperature (blue), c) relative humidity, and d) wind speed from the P. australis 

meteorological station. 
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Figure 11: The hourly wind speed (ms-1) and direction (°) for a) April/May (AM), b) June/July/August 

(JJA), and c) September/October (SO).  The AM hourly averages begin on April 11 and average SO ends 

on October 3. 

a) 

b) 

c) 


