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The gross primary production (GPP) metric is useful in determining trends in the terrestrial carbon cycle. Models that determine GPP utilizing the light use efficiency (LUE) approach in conjunction with biophysical parameters that account for local weather conditions and crop specific factors are beneficial in that they combine the accuracy of the biophysical model with the versatility of the LUE model. One such model developed using in situ data was adapted to operate with remote sensing derived leaf area index (LAI) data and gridded weather datasets. The model, known as the Light Use Efficiency GPP Model (EGM), uses a four scalar approach to account for biophysical parameters including temperature, water stress, light quality, and phenology. The model was calibrated for four locations (seven fields) in the northern Midwest and was driven using remotely sensed LAI data and gridded weather data for these locations. Results showed reasonable error estimates (RMSE = 3.5 g C m$^{-2}$ d$^{-1}$). However, poor gridded weather atmospheric pressure and incoming solar radiation inputs, increased climatic variation in the study sites and contributed to higher RMSE that observed when the model was applied exclusively to in situ data from the Nebraska sites (2.6 g C m$^{-2}$ d$^{-1}$). Additionally, the application of LAI algorithms calibrated using solely Nebraska sites to sites in Iowa, Minnesota, and Illinois without verification of their
accuracy potentially lead to increased error. Despite this, the study showed there is good correlation between measured and modeled GPP using this model for the field years under study. As the ultimate objective of research is to develop regional estimates of GPP, the decrease in model accuracy is somewhat offset by the model’s ability to function with gridded weather datasets and remotely sensed biophysical data.
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CHAPTER 1 INTRODUCTION

Gross primary production (GPP) in maize and soybean crops at a landscape level is an important measure for quantifying large scale carbon flux or plant productivity. GPP is defined as the total amount of organic matter produced due to photosynthesis in a defined area over a unit of time (Gitelson et al., 2006). GPP is a useful metric in determining the patterns and dynamics of the terrestrial carbon cycle (Cui et al., 2016), and it is essential in the study of ecosystem respiration and biomass accumulation (Beer et al., 2010). The need to quantify the North American carbon sink necessitates precise carbon dioxide flux measurements (Suyker and Verma, 2012) and while in situ data sources are available for this quantification, they represent field level data collection at specific locations. Therefore, GPP determination at the regional scale can help determine large scale patterns and dynamics of the ecological system and help to quantify long term carbon trends. Models have been created in an attempt to derive an accurate estimation of GPP at the landscape level with varying degrees of accuracy (e.g., Matsushita and Tamura., 2002 [20% error]; Heinsch et al., 2003 [18% error]; Heinsch et al., 2006 [20%-30%]; Xiao et al., 2004; Cui et al., 2016 [Root Mean Square Error (RMSE) = 2.97 g C m^{-2} d^{-1}]). These landscape models use respective regional input data to generate estimates of GPP at course temporal scales over a range of managed and unmanaged ecosystems.

In estimating GPP on a regional scale, the use of satellite imagery and modeled weather data is essential as monetary, personnel, time, and equipment constraints
hinder the collection of daily *in situ* data. As a result, there is a push to develop new, and adapt proven, GPP models to function accurately with satellite and modeled weather data as input (Cui et al., 2016), although many of these models also do not estimate GPP at a daily temporal resolution. While the overall accuracy of these adjusted models may currently be lower than those that utilize *in situ* field-level input, due in part to the generalization of model parameters to work on heterogeneous regions, the spatial and temporal restrictions of satellite data, and the accuracy of modeled weather input data, the ability to study large regions may offset the loss of accuracy depending upon the scope and objectives of the research being conducted (Cui et al., 2016; Matsushita and Tamura., 2002). The quality of the remotely sensed and modeled weather inputs in GPP models is directly tied to the accuracy in estimating GPP (Matsushita and Tamura, 2002), therefore it is of equal importance that accurate input data are utilized by the researcher.

In 2015, a light use efficiency model, known as the Light use Efficiency GPP Model (EGM), was introduced by Nguy-Robertson et al. (2015). The model is essentially a hybrid of Monteith’s (1972) light use efficiency relationship with elements of eco-physiological models (Reich et al., 1991; Kalfas et al., 2011; Suyker and Verma, 2012; Gilmanov et al., 2013). Nguy-Robertson et al. (2015) used *in situ* data inputs including destructive leaf area and meteorological measurements. This model takes into account the effects that environmental and canopy factors (light quality, water availability, temperature, and phenology) have on photosynthesis in maize and soybean plants. The
EGM uses daily weather inputs and information on photosynthesizing leaf material (green leaf area) to estimate plant photosynthesis under varying environmental conditions. Previously developed GPP models use a maximum (constant) light use efficiency ($\varepsilon_0$) input in modeling GPP which, as environmental conditions change, can be downregulated (e.g. Heinsch et al., 2003; Xiao et al., 2004; Li et al., 2012; Cui et al., 2016). The EGM uses scalars to account for water stress, daily temperature, amount of diffuse light, and phenology, using green leaf area index (gLAI) as a proxy, in such a way that instead of using solely a maximum $\varepsilon_0$ value, $\varepsilon_0$ is used in conjunction with the scalars to produce a more descriptive daily light use efficiency ($\varepsilon$). This variable can increase with increased diffuse lighting conditions and decrease with environmental stress. For example, increases in diffuse lighting will increase light use efficiency while added stressors due to less optimal temperature, water stress, and plant age can decrease light use efficiency. Nguy-Robertson et al. (2015) drove this model using in situ mass and energy flux measurements, micrometeorological observations and leaf area measurements specific to each individual study site to determine the scalars which drive the EGM to simulate daily GPP for three research fields in southeastern Nebraska. The model yielded results that were more accurate than achieved with a previous model that incorporated diffuse lighting effects alone on GPP (e.g. Suyker and Verma, 2012). The EGM of Nguy-Robertson et al. (2015) improved the bias error of the Suyker and Verma model (2012) (RMSE of 2.6 g C m$^{-2}$ d$^{-1}$ and a Mean Normalized Bias (MNB) of 1.7% compared to an RMSE of 3.1 g C m$^{-2}$ d$^{-1}$ and an MNB of 12.5%).
As a means toward the goal of daily, regional GPP estimates, the objective of this study is to employ the enhanced four-scalar light use efficiency approach of Nguy-Robertson et al. (2015) to demonstrate its applicability in using input data derived from remotely sensed and gridded weather datasets to estimate daily GPP over the entire growing season in seven northern Midwest agricultural sites located in Mead, Nebraska, Rosemont, Minnesota, Brooksfield, Iowa and Bondville, Illinois. An analysis of the resulting daily GPP estimates was then conducted to determine how well the EGM functioned using the adjusted input data and study sites.
CHAPTER 2 METHODS

Locations and Attributes of Study Sites

Seven Midwestern agricultural sites from the AmeriFlux network were used in this study (Table 1). All sites are characterized by a humid continental climate (Dfa Koeppen climate classification) with hot humid summers and severe cold winters. Three of the sites are located in southeastern Nebraska (US-Ne1, US-Ne2, and US-Ne3), one in Illinois (US-Bo1), two in Iowa (US-Br1 and US-Br3) and one in Minnesota (US-Ro1) (Table 1). The Nebraska sites are located at the University of Nebraska’s Agricultural and Development Research Center near Mead, NE. US-Ne1 (41.1650°N, 96.4766°W, 361m), and US-Ne2 (41.1650°N, 96.4700°W, 362m) are irrigated while US-Ne3 (41.1797°N, 96.4396°W, 363 m) is rainfed. The three Nebraska sites are located roughly 40 km northeast of Lincoln. US-Ne1 and US-Ne2 are adjacent to one another while US-Ne3 is located approximately 3 km to the northeast of US-Ne1 and US-Ne2. All three sites have been under no-till management save for an initial disking conducted in 2001. Since 2005 a conservation-plow tillage has been in effect at US-Ne1 (only). US-Ne1 is planted with maize every year with no rotation between crop types. US-Ne2 and US-Ne3 both have a maize-soybean rotation (maize planted on odd numbered years and soybean planted on even numbered years) except in 2010 and 2012 when US-Ne2 was planted with maize. The mean annual temperature at the three sites is approximately 10°C and the mean annual precipitation for the three sites is approximately 790mm.
US-Bo1 (40.0062°N, 88.2904°W, 219m) is located approximately seven miles south of Champaign, Illinois. The site is not irrigated and is under no-till management administered by NOAA. US-Bo1 alternates annually between maize and soybean crops, with maize cultivation on odd years and soybean cultivation on even years. US-Bo1 has a mean annual temperature of 11°C and a mean annual precipitation of 991mm.

The two Iowa Brooksfield sites, US-Br1 (41.9749°N, 93.6906°W, 313m) and US-Br3 (41.9747°N, 93.6935°W, 313m), are located directly adjacent to one another approximately five miles southwest of Ames, Iowa. Neither field is irrigated while they are both under a tillage management system overseen by the USDA. Both fields at the site are under an annual maize-soybean rotation; US-Br1 is cultivated with maize in odd years and soybean in even numbered years, while US-Br3 is cultivated with soybean in odd numbered years and maize on even numbered years. The mean annual temperature at the two fields is approximately 9°C and the mean annual precipitation is approximately 845mm.

The Minnesota Rosemont site, US-Ro1 (44.7143°N, 93.0898°W; 290 m), is located approximately 24 km south of Saint Paul, Minnesota. This field is not irrigated but is under chisel plow tillage management in the fall succeeding maize harvest and in the spring following soybean harvest in the fall. The US-Ro1 is managed jointly by the University of Minnesota and the USDA. Crop type is alternated annually between maize and soybean, with maize being planted on odd numbered years and soybeans being
planted on even numbered years. The mean annual temperature is 6°C and the mean annual precipitation is 879mm.

Table 1: Ameriflux study sites with crop rotations and management status

<table>
<thead>
<tr>
<th>Location</th>
<th>Site</th>
<th>Lat., Long.</th>
<th>Mgmt.</th>
<th>Maize crop</th>
<th>Soybean crop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mead, NE</td>
<td>US-Ne1</td>
<td>41.1650°N, 96.4766°W, 361m</td>
<td>Irrigated</td>
<td>2002-2013</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odd Years; 2010, 2012</td>
<td></td>
<td></td>
<td>Even years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odd Years</td>
<td></td>
<td></td>
<td>Even years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odd Years</td>
<td></td>
<td></td>
<td>Even Years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Even Years</td>
<td></td>
<td></td>
<td>Odd years</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odd Years</td>
<td></td>
<td></td>
<td>Even years</td>
</tr>
<tr>
<td>Rosemont, MN</td>
<td>US-Ro1</td>
<td>44.7143°N, 93.0898°W; 290 m</td>
<td>Rainfed</td>
<td>2005-2011</td>
<td>2006-2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Odd Years</td>
<td></td>
<td></td>
<td>Even years</td>
</tr>
</tbody>
</table>

Input Data

Daymet Data

Weather data were obtained from the Daymet website (https://daymet.ornl.gov), obtained and distributed by the Oak Ridge National Laboratory Distributed Active Archive Center (ORNL DAAC), one of NASA’s data
distribution and archive centers. The data are provided in a 1km x 1km grid of daily weather estimates and are generated using a network of ground observation sites to provide input data which is then processed using the Daymet model algorithm (https://daymet.ornl.gov/overview.html). The algorithm processes the input data, subsetting the data into 2° x 2° tiles which are then processed separately. The data are interpolated by an estimation of station density using a Gaussian filter; the search radius of stations changes depending on the concentration level of stations with more dense areas having a smaller search radius than less dense areas. The model then produces output data [minimum temperature (Tmin, °C), maximum temperature (Tmax, °C), incoming shortwave radiation (Rg, J m⁻² d⁻¹), vapor pressure (P, kPa), snow-water equivalent (kg m⁻²), precipitation (mm), and day length (s)] in continuous raster form for the entire continental United States. Data for the respective years of the selected AmeriFlux study sites (referred to as “field years”) were extracted for the various sites under study by using the “Single Pixel Extraction” tool (https://daymet.ornl.gov/dataaccess.html#SinglePixel) with specified latitude, longitude, and date range. Data were then downloaded in CSV format in which average daily temperature, vapor pressure deficit and incoming PAR were calculated in Microsoft Excel. Average daily temperature (T) was calculated as:

\[
T = \frac{T_{\text{min}} + T_{\text{max}}}{2}
\]

(1)

Vapor pressure deficit (VPD) was calculated utilizing vapor pressure, P, as:
\[ VPD = \frac{0.61078 \cdot e^{(17.269)(T)}}{T+237.8} - P \]  \hspace{1cm} (2)

Incoming PAR (\(\mu\text{mol m}^{-2} \text{ d}^{-1}\)) was calculated from incoming shortwave radiation (Rg) as:

\[ PAR_{in} = Rg \cdot 2.07 \]  \hspace{1cm} (3)

The constant 2.07 is computed as the product of 0.45 [since PAR is 45% of total shortwave at the top of the atmosphere (Rg, J m\(^{-2}\)d\(^{-1}\)) (Weiss and Norman, 1985)] and 4.6 [an average 4.6 \(\mu\text{mol/Joules over the PAR range}\)] and thus has units of \(\mu\text{mol/J}\).

**MODIS Data**

Surface reflectance data were obtained from MODIS products MOD09Q1 and MYD09Q1 (Terra and Aqua, respectively) via Google Earth Engine from which the Wide Dynamic Range Vegetation Index (WDRVI) values were calculated; green leaf area index (gLAI) values were determined from the WDRVI time series. The MODIS products are each eight day composite data of surface reflectance (\(\rho\)), from MODIS band 1 in the red region (620-670nm, \(\rho_{\text{red}}\)) and MODIS band 2 in the near infra-red region (841-876nm, \(\rho_{\text{NIR}}\)) at 250m spatial resolution. Both products provide the best observation per pixel over an eight day period. A WDRVI time series was calculated at eight day intervals as:

\[ WDRVI = (\alpha(\rho_{\text{NIR}}) - \rho_{\text{red}})/(\alpha(\rho_{\text{NIR}}) + \rho_{\text{red}}) \]  \hspace{1cm} (4)

Where \(\alpha\) is a weighting parameter; WDRVI is equal to Normalized Difference Vegetation Index (NDVI) when \(\alpha\) equals 1, and WDRVI equals zero when \(\alpha\) equals \((\rho_{\text{red}} / \rho_{\text{NIR}})\)
(Gitelson, 2006). Google Earth Engine (https://code.earthengine.google.com) allowed for the quick processing of a time series of WDRVI values, calculated by Google Earth Engine from MODIS data, and downloading for each site over a specified range of time; the range in this case was the respective study dates for each location. The geographic coordinates used to select the pixels for extraction were obtained through the AmeriFlux website (Site Info tab). The WDRVI values from the pixel nearest the geographic center for each field were downloaded and analyzed. Many pixels from the MODIS products not at the geographic center for each field were found to be mixed due to the 250m pixel resolution, with some reflectance coming undoubtedly from non-cultivated areas adjacent to the sites. As an example, US-Br1 inclusion of surrounding pixels resulted in a saw tooth pattern in the WDRVI calculated LAI response curves, indicating the inclusion of vegetated areas in which plant material was removed multiple times throughout the season (mowed or harvested).

Once obtained, WDRVI data were converted to gLAI values. The conversion factors for maize and soybean used in this study are from Nguy-Robertson and Gitelson (2015) and were determined from ground samples at the Nebraska sites:

\[
g_{LAI} = (5.06) \times (WDRVI \ Value) + (-0.47) \ (Maize) \quad (5)
\]

\[
g_{LAI} = (3.68) \times (WDRVI \ Value) + (-0.24) \ (Soybean) \quad (6)
\]
GLAI data were interpolated to continuous daily values for the growing season using Curve Expert 1.4 software (https://www.curveexpert.net/) and a cubic spline interpolation algorithm.

**Flux Data**

Flux data are provided by the AmeriFlux Network, a system of sites located throughout North and South America and supported by the U.S. Department of Energy. The sites measure carbon, water, and energy fluxes at the field scale using the eddy covariance technique (http://ameriflux.lbl.gov/about/about-ameriflux/). AmeriFlux data were used to calculate daily Gross Primary Production (GPP) values which were then used to both calibrate and validate the model. For field years in which no GPP values were reported, half-hourly (or hourly) averages of GPP were calculated using half-hour (or hourly) averages of net ecosystem exchange (NEE, $\mu$mol m$^{-2}$ s$^{-1}$) and ecosystem respiration (Re, $\mu$mol m$^{-2}$ s$^{-1}$) measurements; NEE was estimated from half-hour (or hourly) averages of canopy carbon dioxide flux ($F_c$, $\mu$mol m$^{-2}$ s$^{-1}$). NEE values were screened by graphing these values as a function of concurrent AmeriFlux measured half-hour (or hourly) averages of PAR ($\mu$mol m$^{-2}$ s$^{-1}$) and removing obvious outliers. For field years where PAR was not available, it was calculated from incoming solar radiation ($R_g$, $\mu$mol m$^{-2}$ s$^{-1}$) by dividing $R_g$ by 2, as PAR comprises roughly half of $R_g$ (Weiss and Norman, 1985). Daytime interpolation of NEE and nighttime interpolation of AmeriFlux measured ecosystem respiration (Re, $\mu$mol m$^{-2}$ s$^{-1}$) were then conducted.
Half-hour averages were converted into half hour fluxes by multiplying the averages by 1800 s (half-hour)$^{-1}$; hourly averages were converted to hourly fluxes by multiplying the averages by 3600 s h$^{-1}$. Daily GPP was determined as the sum of daily NEE [half-hourly NEE fluxes (hourly for Mead sites)] and daily Re [half-hourly Re fluxes (hourly for Mead sites)]:

$$GPP = NEE - Re$$

(7)

All units were converted to mg CO$_2$ µmol$^{-1}$ (by multiplying µmol m$^{-2}$ s$^{-1}$ by 44 µg CO$_2$ µmol$^{-1}$ *1000 mg µg$^{-1}$). Note the sign convention is that fluxes towards the surface (i.e., GPP) are positive and fluxes away from the surface (i.e., Re) are negative. Daily GPP values were integrated from hourly average CO$_2$ (mg C m$^{-2}$ s$^{-1}$) to daily units of C (g C m$^{-2}$ d$^{-1}$) for all sites. CO$_2$ was converted to C by multiplying GPP by 12 g C mol$^{-1}$/44 g CO2 mol$^{-1}$ (carbon has an atomic mass of 12 while oxygen has an atomic mass of 16). The fluxes are reported as positive when the direction of the flux is towards the earth’s surface and are likewise reported as negative when their direction is away from the earth’s surface. Field year growing season start and end dates were determined using GPP data; start dates were determined to be days in which GPP values commenced to be greater than zero and end dates were determined to be days in which GPP values fell below the zero threshold.
Light Use Efficiency Model

A simple light use efficiency model is used to estimate GPP (Monteith, 1972). The model has been adapted by Nguy-Robertson et al. (2015) to incorporate scalars taken from other GPP models. The four scalar light use efficiency modeling approach of Nguy-Roberson et al. (2015) here to referred to as the light use Efficiency GPP Model (EGM) was used in estimating GPP where:

\[ GPP = \varepsilon_0 \times C_{scalar} \times T_{scalar} \times W_{scalar} \times P_{scalar} \times APAR \]  
(8)

\( \varepsilon_0 \) is the daily light use efficiency during clear sky conditions, APAR is the absorbed photosynthetically active radiation, and the scalars account for impact of diffuse light (\( C_{scalar} \)), air temperature (\( T_{scalar} \)), water stress (\( W_{scalar} \)), and phenology (\( P_{scalar} \)). \( \varepsilon_0 \) and the four scalars combined represent the well-known daily light use efficiency term, \( \varepsilon \) of Monteith (1972):

\[ GPP = \varepsilon \times APAR \]  
(9)

The calculations of the scalars in this study follow that of Nguy-Robertson et al. (2015) but instead of AmeriFlux on-site meteorological and biophysical observations as model input, gridded Daymet and MODIS derived LAI values were used. A summary is provided here but the reader is directed to the Nguy-Robertson et al. (2015) paper for details (see Appendix).

- \( C_{scalar} \) accounts for the effects of diffuse lighting on photosynthesis (Suyker and Verma, 2012),
- $T_{\text{scalar}}$ accounts for the effects of daytime air temperatures (Raich et al. 1991; Kalfas et al. 2011),
- $W_{\text{scalar}}$ accounts for water stress effects (Wu et al, 2008; Maselli et al. 2009),
- $P_{\text{scalar}}$ incorporates phenology effects (Kalfas et al, 2011; Wang et al, 2012), and

$$ APAR = PARin \times (1 - e^{-k \times gLAI}) $$

Where $gLAI$ is the leaf area of the canopy engaged in photosynthesis and $k$ is the light extinction coefficient.

$C_{\text{scalar}}$ accounts for the effects of diffuse lighting on photosynthesis (Suyker and Verma, 2012). Plants tend to use diffuse light more efficiently than direct sunlight on overcast days where lighting is more diffuse than on clear days, penetrating the canopy more effectively, so that $\varepsilon$ will increase. $C_{\text{scalar}}$ is calculated as:

$$ C_{\text{scalar}} = 1 + \beta \times \left( \frac{PARd}{PARin} - 0.17 \right) $$

The term $\beta$ is the sensitivity of the daily light use efficiency to diffuse light and PARd is the diffused PAR. On days in which there is a negligible amount of diffuse light, the quotient of terms PARd and PARin is equal to 0.17. The term -0.17 ensures the terms sum to zero when diffuse light is insignificant (i.e., when the quotient of terms PARd and PARin is equal to 0.17). PARd is approximated using the approach outlined by Nguyen-Robertson et al. (2015) using a cloudiness coefficient (CC) term which is determined using PARin and PAR potential:
\[ CC = 1 - \left( \frac{PAR_{in}}{PAR_{pot}} \right) \] (12)

\( PAR_{pot} \) refers to the estimated potential amount of incoming photosynthetically active radiation, accounting for influences such as time of year, latitude, atmospheric pressure and elevation (according to Weiss and Norman, 1985, with corrections in Nguy-Robertson et al., 2015).

\( T_{scalar} \), initially developed by Raich et al. (1991), takes into account temperature effects on photosynthesis and is calculated using Eq. 8 and the given constants in Nguy-Robertson et al. (2015). The weather input from Daymet for this variable is the mean daily temperature, \( T \), calculated as the average of the Daymet minimum and maximum temperatures. \( T_{min} \), \( T_{max} \), and \( T_{opt} \), are constants first identified by Kalfas et al. (2011) as 10, 48, and 28 °C respectively:

\[
T_{scalar} = \frac{(T - 10) \times (T - 48)}{[(T - 10) \times (T - 48)] - (T - 28)^2} \] (13)

\( W_{scalar} \) accounts for water stress effects on photosynthesis and was calculated based on VPD using Eq. 2 and associated constants in Nguy-Robertson et al. (2015). Nguy-Robertson et al. (2015) modeled this scalar by synthesizing the approach of Wu et al. (2008) and Maselli et al. (2009), as water stress can be introduced both through atmospheric water deficits and soil water deficits. Unlike models in which the scalar remains constant until a critical threshold for VPD is reached, the EGM utilizes no threshold for VPD and the scalar was allowed to vary based on the Daymet data.
\( \sigma W_{\text{scalar}} \) is a term for the curvature parameter for water stress as proposed by Gilmanov et al. (2013) to account for varying convexity for the relationship between photosynthesis and water stress:

\[
W_{\text{scalar}} = \exp \left\{ - \left( \frac{VPD}{\sigma W_{\text{scalar}}} \right)^2 \right\}
\] (14)

\( P_{\text{scalar}} \) accounts for leaf phenology, as leaves that are immature do not photosynthesize as efficiently as mature leaves, and leaves that are senescing do not have an optimal photosynthetic capacity (Reich et al. 1991; Field and Mooney 1983). The scalar is calculated using green leaf area index (gLAI), maximum gLAI (gLAI\text{max}), a constant maximum LAI value that is specific to each crop (as defined in Nguy-Robertson et al., 2015); \( \sigma P_{\text{scalar}} \) which is the curvature parameter for relationship between photosynthesis and phenology:

\[
P_{\text{scalar}} = \exp \left\{ - \left( \frac{(gLAI_{\text{max}} - gLAI)}{(\sigma P_{\text{scalar}})} \right)^2 \right\}
\] (15)

**Calibration and Validation**

Four basic steps were followed in this study:

1) Select field years for model calibration; remaining field years will be used for validation.

2) Calibrate the EGM by establishing scalars using AmeriFlux cropland sites for selected years and satellite derived input and gridded weather datasets;

3) Apply the EGM with estimated scalars (from step 2), satellite data and gridded weather data sets for the field years held for validation;
4) Evaluate the EGM estimated daily GPP to AmeriFlux observed daily GPP

1. Data Selection;

To run the EGM, several coefficients were calculated from the Daymet and MODIS derived gLAI data using an R script (A. Nguyen-Robertson, personal communication, 2015). For statistical purposes, a certain number of field years were chosen randomly to calibrate the model (i.e., to obtain the EGM scalar coefficients); the remaining field years were used for “validation.” Field years for calibration were sampled randomly without replacement using a random number generator in Microsoft Excel. First, each geographic location (Mead, Bondville, Brooksfield, and Rosemont) was assigned a number and was chosen at random using the random number generator. From there, each site at the location (for locations that contain multiple sites) was assigned a number and was selected at random using the random number generator. Once the site was selected, approximately 75% of the field years for the site for a particular crop were randomly selected for calibration, while ensuring that at least one field year for each crop type was reserved for validation purposes. This process was repeated until the desired number of calibration and validation field years for each site and crop was fulfilled (Tables 2 and 3).
Table 2: Ameriflux calibration field years

<table>
<thead>
<tr>
<th>Site</th>
<th>Maize</th>
<th>Soybean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Field Years</strong></td>
<td><strong>29</strong></td>
<td><strong>17</strong></td>
</tr>
</tbody>
</table>

Table 3: Ameriflux validation field years

<table>
<thead>
<tr>
<th>Site</th>
<th>Maize</th>
<th>Soybean</th>
</tr>
</thead>
<tbody>
<tr>
<td>US-Ne1 (NE - irrigated)</td>
<td>2006, 2008, 2013</td>
<td>N/A</td>
</tr>
<tr>
<td>US-Br1 (IA)</td>
<td>2011</td>
<td>2010</td>
</tr>
<tr>
<td>US-Br3 (IA)</td>
<td>2008</td>
<td>2005</td>
</tr>
<tr>
<td>US-Bo1 (IL)</td>
<td>2003</td>
<td>2006</td>
</tr>
<tr>
<td>US-Ro1 (MN)</td>
<td>2007</td>
<td>2008</td>
</tr>
<tr>
<td><strong>Field Years</strong></td>
<td><strong>11</strong></td>
<td><strong>7</strong></td>
</tr>
</tbody>
</table>
2. Calibrate the EGM by establishing scalars using AmeriFlux cropland sites for selected years and satellite derived input and gridded weather datasets; Selected field year flux data, Daymet derived (Tavg, VPD, CC, APAR and $T_{\text{scalar}}$) and remotely-derived gLAI were used to derive $\varepsilon_0$, $\beta$ and CC (for the $C_{\text{scalar}}$), $T_{\text{scalar}}$, $\sigma_{W_{\text{scalar}}}$ and VPD (for the $W_{\text{scalar}}$), and $\sigma_{P_{\text{scalar}}}$ (for the $P_{\text{scalar}}$) values. These data were input into an R script that, through an iterative training process as described in Nguy-Robertson et al. (2015) (see Appendix), determined separate parameters for irrigated and non-irrigated maize and soybean crops. The script trained the parameters using a step-by-step method in which each scalar was estimated one at a time. During the iteration in which a parameter is calculated, assumptions are made about the other parameters to mimic optimal field conditions. Once the parameters are calculated the iterations are repeated using the entire calibration dataset to include the calculated parameters, AmeriFlux derived GPP, Daymet derived Tavg, VPD, CC, APAR and $T_{\text{scalar}}$, and remotely derived gLAI data. Output from the R script for both maize and soybean were $\varepsilon_0$, $\beta$, $\sigma_{W_{\text{scalar}}}$, and $\sigma_{P_{\text{scalar}}}$ values along with the corresponding standard deviation for each. Additionally, $g\text{LAI}_{\text{max}}$ values for both irrigated and rainfed soybean and maize were calculated in Microsoft Excel from MODIS derived gLAI data. From these outputs, scalars were calculated through an Excel template that utilized Eqs. 8-15.
3. Apply the EGM with estimated scalars (from step 2), satellite data and gridded weather data sets to independent data from cropland sites;

The validation data left out from the calibration step for each site along with the calibrated scalars were used in the EGM to estimate GPP for validation years.

4. Evaluate the estimated daily GPP to AmeriFlux observed daily GPP

The estimated GPP were compared to the observed AmeriFlux determined GPP using linear regression and the root mean squared error (RMSE) index (Willmott, 1981):

\[
RMSE = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (M_i - O_i)^2}
\]

(16)

where M is modeled GPP and O is observed or measured GPP. RMSE was calculated as a way to quantify the magnitude of the error in the model which could be concealed by opposing high and low residuals in a simple linear regression where $R^2$ is reported.

Additionally, mean normalized bias (MNB) was calculated to provide a unitless measure of model error to allow for cross-species comparisons between maize and soybean (Yu et al., http://www.ecd.bnl.gov/steve/pres/metrics.pdf):

\[
MNB = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{M_i - O_i}{O_i} \right) \times 100\%
\]

(17)

Where M is the modeled (EGM) GPP and O is the measured (Ameriflux) value.
CHAPTER 3 RESULTS AND DISCUSSION

For each site, field years for a particular crop were randomly selected for calibration and the process repeated; 46 out of the 65 total field years were designated as calibration field years while 19 out of 65 were designated as validation field years (resulting in 71% of field years used for calibration and 29% used for validation) (Tables 2 and 3). Crop type, daily GPP (from AmeriFlux), T, VPD, APAR, CC, and T\_scalar (derived from Daymet gridded data using Eqs. 1, 2, 10, 12, and 13, respectively), and gLAI (derived from MODIS data from Eqs. 5 and 6) for the calibration field years were then read in to the R script iterative process along with constants from Nguy-Robertson et al. (2015) to estimate the parameters $\varepsilon_0$, $\beta$, $\sigma_{W\_scalar}$, $\sigma_{P\_scalar}$, and $gLAI_{max}$ to represent the selected AmeriFlux sites and crops in the EGM. These parameters, used to drive the EGM, differed slightly from those reported in Nguy-Robertson et al. (2015) (Table 4). In using field years from more climatically diverse locations in the calibration process, the parameters were generalized to best fit conditions across all study locations of the northern Midwest region (and not just southeastern Nebraska as in the Nguy-Robertson et al. (2015) study). The parameters $\varepsilon_0$, $\beta$, $\sigma_{P\_scalar}$ and $gLAI_{max}$ differed from those of Nguy-Robertson et al. (2015) while $\sigma_{W\_scalar}$ was the same. The constants $k$, $T_{min}$, $T_{max}$, and $T_{opt}$, were the same as those used by Nguy-Robertson (2015) study. Data from the
Table 4: Parameters for the calculation of scalars for EGM model. The parameters at the top were calculated through the iterative R script process while the parameters at the bottom are model constants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Symbol</th>
<th>Eqs</th>
<th>Units</th>
<th>Maize</th>
<th>Soybean</th>
<th>Maize</th>
<th>Soybean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Derived through iterative process:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximal light use efficiency</td>
<td>( \varepsilon_0 )</td>
<td>(8)</td>
<td>g C mol(^{-1})</td>
<td>0.526±0.007</td>
<td>0.374±0.005</td>
<td>0.57±0.002</td>
<td>0.407±0.002</td>
</tr>
<tr>
<td>Sensitivity of ( \varepsilon ) to diffuse light</td>
<td>( \beta )</td>
<td>(11)</td>
<td>Unitless</td>
<td>0.347±0.051</td>
<td>0.411±0.056</td>
<td>0.181±0.014</td>
<td>0.294±0.020</td>
</tr>
<tr>
<td>Water stress curvature parameter</td>
<td>( n_W )</td>
<td>(14)</td>
<td>kPa</td>
<td>6±0.25</td>
<td>4±0</td>
<td>6±0</td>
<td>4±0</td>
</tr>
<tr>
<td>Phenology curvature parameter</td>
<td>( \gamma_P )</td>
<td>(15)</td>
<td>m(^2) m(^{-3})</td>
<td>18±1.59</td>
<td>18±1.15</td>
<td>7±0</td>
<td>8±0</td>
</tr>
<tr>
<td>Calculated in Excel:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximal green leaf area index</td>
<td>( g_{LAI_{irrig}} )</td>
<td>(10), (15)</td>
<td>m(^2) m(^{-3})</td>
<td>4.93[5.78]</td>
<td>4.63[6.15]</td>
<td>5.04[5.14]</td>
<td>3.86[4.25]</td>
</tr>
<tr>
<td>Constants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light extinction coefficient</td>
<td>( k )</td>
<td>(10)</td>
<td>Unitless</td>
<td>0.443</td>
<td>0.601</td>
<td>0.443</td>
<td>0.601</td>
</tr>
<tr>
<td>Minimum temperature for physiological activity</td>
<td>( T_{\text{low}} )</td>
<td>(1), (12)</td>
<td>°C</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Maximum temperature for physiological activity</td>
<td>( T_{\text{max}} )</td>
<td>(1), (13)</td>
<td>°C</td>
<td>48</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>Optimal temperature for physiological activity</td>
<td>( T_{\text{opt}} )</td>
<td>(13)</td>
<td>°C</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>
validation field year datasets (Tables 2 and 3) and parameters derived from the iterative process (Table 4) along with specified constants were used to calculate daily values of the scalars, $C_{\text{scalar}}$, $W_{\text{scalar}}$, and $P_{\text{scalar}}$ (Eqs. 11, 14, and 15) and APAR (Eq. 10) from which daily GPP values were estimated (Eq. 8).

Estimated daily GPP for maize and soybean for the selected validation field years were compared to observed AmeriFlux determined daily GPP and indicate a strong correlation ($R^2 = 0.80$) and an overall RMSE of 3.5 g C m$^{-2}d^{-1}$ (Fig. 1a). However, the (MNB) was 30.5%. The RMSE for overall maize field years was 3.7 g C m$^{-2}d^{-1}$, the $R^2$ was 0.82, and the MNB was 17.9% (Fig. 1b) while the RMSE for overall soybean field years was 3.2 g C m$^{-2}d^{-1}$ with an $R^2$ of 0.64 and a MNB of 53.6% (Fig. 1c). The lower RMSE for soybeans is attributed to soybeans having approximately 30% lower GPP than maize. Despite the lower RMSE, the model performed less effectively with soybean as soybean RMSE is only 14% lower than maize RMSE while soybean GPP was 30% less than maize.

In a measure of cumulative bias, growing season GPP modeled values agree with measured growing season GPP values with an RMSE of 126 g C m$^{-2}y^{-1}$, an $R^2$ of 0.9, and MNB of 4.5% (Fig. 2).

Two trends are apparent from the comparison graphs for each crop and site. One is that, for soybean crops, the model tends to overestimate GPP when daily GPP values are higher and, for both maize and soybean crops, the model tends to underestimate when GPP values are very low (Figs. 3 and 4). Model underestimation at
Figure 1: The relationship between AmeriFlux measured and EGM modeled GPP for a) all validation data, b) all maize validation data, and c) all soybean validation data.
low GPP could be due to the insensitivity of the MODIS sensors to low levels of biomass. The other trend is that the strength of the correlation between measured and modeled GPP values is stronger with the maize than with the soybean datasets (\(R^2\) of 0.69 to 0.89 for maize and 0.55 to 0.75 for soybeans). The increased sensitivity to diffuse light of soybean plants when compared to maize (\(\beta\) of 0.294 ± 0.002 for soy, 0.181 ± 0.014 for maize) combined with the concerns regarding PARin data (discussed below) may partially explain the poorer estimates. Estimates of soybean gLAI may be a factor as well since the gLAI algorithm for soybean was developed for the Mead, NE training sites (US-Ne2 and US-Ne3) and may not adequately estimate gLAI for the other locations that may have varying planting densities. The Mead sites have lower RMSE and higher correlation between measured and modeled GPP than the other soybean sites (Table 5).
Figure 3: Measured AmeriFlux vs modeled EGM GPP for all maize validation years by site.
Additionally, there were fewer soybean field years (17) than maize field years (29) with which to train the scalars which may have allowed for more error in the soybean scalars due to the smaller sample size (Table 2).
The agreement is not as strong as that between modeled maize and soybean GPP reported by Nguy-Robertson et al. (2015) with an overall $R^2$ value of 0.91 and an RMSE of 2.6 g C m$^{-2}$ d$^{-1}$; the MNB for this study was 1.7%, thus, the MNB of 30.5% for the current study is of concern. It was expected that error would increase when using modeled input data as opposed to measured input data specific for the site (as was the case for Cui et al., 2016, who attained an RMSE of 2.973 g C m$^{-2}$ d$^{-1}$ when comparing their modeled GPP data to in situ derived GPP of mixed land cover in the Heihe River Basin, China). There are inherent errors and uncertainties in the gridded Daymet data (Mourtzinis et al., 2016) which are attributed to the weaker agreement between measured and modeled daily GPP values. In addition, the LAI algorithms used in this study were developed using the Mead sites (Nguy-Robertson and Gitelson, 2015) and may not be ideal estimators of the LAI for the other sites as the red band is known to be insensitive to high biomass, regardless of crop type (Nguy-Robertson and Gitelson, 2015).

Table 4: RMSE values for the comparison of modeled daily GPP values to observed daily GPP values for each AmeriFlux research site in the study. The top row indicates the total error for the site while the second and third rows indicate error for maize and soybean, respectively. The final column totals error overall and by crop type.

<table>
<thead>
<tr>
<th>Daily GPP RMSE (g C m$^{-2}$ d$^{-1}$)</th>
<th>US-Bo1</th>
<th>US-Br1</th>
<th>US-Br3</th>
<th>US-Ne1</th>
<th>US-Ne2</th>
<th>US-Ne3</th>
<th>US-Ro1</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>3.47</td>
<td>3.34</td>
<td>4.29</td>
<td>3.44</td>
<td>3.21</td>
<td>3.14</td>
<td>4.05</td>
<td>3.51</td>
</tr>
<tr>
<td>Maize</td>
<td>3.77</td>
<td>3.34</td>
<td>4.45</td>
<td>3.44</td>
<td>3.34</td>
<td>3.53</td>
<td>4.26</td>
<td>3.65</td>
</tr>
<tr>
<td>Soybean</td>
<td>3.07</td>
<td>3.34</td>
<td>4.08</td>
<td>N/A</td>
<td>2.85</td>
<td>2.59</td>
<td>3.84</td>
<td>3.20</td>
</tr>
</tbody>
</table>
Comparison of Daymet derived values to those measured at the AmeriFlux sites demonstrated $T_{\text{ave}}$ values did not have a data quality issue as did PARin and VPD (Fig. 5). $T_{\text{ave}}$ values (Eq. 1, using Daymet $T_{\text{min}}$ and $T_{\text{max}}$) had an $R^2$ value of 0.95, an RMSE of 2.4°C, and a MNB of 2.98% when compared to AmeriFlux measurements (Fig. 5a) while daily PARin values had an $R^2$ value of 0.48, an RMSE of 30.5 mol·d$^{-1}$, and a MNB of 57.9% when compared to AmeriFlux measured PARin values (Fig. 5b), and VPD (Eq. 2 using Daymet vapor pressure) comparison to measured values had an $R^2$ value of 0.54, an RMSE of 0.31 kPa, and a MNB of 98.3% (Fig. 5c).

In their study, Mourtzinis et al. (2016) calculated an $R^2$ value of 0.24 for Daymet incoming shortwave radiation, an $R^2$ value of 0.48 for relative humidity (calculated from vapor pressure), an $R^2$ value of 0.94 for $T_{\text{min}}$, and an $R^2$ value of 0.92 for $T_{\text{max}}$ when modeled Daymet data were compared to measured weather data retrieved from MESONET weather network stations (http://mrcc.isws.illinois.edu/gismaps/mesonets.htm). Since the daily temperature products from Daymet are derived from interpolated ground station measurements, it is not surprising to find a strong correlation between their values and the values obtained from the AmeriFlux network. Mourtzinis et al. (2016) also conclude good levels of accuracy in modeled Daymet minimum and maximum temperature values. Since vapor pressure and incoming shortwave are modeled, however, these products have a much weaker correlation to the measured AmeriFlux data (Fig. 5).
Figure 5: AmeriFlux measured values as functions of estimated Daymet daily values for: a) average daily temperature, b) PARin and c) VPD.
The Daymet model calculates incoming shortwave radiation, \( R_g \), (from which \( \text{PARin} \) is estimated) using sun-slope geometry based on time of year and location on Earth (https://daymet.ornl.gov/overview.html). The model does not take into account the many local weather factors and local aerosol variability that can affect the amount of shortwave radiation that reaches the ground, therefore on days in which weather conditions hinder the penetration of incoming shortwave radiation the model will overestimate the product. Mourtzinis et al. (2016) attributed the model to poor estimates of \( R_g \). Additionally, studies conducted using other sources of modeled incoming shortwave have found similar trends in overestimation of the data (e.g. Liu 1997; Matsushita and Tamura 2002); in the Matsushita and Tamura (2002) study, the data were corrected using a reduction coefficient of 0.63. Likewise, in the Liu (1997) study, incoming shortwave radiation was corrected using a reduction coefficient of 0.62. The Daymet model estimates vapor pressure (which is used to calculate VPD for this study) using an algorithm that produces vapor pressure values as a function of minimum daily temperature and average daily daylight temperature. Mourtzinis et al. (2016) likewise attributed the method the Daymet model uses to the poor estimates, stating that there are uncertainties in the way vapor pressure is estimated from \( T_{\text{min}} \) and \( T_{\text{max}} \).

The trend in this study for an overestimation of \( \text{PARin} \) (Fig. 5b) would result in a trend for a decrease in the \( C_{\text{scalar}} \) value and should be self-corrected in the calibration. This suggests an unsystematic bias in the \( \text{PARin} \) (and thus APAR) and brings to question
the Daymet models used to calculate shortwave radiation (which PARin is estimated from). An overestimation of PARin reduces the model’s ability to properly account for the contributions of diffuse light to GPP and, thus, would inaccurately lower the modeled GPP. The overestimation of VPD by Daymet likely is due to the air mass over agricultural fields, especially irrigated agricultural fields, having lower VPD than what is reported within the grid the fields are located. The overestimation of VPD decreases the $W_{\text{scalar}}$ value which causes the model to not always represent water stress conditions at the sites. Additionally, the calibration is influenced by the two irrigated Mead sites (US-Ne1 and US-Ne2) which may have biased the $\sigma W_{\text{scalar}}$ parameter to better reflect irrigated crop management practices while the other five fields are under rainfed crop management. A direct comparison of $W_{\text{scalar}}$ values calculated from Daymet data against $W_{\text{scalar}}$ values calculated from AmeriFlux data at the three Nebraska sites shows an $R^2$ of 0.51, indicating that the poor quality VPD data from Daymet likely had an effect on the scalar and minimized the benefit of including such a scalar (Fig 6). Although the scalars may not have been as effective as they could have been if more accurate input data were available, overall the model performed better with the scalars derived in this study using the Daymet and MODIS data than it did when run as strictly a LUE model. For comparison purposes the EGM was run with all scalars set to a value of 1 so as not to have any effect on the GPP calculation. GPP calculated with the scalars set to 1 had an RMSE of 5.35 g C m$^{-2}$ d$^{-1}$, an $R^2$ of 0.72, and a MNB value of 103.44% (Fig. 7).
Figure 6: AmeriFlux derived $W_{\text{scalar}}$ values (unitless) plotted as a function of Daymet derived $W_{\text{scalar}}$ values for US-Ne1, US-Ne2, and US-Ne3 validation years. The maximum value for the scalar is 1 and the value is downgraded as water-stress conditions increase.

Figure 7: AmeriFlux measured GPP plotted as a function of EGM modeled GPP when all scalar values are set to 1. In this configuration, the model is run as a pure LUE model with the scalars completely negated.

Suyker and Verma (2012) showed through isolating PAR and LAI as variables for GPP modeling that PAR was one of the predominant factors in GPP variability.

Additionally, Hazarika et al. (2004) concluded that LAI is the primary determinant of
productivity using their model (Sim-CYCLE) to estimate net primary productivity. Thus, PARin and gLAI values (which also affect APAR values) likely are the main contributors to the scatter about the 1:1 line and the high MNB. An overestimation of PARin greatly affects APAR in a manner that causes an overestimation of GPP and, as there is more weight assigned to the APAR variable than the scalars, the result is an overall overestimation of GPP when PARin is overestimated. This overestimation will inflate the MNB. Estimated APAR (Eq. 10) for the three Nebraska sites was plotted as a function of measured APAR in an attempt to determine how well the model was estimating the variable. Two of the inputs in calculating APAR are gLAI and PARin, and a good portion of the increased error is attributed to this term in the GPP equation (Eq. 8). When compared to measured APAR, estimated APAR for the three Nebraska sites (US-Ne1, US-Ne2, and US-Ne3) had a combined RMSE of 10.8 m$^2$ d$^{-1}$ and an $R^2$ of 0.53 (Fig 8a). When the data are separated into green-up (DOY ≤ 220) and post-green peak (DOY > 220) sets, it becomes apparent that there is a stronger correlation between measured and modeled APAR during the green-up phase than the post green-up phase. Measured vs modeled APAR at all Nebraska sites are show a green-up RMSE of 9.0 Mol m$^2$ d$^{-1}$ and an $R^2$ of 0.7 while the post green peak RMSE is 12.7 Mol m$^2$ d$^{-1}$ and the $R^2$ is 0.33 (Figs 8b and 8c). The data show that APAR is estimated more accurately by the model before green peak is reached and that post-green peak APAR data are contributing error to the model.
Figure 8: AmeriFlux derived APAR as a function of Daymet and MODIS derived APAR for: a) all growing season days for all three Nebraska sites, b) all green-up days for all three Nebraska sites, c) all post green peak days for all three Nebraska sites.
This study utilized seven fields from four separate geographic locations. However, three of the seven fields, which include 36 of the 65 total field years, are located in southeastern Nebraska, which may have contributed to a calibration bias. This bias may have led to lower error being reported for the Nebraska sites and to a higher error being reported for the non-Nebraska sites than would have otherwise been the case if the field years were more evenly represented for model calibration (Table 2). When comparing the results of this study to the previous Nguy-Robertson et al. (2015) study, some of the increase in error experienced in this study could be explained by the inclusion of four sites not utilized in the Nguy-Robertson study. Since the Nguy-Robertson modeled GPP for only three fields located within a couple of miles from one another, there is less climatic variation in the data to cause inaccuracies in the model. Not only does the addition of more sites in itself add variation to the data, the addition of more sites located hundreds of miles from one another add a considerable amount of climatic variation. Additionally, the inclusion of more field years in general also certainly contributed to increased error for this study. Inherently then, larger error was expected from this new study of the EGM and larger error was indeed observed. However, the effectiveness of the model in estimating daily GPP at four separate geographical locations in the upper Midwest may counterbalance this increased error for researchers interested in modeling GPP at a broader, regional scale. For such researchers, the EGM provides an improved remote sensing daily GPP model over a simple LUE model (Figs. 1a
and 7), and the EGM’s accuracy will increase as more accurate gridded weather data are developed.
CHAPTER 4 SUMMARY AND CONCLUSIONS

By incorporating MODIS imagery and Daymet weather data into the EGM used by Nguy-Robertson et al. (2015), daily GPP estimates were derived over seven sites in four upper-Midwestern locations. Overall RMSE between measured GPP and modeled GPP for all field years was found to be 3.5 g C m\(^{-2}\)d\(^{-1}\). While this is an increase in RMSE of 0.9 g C m\(^{-2}\)d\(^{-1}\) when compared to Nguy-Robertson et al. (2015), this study incorporates sites geographically separated within the northern Midwest region. Of concern was the MNB of 30.5% for this study. Through calibrating the model with remotely sensed gLAI data and modeled weather data from all seven sites, a set of generalized scalars were developed that functioned for maize and soybeans at each site. However, GPP estimation was better at some sites than others, especially at the Mead sites. Although the accuracy of the EGM was reduced when utilizing remotely sensed and gridded weather data inputs, the difference in accuracy was offset by the reduction in resources required as such inputs negate the need for \textit{in situ} data. While this study indicates that the parameters of the Nguy-Robertson et al. (2015) EGM can estimate GPP that has promising correlation to measured GPP for regions outside merely eastern Nebraska, future research could be conducted to determine if more generalized coefficients can be derived to allow the model to function accurately at broader regional scales.

The overestimation of modeled PARin and VPD accuracy issues in the Daymet data may have led directly to an overestimation in GPP which could account for much of
the increase in error between this study and the Nguy-Robertson et al. (2015) study. In particular, the inclusion of 17 irrigated field years from US-Ne1 and US-Ne2 may have biased $\sigma W_{\text{scalar}}$, the curvature parameter for water stress, which would increase error in modeled GPP at the other five study sites. The VPD overestimation at the two irrigated sites, due to the VPD at the sites being anthropogenically lowered through the irrigation practice, would have contributed to this process. Further studies should focus on reducing this error by obtaining more accurate modeled weather inputs.

Since Daymet incoming shortwave (from which PARin was estimated) tends to be overestimated, future researchers may attempt to predict and minimize error related to this overestimation as in the Matsushita and Tamura (2002) study. Likely, other sources of PARin are needed (e.g., Nasahara, 2009; Sakamoto et al., 2011). Likewise, due to the poor quality of the Daymet vapor pressure product, and due to the fact that the vapor pressure product is not inaccurate in as predictable a manner as incoming shortwave, a new source for this variable may need to be found. One such source for both VPD and PARin data could be PRISM (Parameter-elevation Relationships on Independent Slopes Model; PRISM Climate Group (2004)), which was found by Mourtzinis et al. (2016) to be more accurate than Daymet, though it does still have accuracy issues of its own.

Additionally, the gLAI algorithms utilized in the model were developed from a previous study (Nguy-Robertson and Gitelson, 2015) which used the same three Nebraska sites used in this study. While the algorithms were able to derive a gLAI
estimate that correlates to measured gLAI estimates at the other study locations, gLAI estimations were not confirmed with measured values at these sites. Due to lack of *in situ* gLAI data for these sites, a direct comparison was not possible. Of concern is the relationship with the gLAI after peak green up. When adapting this model to provide regional estimates of GPP, future researches should focus on developing and confirming generalized, regional gLAI algorithms for maize and soybean.
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Abstract
Vegetation productivity metrics, such as gross primary production (GPP) may be determined from the efficiency with which light is converted into photosynthates, or light use efficiency (ε). Therefore, accurate measurements and modeling of ε are important for estimating GPP in each ecosystem. Previous studies have quantified the impacts of biophysical parameters on light use efficiency based GPP models. Here we enhance previous models utilizing four scalars for light quality (i.e., cloudiness), temperature, water stress, and phenology for data collected from both maize and soybean crops at three Nebraska AmeriFlux sites between 2001 and 2012 (maize: 16 field-years; soybean: 10 field-years). The cloudiness scalar was based on the ratio of incident photosynthetically active radiation (PARa) to potential (i.e., clear sky) PARa. The water stress and phenology scalars were based on vapor pressure deficit and green leaf area index, respectively. Our analysis determined that each parameter significantly improved the estimation of GPP (MBE range: -2503-2749, likelihood ratio test: p-value < 0.001, df=5-8). Daily GPP data from 2001 to 2008 calibrated the coefficients for the model with reasonable amount of error and bias (RMSE ~ 2.2 g C m⁻² d⁻¹; MBE ~ -4.7%). Daily GPP data from 2009 to 2012 tested the model with similar accuracy (RMSE ~ 2.6 g C m⁻² d⁻¹; MBE ~ -1.2%). Modeled GPP was generally within 10% of measured growing season totals in each year from 2009 to 2012. Cumulatively, over the same four years, the sum of error and the sum of absolute error between the measured and modeled GPP, which provide measures of long-term bias, was ±5% and 2-9%, respectively, among the three sites.

1. Introduction

The efficiency of light converted into photosynthates, or light use efficiency (ε), is a useful measure of crop productivity (Monteith, 1972). Light use efficiency can be measured at the leaf (Garbulsky et al., 2013), plant (Onoda et al., 2014), or ecosystem/landscape level (Skirley et al., 2013). It is at the landscape level where light use efficiency is used as an important component of many ecosystem production models (e.g., Cramer et al., 2013; John et al., 2013) determining net and gross primary production (NPP and GPP, respectively). Therefore, accurate measurements and modeling of ε is important for estimating vegetation productivity in a variety of ecosystems. Many factors impact ε such as water content (e.g., Ibanez and Peñuelas, 2006), nitrogen content (e.g., Peltoniemi et al., 2012), temperature (e.g., Hall et al., 2012), and CO₂ concentration (e.g., Maheux and Proulx, 1996), because of the impacts of these factors, a maximum light use efficiency (εmax) is typically used in ecosystem productivity models (e.g., Li et al., 2012) and downscaled at environmental conditions change. However, there are known assumptions and errors associated with using εmax (Xiao, 2009) and improvements in estimating light use efficiency is necessary to improve these ecosystem production models.

Incorporating light quality, a major factor impacting ε (Gu et al., 2003), has been shown to improve ecosystem productivity models (Kuo et al. and Salditch, 2006; Suyker and Verma, 2012). This is due to the sensitivity of ε to the light climate in the canopy (He et al., 2013; Zhang et al., 2011). The light quality impact suggests ε should not be defined as a down-regulated maximum value, but as a clear sky value that decreases due to environmental stress and increases due to cloud cover. The light use efficiency has been shown to increase under diffuse light conditions (Gu et al., 2002) in relation to the ratio of diffuse (PARd) to incident photosynthetically active radiation (PARa) (Schwalm et al., 2006). As diffuse light
is not frequently measured, it would be advantageous to have an alternative to PAR/FPAR. Turner et al. (2003) defined a transpiration coefficient (TC calculated as PAr, and the clear-sky potential of photosynthetically active radiation (PARint). The TC was used as a proxy for the quality of light affecting e but not incorporated into their light use efficiency model.

The Vegetation Photosynthesis Model (VPM) is a light use efficiency model that utilizes satellite imagery to estimate GPP based on the impacts of temperature, water stress, and phenology (Xiao et al., 2004). These particular factors impact e because (1) plants are affected but can recover quickly (i.e., short-term) from unfavorable temperatures (Crafford-Brandner and Law, 2000); (2) plants take longer to recover; (i.e., long-term) from prolonged water stress (Miyazaki et al., 2005; Soura et al., 2004); and (3) leaf age impacts photosynthesis rates (Reich et al., 2001). Richardson et al. (2002) indicated that accurate estimates of phenology were necessary for modeling productivity because errors can lead to large biases in cumulative estimates of GPP. In using satellite imagery, the VPM in most situations cannot be applied directly due to limited frequency of clear sky imagery and thus would not include the impact of light quality on GPP estimates.

The models incorporate meteorological data, e.g., GPP is critical in developing regional/global estimates of GPP (Yuan et al., 2010). In this study, we adopt a remote sensing-based light use efficiency model to in-situ meteorological (e.g., temperature, VPD) and biophysical data (e.g., green LAI) to estimate the impacts of temperature, water stress, and phenology on e in order to estimate daily GPP. We note that with the development of grid-scale meteorological data sets (e.g., Maurer et al., 2002) and remotely sensed biophysical parameters (e.g., Nguy-Robertson et al., 2014), this approach could potentially be applicable on a daily basis at regional scales. In this study, our objectives are to (1) enhance the light use efficiency model estimation of GPP on a daily and seasonal basis utilizing four scalars for light quality, temperature, water stress, and phenology for in-situ data collected from both maize and soybean at three Nebraska sites between 2001 and 2008 (2) evaluate these models from crop data collected at these sites between 2009 and 2012 on a daily, seasonal, and multi-year basis.

2. Materials and Methods

2.1. Study Site Summary

The study area included three fields located at the University of Nebraska-Lincoln UNL Agricultural Research and Development Center (ARDCC) near Mead, Nebraska, USA. The three sites belong to the AmeriFlux Network, which is sponsored by the U.S. Department of Energy, monitoring carbon fluxes across the North and South American continents, US-Ne1 (41°16′N, 96°47′W, 361 m; 49 ha) and US-Ne2 (41°16′N, 96°47′W, 362 m; 52 ha) were equipped with a center pivot irrigation system while US-Ne3 (41°17′N, 96°43′W, 363 m; 65 ha) was rainfed. In 2001, the sites were prepared by disking the top 0.1 m of the soil to achieve a uniformly tilled surface that incorporated fertilizers as well as accumulated crop residues. US-Ne1 was planted as continuous maize and US-Ne2 and US-Ne3 were under a maize/soybean rotation (Table 1). After the initial tillage operation in 2001, the three sites were no till until 2005 when US-Ne1 was tilled due to declining yields associated with the effects of high residue cover. Thus for US-Ne1, a conventional model method, that does not completely invert the topsoil, was initiated in the fall of each year starting in 2005. In 2010, a biomass removal study was initiated where the management of US-Ne2 was changed to match US-Ne1 (continuous maize with tillage operations in the fall) except for one factor. Stover was baled and removed from US-Ne2 prior to tillage in order to study the impact of residue removal on carbon and water fluxes. All fields have been fertilized and treated with herbicide and pesticides following best management practices for Eastern Nebraska. For maize in the irrigated fields, approximately 180 kg N ha−1 was applied each year. This was conducted in three applications using the center pivot. Approximately two-thirds (120 kg N ha−1) was applied pre-planting and the remaining (60 kg N ha−1) was applied in two irrigations. Only a single pre-plant N fertilizer application of 120 kg N ha−1 was made on the rainfed site during maize years. Table 1 summarizes the three study sites from 2001 to 2012 (e.g., yield, planting, emergence, and harvest dates).

2.2. Flux Measurements

The eddy covariance flux measurements of CO2 (f2), latent heat (LE), sensible heat (H), and momentum fluxes were collected using a Gill sonic anemometer (Model R2; Gill Instruments Ltd, Lymington, UK), a closed and open-path CO2/H2O vapor water sensor (LI-6262 and LI-7500, respectively, LI-Cor, Lincoln, NE). Storage of CO2 below the eddy covariance sensors was determined from profile measurements of CO2 concentration (LI-6262) and combined with f2 to determine net ecosystem exchange. Data were transmitted to a computer for correcting flux data due to coordinate rotation (e.g., Baldocchi et al., 1988), insensitive sensor frequency response (e.g., Masman, 1999), and variation in air density (Webb et al., 1980) were applied to all data sets. Key supporting meteorological variables measured included soil heat flux, humidity, gradient solar radiation, in situ air and soil temperature, wind speed, and incident photosynthetically active radiation (PARint). Missing data due to sensor malfunction, unfavorable weather, power outages, etc., were gap-filled using a method that combined measurements, interpolation, and empirical data (Baldocchi et al., 1993; Leuning et al., 1992; Suyker et al., 2003). Problems associated with insufficient turbulent mixing during nighttime hours was also corrected (Barford et al., 2001; Suyker and Verma, 2012). When mean wind speed (U) was below the threshold value (U=2.5 m s−1), data were filled in using night CO2 exchange-temperature relationships from windier conditions. The daytime estimates of ecosystem respiration (Rn) were determined from the temperature-adjusted nighttime CO2 exchange (Xu and Baldocchi, 2004). The GPP was obtained from the difference between NEP and Rn (sign convention: GPP and NEP are positive during uptake by the vegetation and is negative).

Energy budget closure is a known issue with regards to eddy covariance measurements and is due, in part, to errors associated with the angle of attack (Frank et al., 2011; Naka et al., 2008) and phase shifts when estimating energy storage terms (Leuning et al., 2012). For this study, the energy budget closure was determined by comparing the sum of latent and sensible heat fluxes (LE + H) measured by eddy covariance methods with the sum of net radiation and energy storage (Rn + G). The growing season energy budget closures for all three sites from 2001 to 2012 (0.78–0.97) were reasonable considering the errors inherent in the measurements of these terms.

2.3. Other Supporting Measurements

Destructive leaf area measurements were collected from six small (20m x 20m) plots (i.e., intensive measurement zones or IMZs). The IMZs represent all major soil types of each site, including Tomsk, Yutan, Filbert, and Fillmore soil (NY) (Suyker et al., 2004). The green LAI, or photosynthetically active leaf area index, was calculated from a 1 m sampling length from one or two rows (6–2 plans) within each IMZ. Samples were collected from each field every 10–14 days starting at the initial growth stages (Abendroth et al., 2011), and ending at crop maturity. To minimize edge
effects, collection rows were alternated between sampling dates. The plants collected were transported on ice to the laboratory where they were visually divided into green leaves, dead leaves, stems, and reproductive organs. The leaf area was measured using an area meter (Model LI-3100, Li-Cor, Lincoln, NE). The values calculated from all six LAI's were averaged for each sampling date to provide a field-level green LAI. The daily green LAI measurements for maize and soybean were determined from a spline interpolation function calculated between destructive sampling dates. In each field, incident and reflected PAR sensors (Model LI-190, Li-Cor, Inc., Lincoln, NE, USA) above the canopy and six light bars (LI-191: Li-Cor Inc., Lincoln, NE, USA) above the soil surface provided data to quantify PAR absorbed by the canopy (APAR). These values were used in conjunction with LAI measurements to determine an extinction coefficient (k) for each crop. To minimize noise and errors, the average value of k for each crop was determined using only points where green LAI was greater than 1.5 m² m⁻² and dead LAI was less than 0.5 m² m⁻².

2.4. GPP modeling approach

A basic light use efficiency relationship is used to model GPP for each day of the growing season:

\[
\text{GPP} = \epsilon \times \text{APAR}
\]

where \( \epsilon \) is the daily light use efficiency and APAR is the daily sum of light absorbed by the photosynthetically active (i.e., green) fraction of the canopy. The APAR is defined using the Beer–Lambert Law as:

\[
\text{APAR} = \frac{\epsilon}{\epsilon_k} \times \left(1 - e^{-\epsilon \times \text{green LAI}}\right)
\]

where \( \epsilon \) is the light extinction coefficient and green LAI is leaf area index participating in photosynthesis. While the total leaf area index will account for all light absorbed by the canopy, during leaf senescence, not all of this energy will be converted into photosynthates (Field and Mooney, 1983).

The daily light use efficiency has been modeled several different ways; using differences in sunlight vs. shaded leaves (Re et al., 2013), temperature and light (McCaughey et al., 2013), remote sensing models (Pei et al., 2013), etc. The Vegetation Photosynthesis Model (VPM; Xiao et al., 2004), which was originally developed for satellite imagery, scales \( \epsilon \) using temperature (\( T_{\text{scalar}} \), water stress (\( W_{\text{scalar}} \), and phenology (\( P_{\text{scalar}} \)):

\[
\epsilon = \epsilon_0 \times T_{\text{scalar}} \times W_{\text{scalar}} \times P_{\text{scalar}}
\]

where \( \epsilon_0 \) is maximum light use efficiency, Suyker and Verma (2012) scaled light use efficiency based on a light quality or amount of diffuse light (\( C_{\text{scalar}} \)):

\[
\epsilon = \epsilon_0 \times C_{\text{scalar}}
\]

where \( \epsilon_0 \) is now defined as "clear sky" maximum light use efficiency. In this study, \( \epsilon \) was scaled using all four scalars, light quality, temperature, water stress, and phenology:

\[
\epsilon = \epsilon_0 \times T_{\text{scalar}} \times W_{\text{scalar}} \times P_{\text{scalar}}
\]
Thus, daily GPP can be estimated using a cloud-adjusted light use efficiency model (MUE): 

$$\text{GPP} = \epsilon \times C_{\text{scalar}} \times T_{\text{scalar}} \times W_{\text{scalar}} \times P_{\text{scalar}} \times \text{APAR}$$  \hspace{1cm} (5b)$$

The Gscalar takes into account improved efficiency of canopy photosynthesis in diffuse light. Therefore, $C_{\text{scalar}}$ scales above 1 using the following equation (Suyker and Verma, 2012):

$$C_{\text{scalar}} = 1 + \beta \times \left( \frac{\text{PAR}}{\text{PAR}_{\text{ref}}} \right)^{0.17}$$  \hspace{1cm} (6)

where $\beta$ is the sensitivity of $\epsilon$ to diffuse light and $\text{PAR}/\text{PAR}_{\text{ref}} = 0.17$ on a clear day. However, at many sites, PAR data is not collected. To incorporate the effect of diffuse light in this $\epsilon$ model, $\text{PAR}/\text{PAR}_{\text{ref}}$ was related to the cloudiness coefficient (CC):

$$\text{CC} = 1 - \frac{\text{PAR}_{\text{ref}}}{\text{PAR}}$$  \hspace{1cm} (7a)

$\text{PAR}_{\text{ref}}$ is the estimated total amount of daily incident PAR assuming cloud-free conditions based on factors such as latitude, elevation, atmospheric pressure, etc. (Weiss and Norman, 1985). We note corrected equations (A. Weiss, personal communication) for hourly PAR$_{\text{ref}}$ as the sum of direct and diffuse PAR (RDN and RDU, respectively):

$$\text{PAR}_{\text{ref}} = R\text{DN} + R\text{DU}$$  \hspace{1cm} (7b)

where $R\text{DN}$ is solar zenith angle (midpoint of each hour), $P$ is site atmospheric pressure (kPa), and PAR incident at the top of the atmosphere is 2428 $\mu$mol m$^{-2}$ s$^{-1}$ (a value of 2760 was used in the original paper). Hourly values of PAR$_{\text{ref}}$ were calculated and integrated over each day.

The $T_{\text{scalar}}$ has been modeled based on the Terrestrial Ecosystem Model (Raich et al., 1991):

$$T_{\text{scalar}} = \frac{(T - T_{\text{max}}) \times (T - T_{\text{min}})}{[(T - T_{\text{max}}) \times (T - T_{\text{min}})] - (T - T_{\text{opt}})}$$  \hspace{1cm} (8)

where $T$ is daytime average air temperature (when $P = 1$ $\mu$mol m$^{-2}$ s$^{-1}$) and the parameters for $T_{\text{min}}$, $T_{\text{max}}$, and $T_{\text{opt}}$ were 10, 48, and 28°C respectively, based on Kafkas et al. (2011). While these temperature parameters could be more narrowly adapted to crop species (e.g., maize or soybean) or regions (e.g., eastern Nebraska), this broad temperature range should reduce the risk of the model becoming specific to a particular plant functional type (GF vs. CF) growth stage, and or region.

The $W_{\text{scalar}}$ takes into account the complex impact of water stress on photosynthesis (i.e., changes in stomatal conductance, leaf water potential, etc.) caused by soil moisture and/or atmospheric water deficits. The $W_{\text{scalar}}$ is determined using one of multiple techniques from remote-sensing data (Mu et al., 2003) or meteorological variables (Maselli et al., 2009; Moreo et al., 2011). Vapor pressure deficit (VPD) is known to affect GPP over the course of a day (Fettig et al., 1993) and its impact increases in the presence of a soil moisture deficit (Hirasawa and Hsiao, 1999). The VPD is already used as a constraint for stomatal conductance in evapotranspiration models. For example, specific biomes are assigned values of VPD, along with temperature, for when the stomata are expected to be fully open or closed and these values are applied to the model using look-up tables (Mu et al., 2001, 2007). A similar approach, using one set of VPD values for all crops, was adapted for $\epsilon$ models (Yuan et al., 2010). For our study, we modified an approach estimating the plant photosynthetic response to VPD based on varying convexity (Gilmour et al., 2013). This approach has originally been used in examining changes where the scalar will remain stable (e.g., at 1 until VPD reaches a critical threshold (generally accepted near 1 kPa) that induces a reduction in photosynthesis (El-Sharkawy et al., 1984; Lasloup et al., 2010). However, for this study we seek to determine a scalar useful for daily averages of VPD. Since a daily average of VPD below 1 kPa could contain periods where VPD was greater than 1 kPa, no critical threshold was utilized resulting in the following equation:

$$W_{\text{scalar}} = \exp \left\{ -\left(\frac{\text{VPD} \times \sigma_{\text{scalar}}}{\text{VPD}_{\text{ref}}} \right)^2 \right\}$$  \hspace{1cm} (9)

where $\sigma_{\text{scalar}}$ is the curvature parameter for water stress.

The $P_{\text{scalar}}$, determined using remote sensing techniques, accounts for the impact of phenology/leaf age at the canopy level (Kafkas et al., 2011; Wang et al., 2012). Mature leaves do not have the same capacity as mature leaves to photosynthesize (Reich et al., 1991) and mature leaves lose their photosynthetic capacity as they senesce (Owensby and Stewart, 1986; Field and Mooney, 1983). Green LAI is a good indicator for canopy development in maize and soybean increasing during leaf expansion (vegetative growth stages) and decreasing as canopy chlorophyll is degraded (vegetative growth stages/senescence; Nguyen-Robertson et al., 2012). For our study, the equation was adjusted such that the $P_{\text{scalar}}$ was one at peak green LAI:

$$P_{\text{scalar}} = \exp \left\{ \left[ \frac{\text{green LAI}_{\text{max}} - \text{green LAI}}{\sigma_{\text{scalar}}} \right]^2 \right\}$$  \hspace{1cm} (10)

where $\sigma_{\text{scalar}}$ is the curvature parameter for phenology and green LAI$_{\text{max}}$ is the maximal green LAI for each rainfed and irrigated crop. Green LAI$_{\text{max}}$ is a potential maximum leaf area for a particular crop management (e.g., irrigation, planting density). Other factors (e.g., extreme weather, plant pests/diseases) can affect leaf area distribution and peak values in a particular year. These impacts on $P_{\text{scalar}}$ are discussed in Section 3.1.

2.5. Statistical methods

The four $\epsilon$, $\beta$, $\sigma_{\text{scalar}}$, and $\sigma_{\text{scalar}}$ were determined using a step-wise iterative, or “model tuning” approach (Dull et al., 2003; Gitelson et al., 2006). While all four parameters could be determined by simultaneous iteration, it would be computationally intensive. Therefore, predetermined ranges of each parameter were established (maize: $\epsilon$: 0.426-1.0; $\beta$: 0.25-2.5; $\sigma_{\text{scalar}}$: 0-50 kPa; and $\sigma_{\text{scalar}}$: 6-50 m$^2$ m$^{-2}$; soybean: $\epsilon$: 0.298-1.0; $\beta$: 0.298-1.0; $\sigma_{\text{scalar}}$: 3-50 kPa; and $\sigma_{\text{scalar}}$: 6-50 m$^2$ m$^{-2}$) following a k-fold cross-validation procedure (Kohavi, 1995) where k is the number of field-years for each crop between 2001 and 2008: 6 for maize and 8 for soybean.

The step-wise process consisted of eight iterations. The first step was to estimate $\epsilon$ using the data when $C_{\text{scalar}}$, Wscalar, and Pscalar are assumed to be close to 1. Thus, $\epsilon$ was determined during sunny conditions (CC<0.2) with low water stress (VPD<1.0) and a relatively mature canopy (LAI>2 m$^2$ m$^{-2}$). After quantifying $\epsilon$, $\beta$ was determined by using an expanded data set disregarding the limitation using the CC. Likewise, $\sigma_{\text{scalar}}$ was determined with all VPD values included. The fourth iteration isolated $\sigma_{\text{scalar}}$ using the entire data set. To ensure relative stability of the four parameters were repeated using the entire data set and the parameters identified in the first four steps. In order to make an accurate comparison between the approach in this study and the approach presented in Suyker and Verma (2012), the Suyker and M. Verma (2012) model utilized the original coefficients (i.e., $\kappa$, $\epsilon_0$, etc.) rather than the updated values (Table 2).
Table 2
Summary of the model constants (bold) and corresponding equation number (Eqs.) utilized in this study. Maximum green leaf area values unique to the rainfed site (US- No3) are indicated in square brackets.

<table>
<thead>
<tr>
<th>Constants</th>
<th>Symbol</th>
<th>Eq</th>
<th>Units</th>
<th>Maize</th>
<th>Soybean</th>
<th>Maize</th>
<th>Soybean</th>
</tr>
</thead>
<tbody>
<tr>
<td>light extinction coefficient</td>
<td>( k )</td>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td>0.442</td>
<td>0.561</td>
</tr>
<tr>
<td>light use efficiency</td>
<td>( \phi )</td>
<td>(1)(2)</td>
<td>Un[less</td>
<td>0.484</td>
<td>0.576</td>
<td>0.428</td>
<td>0.516</td>
</tr>
<tr>
<td>sensitivity of ( \phi ) to diffuse light</td>
<td></td>
<td></td>
<td>g.cm m^{-1}</td>
<td>0.426 \pm 0.022</td>
<td>0.288 \pm 0.013</td>
<td>0.526 \pm 0.009</td>
<td>0.374 \pm 0.009</td>
</tr>
<tr>
<td>minimum temperature for physiological activity</td>
<td>( t_{\text{min}} )</td>
<td>(3)</td>
<td>( ^{\circ} \text{C} )</td>
<td>0.487 \pm 0.115</td>
<td>0.87 \pm 0.184</td>
<td>0.347 \pm 0.051</td>
<td>0.411 \pm 0.056</td>
</tr>
<tr>
<td>maximum temperature for physiological activity</td>
<td>( t_{\text{max}} )</td>
<td>(4)</td>
<td>( ^{\circ} \text{C} )</td>
<td>19</td>
<td>19</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>optimal temperature for physiological activity</td>
<td>( t_{\text{opt}} )</td>
<td>(5)</td>
<td>( ^{\circ} \text{C} )</td>
<td>6 \pm 0.25</td>
<td>4 \pm 0.25</td>
<td>6 \pm 0.25</td>
<td>4 \pm 0.25</td>
</tr>
<tr>
<td>water stress curvature parameter</td>
<td>( \omega_{\text{sys}} )</td>
<td>(6)</td>
<td>( \text{kPa} )</td>
<td>6 \pm 0.25</td>
<td>4 \pm 0.25</td>
<td>6 \pm 0.25</td>
<td>4 \pm 0.25</td>
</tr>
<tr>
<td>maximum green leaf area index</td>
<td></td>
<td></td>
<td>( \text{m}^2 \text{~m}^{-2} )</td>
<td>678 \pm 93</td>
<td>615 \pm 63</td>
<td>18 \pm 4.59</td>
<td>18 \pm 7.15</td>
</tr>
</tbody>
</table>

The optimal parameters were selected based on a minimum sum of absolute error (MSEA) regression (Andrè et al., 2003; Narula et al., 1999) using R (V. 3.0.1, 2013, The R Foundation for Statistical Computing). MSEA regression has been found to be advantageous when there are outliers in the data set and the median is a more efficient estimator of the parameter rather than the mean (Narula et al., 1999). Due to differences between fields and various climatic conditions, the annual sum of GPP at a given site can be drastically different from normal years. This difference then impacts the mean value of the annual sum of GPP (maize: median = 1660 g.Cm^{-2}, average = 1641 g.Cm^{-2}; soybean: median = 915 g.Cm^{-2}, average = 944 g.Cm^{-2}). The sum of absolute error (SAE) by field-year (SAEfield-year) reduces both error and bias because self-correcting errors in the annual (i.e., field-year) sums were penalized. Thus, this approach minimizes the absolute value of the annual difference between modeled and measured GPP for a given site.

\[
\text{SAE}_{\text{field-year}} = \sum_{\text{field-year}} |\text{Estimated GPP} - \text{Modeled GPP}|
\]

The approach minimizing SAEfield-year also accentuates annual over daily performance in the model. A SAE analysis for daily values would over-emphasize accuracy for high GPP values. Basic statistical analyses were performed using Excel (V. 2010, Microsoft) where the coefficients of determination (\( R^2 \)) were calculated for the best-fit lines and the mean normalized bias (MNB) and root mean square (RMS) were calculated from the 1:1 line.

When incorporating a new factor into the PDM (\( C_{\text{sys}} \)) and modifying other scalars (\( F_{\text{sys}}, W_{\text{sys}}, \text{ and } S_{\text{sys}} \)), their statistical significance must be evaluated in explaining the variability in daily GPP. Since URE is non-linear, the model was transformed logarithmically to perform two separate model selection analyses, Alaka Information criterion (AIC) and likelihood ratio test, in R (V. 3.0.1, 2013, The R Foundation for Statistical Computing). To determine if each scalar statistically improves the model we used the following process. From the base model (GPP = \( C_{\text{sys}} \times \text{APAR} \)), the AIC was used to determine which singular scalar improved the model the most. The model with the lowest AIC among the tested models will have the optimal number of parameters for explaining the data while minimizing complexity (Akaike, 1974; Held and Sabarnes Bové, 2014). The likelihood ratio test identified if the model was significantly improved. The likelihood ratio test compares a simple model with a nested and more complex model to provide a measure of statistical significance to any improvement of the model by adding a parameter (Fischer, 1922; Held and Sabarnes Bové, 2014). The optimal parameter at each level of complexity (i.e., number of scalars), determined from AIC, was used as the simplest model in the likelihood ratio test for the increasingly complex model up to the proposed cloud-adjusted light use efficiency model (LUCE).
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**Fig. 1.** The ratio of the incident photosynthetically active radiation (PAR) and diffuse PAR (DPAR) in relation to cloudiness coefficient (CC) calculated from US-Ne1, US-Ne2, and US-No3 during growing seasons from 2001 to 2010 (n = 1879).

### 3. Results and discussion

#### 3.1. Determination of model parameters

This study employed updated \( K \) values from Snyder and Verma (2012) to reflect the additional four years of APAR and LAI data collected at the site (6 vs. 12 years). The \( K \) was 0.444 for maize and 0.601 for soybean. These and other constants used in the model are in Table 2. The strong relationship between daily CC and daily PAR/DPAR (\( R^2 = 0.86 \); Fig. 1) allows for the following relationship to be used in lieu of diffuse light measurements:

\[
\text{PAR}_d = 1.08 \times \text{CC} + 0.21
\]

Thus, \( C_{\text{cal}} \) can be represented as a combination of Eqs. (6) and (12):

\[
\text{CC}_{\text{cal}} = 1 + \beta \times (1.08 \times \text{CC} - 0.04) \tag{13}
\]

The values of \( \alpha \), \( \beta \), \( \omega_{\text{sys}} \), and \( \gamma_{\text{sys}} \) were determined iteratively (see Section 2.4 for details). For maize and soybean, \( \omega_{\text{sys}} \) was 0.526 \pm 0.007 and 0.374 \pm 0.003 g.Cm^{-1}, respectively (Table 2, Fig. 2). A range of \( \omega_{\text{sys}} \) values have been published in the literature (Table 3) from both ground-based and satellite-derived studies (e.g., Prince and Goward, 1995; Yan et al., 2009; Cheng et al., 2014). The large variation of \( \omega_{\text{sys}} \) across multiple studies may be due, in part, to incorporating different scaling factors and variations in how these scalars are modeled (e.g., VPD vs. surface water index, LSWM, to estimate water stress). The \( \beta \) was originally determined in Snyder and Verma (2012) from regression as 0.487 \pm 0.100 and 0.877 \pm 0.384 for irrigated maize and soybean, respectively (from 2005 to 2006 at US-Ne1 and US-Ne2). In this
Parameter Utilized for Scalar

Fig. 2. The relationships between the parameters utilized for the scalars: cloudy days coefficient (CC), average daytime temperature (T), vapor pressure deficit (VPD), and green leaf area index (green LAI); and the scalars Cscalar, Tscalar, Wscalar, Pscalar, Fscalar. Summary statistics for each parameter and scalar are in Table 4.

Table 3
Maximal light use efficiency (ε) values in units of C m2 d−1 determined by various studies. For Price and Coward [1995], the ε is adjusted by a temperature factor (α).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Maize</th>
<th>Soybean</th>
<th>Developed specifically for maize or soybean?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running et al.</td>
<td>2004</td>
<td>0.168</td>
<td>0.168</td>
<td>No</td>
</tr>
<tr>
<td>Cheng et al.</td>
<td>2014</td>
<td>0.105</td>
<td>0.105</td>
<td>Yes</td>
</tr>
<tr>
<td>Cheng et al.</td>
<td>2014</td>
<td>0.105</td>
<td>0.105</td>
<td>Yes</td>
</tr>
<tr>
<td>Ise et al.</td>
<td>2013</td>
<td>0.613</td>
<td>0.613</td>
<td>No</td>
</tr>
<tr>
<td>Kilias et al.</td>
<td>2011</td>
<td>1.500</td>
<td>1.500</td>
<td>No</td>
</tr>
<tr>
<td>Issa et al.</td>
<td>2012</td>
<td>0.400</td>
<td>0.400</td>
<td>No</td>
</tr>
<tr>
<td>Maladevan et al.</td>
<td>2008</td>
<td>0.660</td>
<td>0.660</td>
<td>No</td>
</tr>
<tr>
<td>Norman and Ahlström</td>
<td>1991</td>
<td>0.657</td>
<td>0.657</td>
<td>Yes</td>
</tr>
<tr>
<td>Price and Coward</td>
<td>1995</td>
<td>0.657</td>
<td>0.657</td>
<td>Yes</td>
</tr>
<tr>
<td>Snyder and Verma</td>
<td>2012</td>
<td>0.400</td>
<td>0.400</td>
<td>Yes</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>2010</td>
<td>0.500</td>
<td>0.500</td>
<td>Yes</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>2010</td>
<td>0.578</td>
<td>0.578</td>
<td>Yes</td>
</tr>
<tr>
<td>Yan et al.</td>
<td>2009</td>
<td>0.500</td>
<td>0.500</td>
<td>Yes</td>
</tr>
<tr>
<td>This study</td>
<td></td>
<td>0.500</td>
<td>0.500</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The study determined ε to be 0.347 ± 0.051 for maize and 0.105 ± 0.051 for soybean, respectively. This discrepancy was likely due to differences in model calibration. The original determination of ε was from a single site in a single year for each crop. This study determined ε using the entire calibration data set (24 field-years). The εscalar was determined to be 6 ± 4 and 2 ± 3 kPa for maize and soybean, respectively. The εscalar was determined to be 18 ± 5 and 18 ± 7 m2 s−2 for maize and soybean, respectively. The wide range in the variation using the k-fold cross-validation technique may be due to fitting the same εscalar for both irrigated and rainfed crops, despite the different maximal green LAI values. However, other factors not incorporated into the model can also impact green LAI (e.g., disease, damage by pests) and increase the uncertainty in the εscalar.

The resulting range of values for the scalars and other parameters are shown in Table 4. While the average for each scalar was close to one (0.8–1.1), on particular days the impact of some individual scalars was substantial. The temperature severely reduced ε on some days for both maize and soybean (Tscalar < 0.03–0.05), which occurred towards the end of the season when daily daytime temperature averages reached the minimum of 10°C necessary for physiological activity. The lowest values for the Wscalar was in the rainfed soybean (0.46) when VPD was high (>2 kPa). However, this was relatively infrequent for all three sites (n = 36 days). The relatively small range of Pscalar (~0.9–1.5) was expected as young leaves and canopies can photosynthesize, even if they are inefficient compared to fully mature leaves. This narrow range and the uncertainty in quantifying green LAI during the later reproductive stages (Gitelson et al., 2014; Peng et al., 2011) may have contributed to the wider confidence intervals associated with the curvature parameter, εscalar. Despite multiple factors that reduce maximal green LAI for maize and soybean for their respective management, the Pscalar approached one each field-year (~0.985). The Cscalar increased to a maximum of 1.4 in both crops, supporting earlier studies demonstrating that cloudy conditions increase ε (e.g., Macbi and Balschich, 2008).

3.2. Model selection analysis, calibration, and validation

The LUR was developed using the 2001–2008 data. The likelihood ratio test demonstrated that each successive scalar, while adding complexity to the basic model, significantly improved the
Table 6
Summary of the parameters and corresponding equation number (Eq) utilized in this study. The minimum (min), maximum (max), and average (avg) of each parameter was presented for each crop. Numbers in square brackets indicate values for the tilled site (US-Ne2) while those to the left were for the two irrigated sites (US-Ne1 and US-Ne3).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Eq.</th>
<th>Units</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross primary production</td>
<td>GPP</td>
<td>(1)</td>
<td>g C m⁻² d⁻¹</td>
<td>0.0</td>
<td>32.5</td>
<td>12.0</td>
<td>3.0</td>
<td>12.0</td>
<td>5.8</td>
</tr>
<tr>
<td>Green leaf area index</td>
<td>LAI</td>
<td>(2)</td>
<td>m² m⁻²</td>
<td>0.0</td>
<td>6.3</td>
<td>3.2</td>
<td>0.0</td>
<td>6.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Acceptor PAR by green</td>
<td>AqAB</td>
<td>(3)</td>
<td>mol photos m⁻² d⁻¹</td>
<td>0.0</td>
<td>63.0</td>
<td>24.0</td>
<td>0.0</td>
<td>63.0</td>
<td>24.0</td>
</tr>
<tr>
<td>Incident PAR</td>
<td>PPAR</td>
<td>(4)</td>
<td>mol photos m⁻² d⁻¹</td>
<td>1.0</td>
<td>14.0</td>
<td>6.0</td>
<td>0.0</td>
<td>14.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Ratio of diffuse PAR and PAR</td>
<td>DPAR/PPAR</td>
<td>(5)</td>
<td>Unitless</td>
<td>0.0</td>
<td>1.4</td>
<td>0.7</td>
<td>0.0</td>
<td>1.4</td>
<td>0.7</td>
</tr>
<tr>
<td>Cloudiness coefficient</td>
<td>CCl</td>
<td>(6)</td>
<td>Unitless</td>
<td>0.0</td>
<td>0.05</td>
<td>0.02</td>
<td>0.0</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Potential PAR</td>
<td>PPARp</td>
<td>(7)</td>
<td>mol photos m⁻² d⁻¹</td>
<td>27.0</td>
<td>63.5</td>
<td>37.0</td>
<td>27.0</td>
<td>63.5</td>
<td>37.0</td>
</tr>
<tr>
<td>Temperature</td>
<td>T</td>
<td>(8)</td>
<td>°C</td>
<td>10.0</td>
<td>33.0</td>
<td>22.5</td>
<td>15.0</td>
<td>33.0</td>
<td>22.5</td>
</tr>
<tr>
<td>Vapor pressure deficit</td>
<td>VPD</td>
<td>(9)</td>
<td>kPa</td>
<td>13.0</td>
<td>32.0</td>
<td>21.0</td>
<td>0.0</td>
<td>32.0</td>
<td>21.0</td>
</tr>
<tr>
<td>Cloudiness scalar</td>
<td>Ccl</td>
<td>(10)</td>
<td>Unitless</td>
<td>1.0</td>
<td>1.5</td>
<td>1.3</td>
<td>1.0</td>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Temperature scalar</td>
<td>Tsc</td>
<td>(11)</td>
<td>Unitless</td>
<td>0.04</td>
<td>1.0</td>
<td>0.52</td>
<td>0.0</td>
<td>1.0</td>
<td>0.52</td>
</tr>
<tr>
<td>Water stress scalar</td>
<td>Ws</td>
<td>(12)</td>
<td>Unitless</td>
<td>0.76</td>
<td>3.0</td>
<td>1.9</td>
<td>0.0</td>
<td>3.0</td>
<td>1.9</td>
</tr>
<tr>
<td>Precipitation</td>
<td>P</td>
<td>(13)</td>
<td>Unitless</td>
<td>0.0</td>
<td>0.10</td>
<td>0.06</td>
<td>0.0</td>
<td>0.10</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 5
Summary of model selection results for the Akaike Information Criterion (AIC) and likelihood ratio test. The difference between the AIC and minimum Akaike Information Criterion (AICmin) was used to identify optimal models at each level of complexity. The optimal parameter at each level of complexity (mL) was used as the model for the likelihood ratio test for the increasingly complex model up to the proposed cloud-adjusted light use efficiency model (LUEC). These results indicate that the addition of each remaining parameter was statistically significant (p-value < 0.001).

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>AIC-AICmin</th>
<th>Likelihood ratio test</th>
<th>p-value</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWV = c₁</td>
<td>7965</td>
<td>4503</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AWV + c₂ = c₃</td>
<td>2675</td>
<td>1582</td>
<td>1.4</td>
<td>0.0001</td>
<td>5</td>
</tr>
<tr>
<td>AWV + c₄ = c₅</td>
<td>2569</td>
<td>1177</td>
<td>1.6</td>
<td>0.0001</td>
<td>5</td>
</tr>
<tr>
<td>AWV + c₆ = c₇</td>
<td>2515</td>
<td>1105</td>
<td>1.8</td>
<td>0.0001</td>
<td>5</td>
</tr>
<tr>
<td>AWV + c₈ = c₉</td>
<td>2512</td>
<td>1102</td>
<td>1.9</td>
<td>0.0001</td>
<td>5</td>
</tr>
<tr>
<td>LUEC</td>
<td>2563</td>
<td>0</td>
<td></td>
<td>0.0003</td>
<td>8</td>
</tr>
</tbody>
</table>

The largest decrease in AIC occurred when adding any one of the scalars and the PDI contributed the most to the variability in GPP for these maize and soybean crops. The model estimated GPP with reasonable accuracy and low bias (RMSE: 2.2 g C m⁻² d⁻¹; MNRE: 4.7%; Fig. 3A). Minimizing bias has two benefits. Firstly, error due to bias will compound over time and thus reduce the accuracy in monitoring long-term trends in GPP. Secondly, lower bias indicates that over- and/or under-estimation of GPP was minimized for specific periods of the growing season (i.e., early, peak, etc.). The daily trends of the measured and modeled GPP between 2001 and 2008 roughly matched for US-Ne2 (Fig. 4), US-Ne3 (Fig. 5), and US-Ne3 (Fig. 6). This indicates that the model was reasonably estimating both low and high values of GPP. The model was tested using the 2006–2012 data by evaluating daily and yearly RMSE and bias. While there was slightly
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**Fig. 3.** The estimated and measured gross primary production (GPP) relationships from the 2001–2008 calibration data for the two light use efficiency models: (A) cloud-adjusted (LUEC), and (B) Suyker and Verma (2012) model. The coefficient of determination (R²) was determined from the best-fit line for maize and soybean data combined. The mean normalized bias (MNBI) and root mean square error (RMSE) was determined from the 1:1 line.
Fig. 4. Growing season distributions of the measured daily gross primary production (GPP) and the estimated GPP from the cloud-adjusted light use efficiency model (LUE) at the AmeriFlux site US-Ne1 located near Mead, NE, USA from 2001 to 2012. The site was managed as irrigated continuous maize during the entire study.

Fig. 5. Growing season distributions of the measured daily gross primary production (GPP) and the estimated GPP from the cloud-adjusted light use efficiency model (LUE) at the AmeriFlux site US-Ne2 located near Mead, NE, USA from 2001 to 2012. The site was irrigated and managed as a maize (odd years) and soybean (even years) rotation from 2001 to 2009. From 2010 to 2012 the site was managed as continuous maize.
increased scatter in the daily modeled vs. measured GPP relationships (RMSE = 2.6 g C m⁻² d⁻¹), this error was still reasonable (Fig. 7A). The temporal behavior of the modeled and measured GPP for 2009–2012 was similar to those in 2001–2008 (Figs. 4–6). Yearly estimates of GPP (RMSE = 27.4 g C m⁻² y⁻¹) were also reasonable (Fig. 7C). Desai et al. (2008) found the errors associated with the method of measuring GPP and gap-filling to be less than 10% across several methods in various biomes. For UEE, all the data points in the validation data set fell within this 10% error threshold from measured GPP except for US-Ne3 in 2010 (13.5%) and 2012 (13.5%).

The accuracy of the UEE over the period of validation (2009–2012) was strikingly good even with a change in management for US-Ne2 (from maize/soybean rotation to continuous maize) to accommodate a biomass study and several unforeseen events that influenced crop growth and the carbon flux. For example, at the end of the 2010 growing season there was a hail storm that damaged all three sites, but impacted US-Ne1 the most with an estimated loss of grain carbon of over 400 g C m⁻² (stalks were lodged by large hail). This grain was incorporated in the field following fall conservation tillage to decompose the following growing seasons, yet this additional respiration did not impact GPP estimates for UEE at US-Ne1 (2011: RMSE = 2.4 g C m⁻² d⁻¹). Another unexpected event was the drought in 2012. While the UEE performed worse in 2012 compared to other years in several metrics (2012: RMSE = 14.9 g C m⁻² d⁻¹, NMB = 13.5%), the model still had less error and bias than the Suyker and Verma (2012) model (2012: RMSE = 3.9 g C m⁻² d⁻¹, NMB = 30.0%). This indicates that the UEE was fairly robust even during extreme events, likely due to using VFD as a metric for estimating the Wdir.

In addition to evaluating the UEE, and the significance of each parameter scaling ε, we also wanted to quantify the improvement in this model compared to Suyker and Verma (2012). The Suyker and Verma (2012) modeled values underestimated daily GPP compared to measured values for the developmental period (slope = 0.895 from 2001 to 2008; Fig. 3B) and the test period (slope = 0.939 from 2009 to 2012; Fig. 3B). Growing season totals show larger RMSE, too (Fig. 7D). Generally for all metrics utilized in this study (i.e., error, bias) the approach incorporating four scalars outperformed the single scalar based model. This suggests multiple factors are significantly impacting light use efficiency that ultimately affects daily and seasonal estimates of GPP.

### 3.3. Long-term error accumulation and bias associated with the models

While the daily accuracy of the model is important, small biases in modeled GPP can accumulate over multiple years. There are two types of cumulative error that reflect the quality of the model: (1) error that is self-correcting where over-estimations in some years can be offset by under-estimations in subsequent years which reduces bias (sum of error; SOE) and (2) error that accumulates the absolute difference between modeled and measured GPP each year (sum of absolute error; SAE). For the UEE, from 2006 to 2012 for all three sites under differing management practices (e.g., irrigated, continuous maize vs. maize/soybean rotation), the magnitude of SOE (US-Ne1: –33.7; US-Ne2: 272.7; US-Ne3: –231.4 g C m⁻²) was within ±5% of measured cumulative GPP. The values of SAE ranged from 2 to 9% of GPP (US-Ne1: 157.0; US-Ne2: 398.5; US-Ne3: 441.2 g C m⁻²), The cumulative error and bias of UEE were within reason when compared to other light use efficiency models. For example, a direct comparison across the three sites, the SOE and SAE from the Suyker and Verma (2012) model ranged from –3 to 8% and 2 to 13%, respectively. The UEE demonstrates that it reduces self-correction compared to the earlier approach by Suyker and Verma (2012). Using the VPM between 2001 and 2005,
Fig. 7. The (A-B) daily and (C-D) yearly estimated vs. measured gross primary production (GPP) relationships from the 2009-2012 validation data set for the two light use efficiency models, (A,C) cloud-adjusted (LUEC) and (B,D) Suyker and Verma (2012) model. The coefficient of determination ($R^2$) was determined from the best fit line for both maize and soybean. The mean normalized bias (MNB) and root mean square error (RMSE) was determined from the 1:1 line. Temperature error bars (dashed lines) are included in the yearly estimated GPP graphs.

Fig. 8. Cumulative annual sum of error (SOE) between measured and estimated gross primary production (GPP) from 2001 to 2012 for (A) the cloud adjusted light use efficiency model (LUEC), and (B) the Suyker and Verma (2012) model, and cumulative annual sum of absolute error (SAE) for (C) LUEC, and (D) Suyker and Verma (2012) model.
Xiao et al. (2014) over-estimated GPP in each year for US-Ne2 for a total of 458 g C m⁻² (SDF = 78%).

While the long-term analysis is limited to four years, we repeated the analysis with data from 2001 to 2012 (Fig. 5a and c). Inclusion of the calibration data into this error analysis may not be ideal, however, it does provide some additional insights to the long-term trends. The SDE was -0.50 to 2.5% and SAE was 3.07% for all three sites with cumulative GPP measured 14,000 to 20,000 g C m⁻². The corresponding SDE and SAE for Snyder and Vermij (2012) was -1.0 to 2% and 4 to 10%, respectively. From 2001 to 2009 at US-Ne2, the SDE and SAE were lower (0.7 and 2%, respectively) compared to Xiao et al. (2014). This error analysis suggests incorporating multiple scaling factors (regulated by meteorological and biophysical variables) into light use efficiency models can provide long-term GPP estimates with small bias.

4. Conclusion

The cloud-adjusted light use efficiency model (LUEₕ) was able to model GPP utilizing field-based meteorological and biophysical measurements from three Nebraska sites growing two different crops, maize and soybean, from 2001 to 2012. This light use efficiency (ε) model incorporated four scalars for estimating GPP: light climate, impacts of temperature, water stress, and photophysics. The model parameters for LUEₕ were calibrated using a k-fold cross-validation procedure using data collected between 2001 and 2008. A computationally efficient iterative procedure ascertained initial parameter estimates from a limited range of environmental conditions and final parameters were determined from the entire data set. The likelihood ratio test demonstrated that all four scalars were statistically significant in improving the model estimation of daily GPP. On a day-by-day basis, temperature scalar can range from zero to one while the photophysics scalar has a sensitivity range of 0.1–1.0. The parameters β and γ on the Akaike Information Criterion analysis, photophysics and excess GPP variability compared to temperature and the other two scalars.

This model was validated on data collected between 2009 and 2012. The LUEₕ had low error and bias estimates for daily and growing season GPP. On a cumulative basis, the sum of error between the measured and modeled GPP, which provides a measure of long-term cumulative bias (2001–2012), was less than 330 g C m⁻² among the three sites. This is considered small compared to over 20,000 g C m⁻² of carbon accumulated through GPP in maize and soybean crops. The performance of the LUEₕ remained reasonable even during unusual events such as a change in management for US-Ne2 from 2010 to 2012, additional carbon input from a hailstorm in 2010, and an intense drought in 2012. Future research is necessary to determine if the parameters identified in this study are robust for regions outside of Eastern Nebraska. It would also be beneficial if this approach using four scalars for estimating ε could be adapted for regional and global estimates of GPP.
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