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Allocating Non-Real-Time and
Soft Real-Time Jobs in Multiclusters

Ligang He, Student Member, IEEE, Stephen A. Jarvis, Member, IEEE,

Daniel P. Spooner, Hong Jiang, Member, IEEE Computer Society,

Donna N. Dillenberger, Member, IEEE, and Graham R. Nudd

Abstract—This paper addresses workload allocation techniques for two types of sequential jobs that might be found in multicluster

systems, namely, non-real-time jobs and soft real-time jobs. Two workload allocation strategies, the Optimized mean Response Time

(ORT) and the Optimized mean Miss Rate (OMR), are developed by establishing and numerically solving two optimization equation

sets. The ORT strategy achieves an optimized mean response time for non-real-time jobs, while the OMR strategy obtains an

optimized mean miss rate for soft real-time jobs over multiple clusters. Both strategies take into account average system behaviors

(such as the mean arrival rate of jobs) in calculating the workload proportions for individual clusters and the workload allocation is

updated dynamically when the change in the mean arrival rate reaches a certain threshold. The effectiveness of both strategies is

demonstrated through theoretical analysis. These strategies are also evaluated through extensive experimental studies and the results

show that when compared with traditional strategies, the proposed workload allocation schemes significantly improve the performance

of job scheduling in multiclusters, both in terms of the mean response time (for non-real-time jobs) and the mean miss rate (for soft

real-time jobs).

Index Terms—Scheduling, parallel systems, distributed systems, real-time systems, numerical algorithms.

�

1 INTRODUCTION

CLUSTERS are now recognized as popular high-perfor-
mance computing platforms for both scientific and

commercial applications. Separate clusters are also being
interconnected to create multicluster computing architec-
tures [5]. The reason for this is two-fold: First, applications
are increasingly exhibiting intensive computing require-
ments that have been shown to exceed the processing
capability of any existing single cluster. A viable solution,
therefore, is to integrate multiple clusters that can then be
effectively viewed as a single system, although these
constituent clusters may have different performance and
supporting architectures, and may be located within a
single organization or indeed across different geographical
sites. A number of commercial products supporting multi-
cluster environments are available, including the Platform
LSF Multicluster [26], for example. Second, in some
scenarios, a cluster needs to be partitioned into several
subparts in order to support resource maintenance and data
integrity [5], [14]. An approach to supporting the latter is to
partition a cluster into multiple subclusters and employ a
quorum mechanism to determine the subcluster whose
results should be trusted [14].

Job scheduling in a distributed system can be categorized
into two classes of activity based on the type of information
on which the scheduling decisions are made [21], [25]. This
information may be either

1. based on averages, including metrics such as the
mean job arrival rate and the average processing
capabilities of the constituent processing nodes, or

2. based on instantaneous measures, such as the execu-
tion time of the current job requesting execution or
the current residual load on each computational
resource.

Instantaneous scheduling schemes usually perform
better when compared with their average-based counter-
parts [25], [12]. However, obtaining instantaneous system
information for the scheduling of every job imposes a high
overhead. This is especially true when the computational
resources are geographically distributed, where the delay of
retrieving system information may ultimately be intolerable
[12]. Moreover, in some distributed systems consisting of
autonomous servers, the system information recorded at
each individual server may not always be available [12].
Hence, it remains necessary to develop average-based
scheduling schemes to gain desirable performance im-
provements at a lower cost.

Average-based scheduling for sequential jobs in distrib-
uted systems usually consists of two fundamental compo-
nents, workload allocation and job dispatching [24], [25].
The workload allocation scheme determines the proportion
of workload directed to each resource, while the job
dispatching strategy distributes the incoming jobs to each
resource as the jobs arrive and, in so doing, satisfies the
proportion of workload specified by the workload alloca-
tion scheme.

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 17, NO. 2, FEBRUARY 2006 99

. L. He, S.A. Jarvis, D.P. Spooner, and G.R. Nudd are with the Department
of Computer Science, University of Warwick, Coventry, CV4 7AL, UK.
E-mail: {liganghe, saj, dps, grn}@dcs.warwick.ac.uk.

. H. Jiang is with the Department of Computer Science and Engineering,
University of Nebraska-Lincoln, Lincoln, NE 68588-0115.
E-mail: jiang@cse.unl.edu.

. D.N. Dillenberger is with the IBM T.J. Watson Research Center, Yorktown
Heights, NY 10598. E-mail: engd@us.ibm.com.

Manuscript received 6 Jan. 2005; revised 25 May 2005; accepted 14 July 2005;
published online 28 Dec. 2005.
For information on obtaining reprints of this article, please send e-mail to:
tpds@computer.org, and reference IEEECS Log Number TPDSSI-0006-0105.

1045-9219/06/$20.00 � 2006 IEEE Published by the IEEE Computer Society

Digital Object Identifier: 10.1109/TPDS.2006.18  



The workload allocation technique is a key factor for
achieving desirable performance in average-based job sche-
duling. The metric for evaluating performance varies accord-
ing to the job type. When jobs have soft real-time
requirements (i.e., a fraction of jobs are permitted to miss
their real-time requirements), performance metrics are
usually chosen to measure the extent of requirements
compliance. Slack [28] and deadline [16] are two commonly
used real-time metrics, where slack is defined as the
maximum wait time that a job can tolerate before execution.
Slack is used in this paper as the soft real-time metric. The
real-time requirements of a job are satisfied if the job’s waiting
time (in the system) is less than its slack. The performance
metric miss rate is used to measure the proportion of jobs
whose real-time requirements have been missed. If jobs have
no real-time requirements, then a common performance goal
is to reduce the mean response time [25].

In this paper, optimization techniques are investigated
for scheduling both non-real-time and soft real-time
sequential jobs in multicluster architectures, which consist
of multiple homogeneous clusters with different service
rates. Two workload allocation strategies, Optimized mean
Response Time (ORT) and Optimized mean Miss Rate (OMR),
are developed. ORT aims to achieve the optimized mean
response time for incoming non-real-time job streams and
OMR aims to achieve the optimized mean miss rate for soft
real-time job streams.

The workload allocation strategies presented in this
paper can be categorized as average-based scheduling as
the workload parameter that both ORT and OMR take into
account is the mean arrival rate. In addition, the OMR
scheme also considers the probability distribution of job
slack. The system parameters considered by ORT and OMR
include the number of nodes in each cluster and the mean
job service rate of the nodes. These workload allocation
strategies do not require the size of every job and the
workload status in each cluster.

Workload allocation in multiclusters is mathematically
modeled using optimization equation sets. Numerical
solutions with low time complexities are developed to
solve the workload allocation for each cluster. The objective
functions constructed for both ORT and OMR demonstrate
similar properties and can therefore be solved using similar
numerical solutions. These numerical solutions take as
input the jobs’ mean arrival rate �. When the change in �
exceeds a predefined threshold, the numerical solutions are
invoked on-the-fly so as to recalculate the proportion of
workload for each cluster. This dynamic readjustment
mechanism is feasible because of the low time complexities
of the proposed numerical solutions. With this approach,
the frequency in which the workload allocation algorithms
are invoked can be reduced, since the current workload
proportions are maintained until � reaches the predefined
threshold. This mechanism is also examined in the experi-
mental studies presented in this paper.

Weighted Random (Rand) and Weighted Round-Robin
(RR) are two commonly used job-dispatching strategies
applied in real heterogeneous systems [25]. It has been
shown that a Round-Robin policy typically attains higher
scheduling performance than a Random policy [28]. In this

paper, the proposed ORT and OMR strategies are combined
with these two job dispatching strategies to generate four
new job scheduling algorithms: ORT-RR, ORT-Rand, OMR-
RR, and OMR-Rand. These scheduling algorithms treat
incoming jobs equally and process them on a First-Come-
First-Served basis (FCFS) [10].

This work is motivated by the need to provide effective
e-commerce services in geographically distributed Web-
server environments, supported by underlying multicluster
architectures. In typical e-commerce environments, the
requests sent by users for services may fall into different
service classes (according to predefined Service-Level-
Agreements) [23]. Each service class is associated with
specific Quality-of-Service (QoS) requirements, which are
often represented by the delay that the requests in this class
can tolerate [23], [28] (corresponding to the slack in the soft
real-time jobs defined above). The requests without any
QoS requirements are referred to as the best-effort requests
[23] (corresponding to non-real-time jobs). In this scenario,
it is crucial to design judicial strategies to route these
requests to individual cluster-based servers so as to
optimize the desired performance, such as profit or mean
response time of requests, across all the distributed servers.
The profit under the Service-Level-Agreements constraints
is maximized if the QoS requirements of requests are
satisfied. Profit, therefore, depends on the miss rate of the
requests’ QoS requirements. Although this work is moti-
vated by the application to e-commerce environments, the
methodology employed can also be applied to broader
workload management problems for general sequential
jobs, where instantaneous workload and system informa-
tion is difficult to obtain.

The remainder of this paper is organized as follows:
Section 2 presents related work and the system and
workload model assumed in this paper is introduced in
Section 3. Two optimized workload allocation strategies are
presented in Section 4 and the performance of these
strategies is evaluated in Section 5. Finally, Section 6
concludes the paper.

2 RELATED WORK

There is now considerable literature to support research
into multicluster systems [2], [4], [5], [13], [15], [17]. A
multicluster model is presented in [5], for example, that
integrates different workstation clusters into a virtual
parallel machine. A supporting multiprotocol communica-
tion library is presented in [2] which is highly appropriate
for multicluster systems. However, this research does not
discuss suitable job scheduling schemes for multicluster
systems.

It has been shown that it is nontrivial to optimize
workload allocation in heterogeneous systems [3], [22], [25].
For example, it is shown in [22] that allocating workload
proportional to computing capability does not achieve the
best performance unless the system workload is very high.
However, the study in [22] does not quantitatively develop
a scheme to optimize performance. A similar problem is
addressed in [3], where an optimization function is
established. However, the solution to the objective function
is not given and the optimization function is limited to
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multicomputer systems as opposed to multicluster systems,
where the former is an operational equivalent of a single
heterogeneous cluster while the latter includes a hetero-
geneous cluster of clusters. A static workload allocation
technique is addressed in [25] which aims to optimize mean
response times in a heterogeneous cluster. Both an
optimization function and its solution are given. Their
solution is in fact a special case of this work, where each
cluster in the multicluster architecture assumed here has
only one computing node.

Workload allocation strategies have also been analyzed
in terms of their ability to satisfy performance requirements
in heterogeneous multiple processor systems [11]. The
performance metrics used in [11] include mean response
time, throughput, and system time. The methodology
employed is instantaneous, that is, the proposed strategies
make scheduling decisions for each job by taking as input
the current number of jobs in each processor. In addition,
the strategies in [11] are once again limited to a single-
cluster model and do not consider soft real-time jobs.

Performance-based load balancing schemes are pre-
sented in [7] for enterprise application environments. Their
work takes into account both system and application-
oriented statistics, and dynamically calculates a workload-
allocation weight for each server. The methodology applied
is essentially instantaneous, as the system and application
information at each server are needed for the load balancer
to calculate appropriate weights. An interesting aspect of
their work is that application-oriented statistics are also
utilized, including the transactional success rates of
applications and the topology of the different service
classes.

Using non-real-time clusters to process soft real-time jobs
is gaining in popularity [1], [10], [18], [19], [28]. The work
presented in [20] documents the possibility of using two
identical non-real-time servers to provide a soft real-time
service, and the work in [28] extends this by investigating
the feasibility of using a homogeneous cluster for soft real-
time service. The performance of soft real-time job schedul-
ing in terms of miss rate is also evaluated in [28]. However,
their work is confined to a single cluster and does not
consider the optimization of miss rate through judicial
workload allocation.

3 SYSTEM AND WORKLOAD MODEL

The multicluster architecture assumed in this paper consists
of n different clusters, where each cluster comprises a set of

homogeneous computing nodes. Cluster ið1 � i � nÞ is

modeled using an M=M=mi queueing model [21], where

mi is the number of computing nodes in cluster i. The mean

service rate of a node in cluster i is ui. The multicluster

architecture has two levels of scheduler, a global scheduler

and multiple local schedulers, as shown in Fig. 1. The global

scheduler is able to estimate the mean arrival rate of

incoming jobs (there are existing techniques to do this, see

[12]). As the jobs arrive, the global scheduler dispatches

them immediately to the individual clusters using a

combination of a First-Come-First-Served (FCFS) and a

predefined workload allocation policy. Each local scheduler

uses a single waiting queue to accommodate the jobs

received from the global scheduler and sends these jobs on

a FCFS basis to free processing nodes for execution. The

execution is nonpreemptive.
There are multiple discrete service classes in a typical e-

commerce environment. The requests belonging to the same

service class have the same QoS requirements (slack).

Hence, the slack of all requests usually follows a q-spike

distribution [20], where q is the number of service classes

offered by the service provider. Its probability density

function SðxÞ is formulated in (1). A 2-spike distribution is

illustrated in Fig. 2a.

SðxÞ ¼

�1 x ¼ s1

�2 x ¼ s2

..

.

1�
Pq�1

i¼1 �i x ¼ sq:

8>>><
>>>:

ð1Þ

It is assumed in [20], [28] that the slack of a general soft

real-time job follows a uniform distribution, as illustrated in

Fig. 2b. Its probability density function SðxÞ is given in (2),
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where su and sl are the upper and lower limits of the slack,
respectively.

SðxÞ ¼ 1

su � sl
: ð2Þ

A uniform distribution is used in this paper under which
the proposed optimization techniques are derived. We also
demonstrate that a q-spike distribution can be accommo-
dated by this framework.

4 WORKLOAD ALLOCATION

When a job stream with an average arrival rate � is
presented to the global scheduler (as shown in Fig. 1), it is
decomposed by applying a job scheduling scheme and, as a
result, a fraction �i of all jobs are allocated to cluster i. The
aim of the workload allocation scheme is to determine
f�1; �2; . . . ; �ng, a process that can be invoked dynamically
taking � as input.

4.1 Optimized Mean Response Time Strategy

For a non-real-time job stream, the workload allocation
strategy aims to optimize the mean response time of the job
stream in the multicluster system. The response time of a
job is defined as the time from when the job arrives at the
system until it is completed.

Intuitively, this workload allocation strategy might take
into account the heterogeneity of the clusters performance, so
that the workload fraction �i allocated to cluster ið1 � i � nÞ
is proportional to its processing capability,miui. Hence, �i is
computed as

�i ¼
miuiPn
i¼1 miui

: ð3Þ

This strategy is called weighted workload allocation. In the
rest of this section, a detailed analysis is provided of the
development of a workload allocation scheme for optimiz-
ing the mean response time.

The response time of a job is its waiting time in the queue
plus its execution time. Hence, the average response time of
the jobs in cluster i, denoted as Ri, can be computed by (4),
where Wi is the mean waiting time of the jobs in cluster i.

Ri ¼Wi þ
1

ui
: ð4Þ

According to [21], the mean waiting time of jobs, Wi, can
be computed as shown in (5), where �i is the utilization of
cluster i and W0i is the mean remaining execution time of
the job in service when a new job arrives.

Wi ¼
W0i

1� �i
: ð5Þ

The formula for W0i is given in (6), where Pmi is the
probability that the system has no less than mi jobs [8].

W0i ¼
Pmi
miui

: ð6Þ

Suppose that the fraction of workload allocated to cluster
i is �i, then,

�i ¼
�i�

miui
: ð7Þ

The variable Pmi in (6) can be calculated by (8) [8], [21]

Pmi ¼
ðmi�iÞmi

ð1� �iÞmi!
Pmi�1

k¼0

ðmi�iÞk
k! þ

ðmi�iÞmi
ð1��iÞmi!

� � : ð8Þ

Combining (4) to (8), we derive the formula for Ri in

terms of �i, as shown in (9):

Ri ¼
miuið�i�ui Þ

mi

mi!
Pmi�1

k¼0

ð�i�ui Þ
k

k! þ
ð�i�ui Þ

mi

ð1� �i�

miui
Þ

� �
ðmiui � �i�Þ2

þ 1

ui
: ð9Þ

Thus, the mean response time of the incoming job stream

over thesen clusters, denoted byR, can be computed as in (10)

R ¼
Xn

i¼1
�iRi: ð10Þ

Hence, in order to achieve the optimal mean response time

of the job stream in the multicluster, the aim is to find a

workload allocation f�1; �2; . . . ; �ng that minimizes (10)

subject to
Pn

i¼1 �i ¼ 1 and 0 � �i � miui
� (the constraint �i �

miui
� is used to ensure that cluster idoes not become saturated).

This is a constrained-minimum problem and, according to the

Lagrange multiplier theorem [6], solving this problem is

equivalent to solving (11)

Pn
i¼1 �i ¼ 1; 0 � �i � miui

� ð11aÞ
@
@�k
ð
Pn

i¼1 �iRiÞ
�v @

@�k
ð
Pn

i¼1 �i � 1Þ ¼ 0 1 � k � n: ð11bÞ

8><
>:

Since �i is the only unknown variable in the expression

of Ri, (11) can be reduced to (12) by solving the partial

differential equations in (11b).

Pn
i¼1 �i ¼ 1; 0 � �i � miui

� ð12aÞ
@
@�k
ð�kRkÞ ¼ v 1 � k � n: ð12bÞ

�

It is impossible to find the general symbolic solution

f�1; �2; . . . ; �ng from (12) due to the complexity of Ri.

However, a property of (12b) is revealed (below) that

enables us to develop a numerical solution for (12). This

property is summarized in Theorem 1.

Theorem 1. @
@�k
ð�kRkÞ is a monotonically increasing function

of �k.

Proof. @
@�k
ð�kRkÞ can be transformed into (13)

@

@�k
ð�kRkÞ ¼ �k

@Rk

@�k
þRk: ð13Þ

As in queueing theory [21], the mean response time of

jobs (Rk) is a monotonically increasing function of the

average job arrival rate �k. Furthermore, the slope of the

function (i.e., @Rk

@�k
) also monotonically increases with the

increase in �k. Using (13), @
@�k
ð�kRkÞ is therefore

identified as a monotonically increasing function of �k.tu
Based on Theorem 1, we develop a numerical solution

to (12) and derive the optimized workload allocation

f�1; �2; . . . ; �ng. The numerical solution is shown in

Algorithm 1.
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k ¼ 15:0, q ¼ 4241:0, � ¼ 1. The mean job size is the same as
that in Fig. 2a:

fðxÞ ¼ �k�

1� ðk=qÞ� x
���1 ðk � x � qÞ:

Fig. 7a shows the effect of the CV of the interarrival times
on the mean response time, where the CV increases from 1.0
to 3.0 with increments of 0.5 while the average arrival rate
remains unchanged. We only show the results for the case
where the workload level is 0.3 as the results for other
workload levels demonstrate similar patterns.

It can be seen in Fig. 7a that, under these three strategies,
the mean response time increases as the CV increases, as is
to be expected. When the CV is 3.0, ORT-RR still outper-
forms W-RR by 23.1 percent, while the performance
difference between ORT-RR and DLL is only 6.6 percent.
These results suggest that the burstiness of job arrivals does
not notably impair the advantages of the ORT workload
allocation strategy.

Fig. 7b shows the mean response time as a function of the
workload level when the CV is set to 3.0. As can be
observed from Fig. 7b, the performance curves of ORT-RR,
DLL, and W-RR demonstrate similar patterns to those

previously seen in Fig. 3a. When the workload is 0.1, ORT-
RR outperforms W-RR by 41.9 percent while the advantage
is 10.3 percent when the workload is 0.9. These results
imply once again that ORT-RR consistently performs better
than W-RR even if there exists higher burstiness in job
arrivals.

The experimental results for OMR-RR with gradually
increasing CV lead to similar conclusions, i.e., the burstiness
in job arrivals does not significantly weaken the advantage of
OMR-RR over W-RR in terms of the mean miss rate, and the
performance difference between OMR-RR and DLM remains
small. These experimental results are not shown for brevity.

5.7 Effect of the Approximate Allocation

When the global scheduler detects a change in �, it uses an
approximate allocation, that is, it maintains the current
workload allocation until the change in � reaches a certain
threshold, rather than immediately recalculating the work-
load proportions as in accurate allocation.

Fig. 8a demonstrates the performance comparison (in
terms of mean response time) between the approximate
and accurate allocation, when the initial workload level is
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0.8; the slack follows a uniform distribution between 0 and its corresponding upper limit.



0.3 and the workload level changes from (0:3� 0:3� 30%)
to (0:3þ 0:3� 30%).

As can be observed from Fig. 8a, the performance achieved
by the approximate allocation is worse than that by the
accurate allocation when the workload level deviates from its
initial value. Moreover, the performance deterioration in-
creases as the deviation of the workload level increases, as is
to be expected. The global scheduler invokes the workload
allocation algorithm to recalculate the workload proportions
only when the change in workload level reaches such a
percentage that the performance deteriorates by a predefined
level (e.g., 3 percent). This mechanism is feasible since the
performance deterioration is very moderate. For example, the
performance deteriorates by 3 percent when the workload
level changes by 12 percent (or -11 percent). When the
workload level is 0.3, the ORT strategy outperforms the
weighted allocation by 33 percent.

Fig. 8b shows the incremental percentage of the initial
workload level when the performance (mean response time)
obtained by the approximate allocation deteriorates by
3 percent, as compared with the performance demonstrated
by the accurate allocation. Under the initial workload level of

0.5, for example, performance deteriorates by 3 percent when
the workload level increases by 9 percent (up to 0.545). The
experiments have been conducted under various initial levels
of workload increasing from 0.1 to 0.9 with increments of 0.1.
The results for other levels of performance deterioration (e.g.,
5 percent) are omitted since they show similar patterns.

It can be observed from Fig. 8b that the incremental
percentage of workload first decreases and then increases as
the workload level increases. This can be explained as
follows: When the initial workload level is very low (e.g.,
0.1), the incremental percentage has to be relatively high to
make a large difference in the absolute increase. For
example, when the initial workload level is 0.1, the
incremental percentage is 33 percent and the absolute
increase is only 0.033. When the initial workload level is
very high (e.g., 0.9), the reason why the incremental
percentage is high is different from the case where the
initial workload level is very low. As demonstrated in
Fig. 3a (showing the effect of the workload level on mean
response time), the performance advantage of the ORT
strategy over the weighted allocation strategy diminishes
when the workload level becomes very high. This result
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Fig. 7. Effect of the Coefficient of Variation (CV). (a) The effect of the CV on the mean response time; the workload level is 0.3; job arrivals follow a

two-stage hyperexponential distribution. (b) Performance comparison under different workload levels; the CV is 3.0; job arrivals follow a two-stage

hyperexponential distribution.

Fig. 8. Effect of the approximate workload allocation. (a) Effect of the change in the workload level on mean response time; the initial workload level

is 0.3. (b) Incremental percentage of the workload level when the performance deterioration in terms of the mean response time reaches 3 percent;

system and workload parameters are the same as those in Fig. 3a.



suggests that, when the workload level is high, the
performance is less sensitive to the change of workload
proportions among clusters, which will also explain why
the incremental percentage has to be high to make the
performance deteriorate by a given degree (which is
3 percent in Fig. 8b).

In Fig. 8b, the minimal incremental percentage is
9 percent. In addition, the experimental results show that
the decreasing percentage is approximately symmetric
along the x-axis (the figure is omitted in this paper). Hence,
a conservative way to guarantee less than 3 percent
deterioration in terms of mean response time is to ensure
that the global scheduler employes ORT to recalculate the
workload proportions when it detects a change in the
workload of 9 percent.

The experimental results for OMR show similar patterns
to that of ORT. For example, when the system and
workload parameters are the same as those in Fig. 3b, the
experimental results demonstrate that, in order to guarantee
less than 1 percent performance deterioration in terms of
mean miss rate, the global scheduler can recalculate the
workload allocation when it detects a 6 percent change in
the workload level. These results are omitted in this paper
for brevity.

The experiments presented in this section are conducted
in order to investigate the effect of the approximate
allocation on performance when the workload level
changes. However, the results also indicate that the work-
load allocation strategies presented in this paper can
tolerate certain levels of inaccuracies in the estimation of
the mean arrival rate. When the estimation of the mean
arrival rate is inaccurate, the performance deterioration is
moderate.

6 CONCLUSIONS

In this research, workload allocation strategies are devel-
oped for multicluster architectures (a heterogeneous cluster
of clusters). Two average-based workload allocation strate-
gies (ORT and OMR) are proposed that deal with different
types of job. The ORT strategy can optimize the mean
response time of non-real-time jobs, while the OMR strategy
can optimize the mean miss rate of a soft real-time job
stream. These proposed workload allocation strategies are
combined with job dispatching strategies based on
Weighted Random and Weighted Round-Robin policies.
Both ORT and OMR strategies take the mean arrival rate as
input and calculate workload proportions for each cluster.
When a change in the mean arrival rate reaches a certain
threshold, the proportions of workload are updated
dynamically.

The effectiveness of these two strategies is proved
through theoretical analysis. The proposed scheduling
algorithms are also evaluated through extensive experi-
mentation. The results show that:

1. the scheduling algorithms that utilize ORT and OMR
perform significantly better than the algorithms that
do not employ these optimization techniques;

2. the performance achieved by ORT and OMR
approaches that obtained by the schemes based on
instantaneous measures, particularly when the
workload level is low;

3. bursty arrivals of incoming jobs do not notably
impair the performance advantages of the ORT and
OMR strategies; and

4. the performance deterioration of these schemes is
moderate when the mean arrival rate of the jobs
change, which implies that it is feasible that the
workload proportions are recalculated only when
the change in the mean arrival rate reaches a certain
threshold.

The current system and workload model assumed in this

paper imply that all the submitted requests can be executed

successfully. However, this may not always be the case in

some e-commerce environments. Future work includes

incorporating into the current model possible failures in

request executions, and developing new workload alloca-

tion schemes that not only preserve the advantages of the

current strategies but also integrate additional fault-tolerant

functionality.
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