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Capturing the structural changes during a molecular reaction with ultrafast electron 

diffraction (UED) requires a high spatiotemporal resolution and sufficiently high signal-

to-noise to record the signals with high fidelity. In this dissertation, I have focused on the 

development of a tabletop gas phase keV-UED setup with a femtosecond temporal 

resolution. A DC electron gun was employed to generate electron pulses with a high 

repetition rate of 5 kHz. The space charge effect in the electron pulse was ameliorated by 

compressing the 90 keV electron pulse longitudinally with a time varying electric field in 

an RF cavity. The velocity mismatch between electron and laser pulses was mitigated using 

a tilted laser pulse with an incident angle such that longitudinal component of the laser 

velocity is matched to the speed of electron pulse. The combination of these two techniques 

enabled the setup to reach a temporal resolution of 240 fs, more recently ~200 fs, and a 

timing drift of 50 fs rms over several hours. The UED was used to capture the laser induced 

alignment of linear and nonlinear molecules. The high beam current and femtosecond 

resolution allowed us to extract the molecular orientation distribution (MOD) of the 

molecular ensemble with high fidelity as it evolved from the prompt alignment to the past 

multiple revivals. To retrieve the MOD of nonlinear molecules, I developed a theory that 



 
 

maps the MOD to the atom-pair angular distributions. The retrieval method does not 

require solving Schrödinger equation and works for any alignment methods. We also 

investigated ionization, fragmentation and isomerization of toluene generated by an IR 

strong laser field. Combined with the time-of-flight mass spectrometry, UED can 

determine the structure and yield of cations. A comparison of measurements to scattering 

calculations shows that scattering computation with independent atom model is inadequate 

to describe electron scattering from cations, and ab-initio calculation is required. Finally, 

the molecular photodissociation experiments with CF3I and iodobenzene induced by a UV 

pulse were demonstrated with the keV-UED. 
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Chapter 1   

Introduction to ultrafast electron diffraction 

1.1 Introduction  

Electron and X-ray diffraction are powerful techniques used to investigate the microscopic 

world on the atomic scale [1], and both have a similar history of development with respect 

to technology and theory. The X-ray diffraction technique has been used to determine the 

three-dimensional structures of samples, ranging from crystals, to DNA and complex 

proteins, with atomic resolution since the beginning of 20th century [2, 3]. These major 

advances have enabled us to obverse the static features or time-varying behaviors in 

molecules. Historically, the wave nature of electrons was first postulated by de Broglie in 

1924, stating that all matter particles behave as waves and therefore can be diffracted [4]. 

The hypothesis was experimentally verified by the discovery of electron diffraction by 

Davisson and Germer using a crystal of nickel [5], and by Thomson and Reid using a thin 

film of celluloid [2, 6]. The discovery of electrons behaving as waves with wavelengths 

much shorter than the visible light opened up new opportunities to investigate the 

microscopic world of molecules where conventional microscopes were not able to. The 

first gas-phase electron diffraction (GED) was developed by Mark and Wierl to investigate 

the structure of CCl4 in the 1930s [7]. Mourou and Williamson reported the first time-

resolved electron diffraction experiment to probe a thin film of aluminum that demonstrates 

an electron pulse duration of 100 picoseconds (ps) generated by a streak camera in 1982 

[8]. The first gas phase time-resolved electron diffraction experiments were conducted by 

synchronizing the electron pulses to either a microsecond laser pulse [9] or to a flash 

photolysis source [10] for the investigation of short-lived molecular species.  
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With the advent of femtosecond laser technology in the early 1990s, Zewail’s group 

improved  the temporal resolution of gas phase ultrafast electron diffraction (UED)  into 

the picosecond regime [11-15], opening up new possibilities to study dynamics of 

molecules in real time. The pioneering works from Zewail’s group achieved a series of 

groundbreaking UED results to capture the transient states of excited, isolated molecules 

with picosecond temporal resolutions. However, only slow immediate molecular states 

could be observed due to the limited temporal resolutions of their UED instrument. In these 

experiments, ultrafast laser pulses are used to both pump the sample and to produce the 

electron pulses to probe the sample. This idea has been considered as a standard 

methodology for the following development of UED setup.  

In order to investigate atomic motion during a photoexcited chemical reaction, an overall 

temporal resolution of  ~100 femtoseconds (fs) is required [16]. Recently a few techniques 

have been developed to achieve this goal, including compact setups [17, 18], relativistic 

electrons [19-21], electron pulse compression with radio-frequency (RF) fields [22, 23], 

tilted laser pulse [24, 25], etc. Gas phase UED experiments using megaelectron-volts (MeV) 

electron pulses have demonstrated a temporal resolution of 150 fs [19, 20, 26-28]. However, 

operating at the high energies requires a significantly larger infrastructure [26], and 

repetition rate and beam current are limited. For a sub-relativistic UED instrument, the RF 

compression technique has been developed to successfully compress electron pulses [22, 

23, 29] to obtain an electron pulse duration of 150 fs [23]. The extra challenge of sub-

relativistic, gas phase UED is that the velocity mismatch between the electron and laser 

pulses significantly deteriorates the overall temporal resolution [30]. The technique of 

tilted laser pulse has demonstrated the feasibility for compensating the velocity mismatch 
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in sub-relativistic electron diffraction [24, 25, 31, 32]. The combination of RF compression 

and tilted laser pulse techniques has allowed an overall temporal resolution of 240 fs for 

our sub-relativistic UED [32]. 

1.2 Motivations and thesis content 

Recently, tremendous efforts have been devoted to improving the temporal resolution of 

gas phase UED instruments, mostly transitioning from kiloelectron-volt (keV) UED 

instruments [33-35] to relativistic MeV-UED [36-39]. However, these developments have 

not been able to increase the electron beam current significantly, which has been a limiting 

factor in gas phase UED experiments. The first application of a MeV-UED setup in a gas 

phase experiment has achieved a temporal resolution of 230 fs [19] and more recently 150 

fs [40], compared to 240 fs for the gas phase keV-UED setup [32]. Low electron beam 

current has been the main limitation of gas phase MeV-UED, resulting in low signal levels 

and long acquisition times. Due to the presence of noise and timing instability that increases 

with time, low signal levels in many cases cannot be compensated by further increases the 

integration time. Furthermore, the limited beam time that is available to users has also been 

a major challenge, which has so far prevented systematic studies, i.e., exploring the 

wavelength dependence of the reaction dynamics and carrying out a set of experiments on 

similar molecules [32]. These systematic studies are essential to the understanding of the 

general mechanisms underlying photo-chemical reactions. One of the possible solutions is 

to develop a tabletop keV-UED setup with a higher electron beam current and a temporal 

resolution that is comparable to that of MeV-UED. Our first stage of experimentation has 

demonstrated a temporal resolution of 240 fs [32], more recently ~200 fs, for the gas phase 

keV-UED with an electron beam current that is more than an order of magnitude higher 
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than that obtained at MeV-UED facilities. The instrumental temporal resolution could be 

further improved by increasing the stability of the laser, RF system and tuning the 

parameters of the table-top setup.  

The content of this thesis is organized as follows. In the chapter 1, I will give a brief 

introduction to ultrafast electron diffraction and the theory of electron scattering from a 

single molecule, including elastic and inelastic scattering, and then present the typical 

formulas for electron diffraction from a molecular ensemble and for molecular structure 

retrieval. In chapter 2, I demonstrate the electron pulse compression and tilted laser pulse 

techniques to improve the temporal resolution of the keV-UED. By combining these two 

techniques, the keV-UED has achieved a temporal resolution of 240 fs and a timing drift 

of 50 fs RMS for several hours, which is comparable to state-of-the-art facilities such as 

the MeV-UED setup at SLAC [32]. In chapter 3, I give a brief review of the theory of 

nonadiabatic alignment of molecules induced by an ultrafast laser pulse, and then 

demonstrate the theory to retrieve the molecular orientation distribution from atom-pair 

angular distributions. Also, I present in this chapter the theory to extract the angular 

distribution and internuclear distance of atom pairs with the UED measurement. In chapter 

4, I show the rotational dynamics of impulsive molecular alignment, including linear and 

symmetric molecules, induced by a femtosecond laser pulse. Thanks to the high electron 

beam current, the keV-UED demonstrates the ability to capture a continuous temporal 

evolution of rotational dynamics of nitrogen with high fidelity and short acquisition times. 

We use the fast rotational dynamics of nitrogen to characterize the temporal resolution and 

timing drift of the setup. Also, we are able to retrieve the molecular orientation distribution 

for nonlinear molecules from experimentally measured atom-pair angular distributions, 
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which is demonstrated using rotational dynamics of trifluoro-iodomethane (CF3I). In 

chapter 5, I demonstrate an ultrafast electron diffraction experiment from ions induced by 

a near infrared strong laser field. Combined with mass spectroscopy, UED can differentiate 

structures, including isomers, and determine the yield of products from ionization and 

fragmentation. In chapter 6, I demonstrate the preliminary experimental results of 

molecular dissociation dynamics induced by ultrafast UV pulses and captured by the keV-

UED.  

1.3 Principles of ultrafast electron diffraction 

Electrons with wavelengths that are shorter than those of visible light can be easily obtained, 

allowing imaging devices with electrons to produce images with higher resolution than 

standard light microscopes. The first electron microscope was designed and built by Ernst 

Ruska in 1933 using a magnetic coil as a lens for electron beams [41]. The device provided 

a spatial resolution which far surpassed previous resolution capabilities and allowed 

scientists to observe things that cannot be seen with a light microscope [42]. Electrons 

behave as particles as well as waves due to the wave-particle duality. The wavelength of 

an electron is given by de Broglie’s equation as 

𝜆 =
ℎ

𝑝
 ,                                                            (1.1) 

where h is Planck's constant, 𝑝 = 𝛾𝑚𝑒𝑣 is the electron momentum, 𝛾 = 1 √1 − 𝑣2 𝑐2⁄⁄  is 

the Lorentz factor, 𝑚𝑒 is the rest mass of an electron, v the velocity of the electron, and c 

the speed of light in vacuum. After being accelerated in an electric potential U, the total 

energy of the electron is given by 
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𝐸 = 𝑚𝑒𝑐
2 + 𝑒𝑈 = √𝑝2𝑐2 +𝑚𝑒

2𝑐4,                                        (1.2) 

where e is the charge of an electron. Using the above two equations, the de Broglie 

wavelength is  

𝜆 =
ℎ𝑐

√𝑒𝑈(2𝑚𝑒𝑐
2+𝑒𝑈)

.                                                     (1.3) 

For U=0.1 kV, the wavelength of electron λ= 1.2 Å, and for U=90 kV, λ= 3.9 picometers 

(pm).  

Electron diffraction is a phenomenon resulting from the interaction between electrons and 

The potential of isolated molecules or atoms in crystalline materials, producing an 

interference pattern that characterizes the sample [43]. Unlike electron microscopy, UED 

instruments use coherent diffractive imaging (CDI), which is a lensless technique. The 

electrons scattered by the object generate a diffraction pattern which is recorded by a 

detector. The diffraction pattern is not a direct image of the object, but the information of 

the object is encoded in the pattern. We can use the classical Thomas Young's double slit 

experiment as an analogy to the electron diffraction experiment. The information, such as 

the wavelength of illuminating light, the width of the slits, and the distance between the 

slits are all encoded in the interference pattern. The width and distance can be successfully 

retrieved given the wavelength of the light. In a similar manner, electron diffraction 

patterns can be used to analyze objects which cause the diffraction. The advantage of CDI 

is that the diffraction pattern is aberration-free, and its spatial resolution is only determined 

by wavelength and electron beam quality, and not by the optics [44]. Thus, the CDI 

technique has been applied to probe ultrafast dynamics with high spatiotemporal 

resolutions [45].  
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Capturing the structural changes during a chemical reaction had been a challenge since it 

requires both a high spatiotemporal resolution on the order of sub-Angstroms and 

femtoseconds, and a sufficiently high signal-to-noise ratio to record the transient dynamics 

with high fidelity. Thanks to the advent of femtosecond laser technology, we are able to 

capture the ultrafast dynamics inside matter with experimental techniques, such as ultrafast 

X-ray diffraction and UED experiments, based on the combination of diffractive imaging 

and pump-probe spectroscopy. In the case of UED, a femtosecond laser pulse is split into 

two laser pulses, one of which is to excite the sample as a pump pulse, generating a non-

equilibrium state, and the second one is used to first produce an electron pulse and then to 

probe the pump-induced changes in the sample. Each probe takes a snapshot of the transient 

state of the sample and the changes are measured as a function of time delays between the 

arrival time of the pump and probe pulses. When the overall temporal resolution is shorter 

than the intrinsic time scale of the change in the sample, the pump-induced dynamics can 

be captured accurately.  

Recently, multiple experimental techniques have been developed to observe the change of 

molecular structures, such as Coulomb explosion imaging [46, 47], ultrafast X-ray 

diffraction [48-51], gas phase ultrafast electron diffraction (UED) [20, 21, 52-55], and 

laser-induced electron diffraction [56, 57]. The methods of diffractive imaging are directly 

sensitive to the spatial distribution of the constituent atoms of the molecule. In particular, 

UED has unique advantages compared to X-ray diffraction, as follows [2]. First, X-ray 

photons are scattered by the electron distribution through Thompson scattering, whereas 

UED electrons are scattered by both the nucleus and the electrons of the molecule through 

Coulombic interactions [2]. The cross section of electron scattering is about six orders of 
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magnitude stronger than that of X-ray scattering [34, 58], resulting in a much shorter 

exposure time for electron scattering.  Second, electrons as a probe cause less damage to 

the sample being studied per useful scattering event. In each inelastic scattering event, the 

energy deposited to the sample using 1.5 Å X-ray photons is 400 times more than that of 

electrons, and the energy deposited in each useful elastic scattering event is 1000 times less 

for 80 to 500 keV electrons [2]. Third, due to the short penetration depth, electrons are 

suitable for experiments with gas phase targets, thin film samples, and surface 

characterization [2]. Fourth, tabletop UED instruments can be made through combination 

with ultrafast laser sources.  

1.4 Theory of electron scattering  

We start in this section with a description of elastic electron scattering from a potential 

with the first-Born approximation and briefly review the theory of correction of atomic 

form factors. We then show the total and inelastic scattering cross section from a single 

molecule in terms of charge density (or wave functions) by using the scattering matrix and 

the Morse approximation. Lastly, we show the analytic formalism of diffraction from a 

molecular ensemble, based on independent atom model, and the theory of retrieving the 

structural parameters.  

1.4.1 Elastic scattering from a potential 

The interaction between the probe electrons and the object of interest is through Coulomb 

interaction. Here, we give a brief review of the theory of electrons scattered elastically by 

a potential. The following derivation follows the descriptions in ref. [43, 59-62]. For an 

incident electron accelerated to 90 keV, the speed of the electron is ~0.53 c. Thus, the 
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potential of the scatterers, i.e., the atoms, appear to be frozen in time during the scattering 

event for one electron. Therefore, the wavefunction of the scattered electron can be 

described by the solution of the time-independent Schrödinger equation: 

[−
ℏ2

2𝑚𝑒
∇2 + 𝑉(𝒓)]𝜓(𝒓) = 𝐸 𝜓(𝒓),                                          (1.4) 

where 𝐸 is the energy of the electron, which is determined by the voltage used to accelerate 

the electron and is constant before and after the scattering. The potential energy 𝑉(𝒓) is 

due to Coulomb interaction of the fast electron and the object, such as an isolated molecule 

or atoms in crystals. The equation can be written in the form of the Helmholtz equation: 

(∇2 + k2)𝜓(𝒓) =
2𝑚𝑒

ℏ2
𝑉(𝒓) 𝜓(𝒓),                                          (1.5)       

where  𝑘2 =
2𝑚𝑒

ℏ2
𝐸 =

4π2

λ2
. Figure 1.1 shows the diagram of the electron scattered by the 

sample. The wavevector of the incident electron k0 is along the z axis, and the wavevector 

of the scattered wave is k. By using the Green’s function method, 𝜓(𝒓) can be written in 

this form [63, 64]:  

   𝜓(𝒓) = 𝜓0(𝒓) −
𝑚𝑒

2πℏ2
∫
exp (𝑖𝑘|𝒓−𝒓′|)

|𝒓−𝒓′|
𝑉(𝒓′) 𝜓(𝒓′) 𝑑𝜏′,                        (1.6) 

where 𝜓0(𝒓) = exp(𝑖𝒌0𝒓) is the general solution (1.5) when 𝑉(𝒓) = 0 and describes the 

wavefunction of the incoming beam before scattering. The integrand is the scattering 

wavelet at 𝒓, which is scattered by the infinitesimal volume 𝑑𝜏′ of sample at 𝒓′, and the 

integral is the summation of the wavelets scattered by all the sample [60]. However, 

equation (1.6) shows that the source for 𝜓(𝒓) is 𝜓(𝒓) itself. Thus, eqn. (1.6) is really not a 

solution, but an integral equation for 𝜓(𝒓). The advantage of converting the differential 



10 
 

equation to an integral form is that we can do a perturbative expansion for 𝜓(𝒓) by means 

of a series of iterative approximations, known as the Born series [59].  The zeroth order 

solution is 𝜓0(𝒓), and the first order solution is obtained by inserting 𝜓(𝒓′) = 𝜓0(𝒓) into 

the integral. Continuing in this way, we can calculate 𝜓(𝒓) to any desired order. 

 

Figure 1.1: Diagram of electron scattering. The wavevector of the incident electron k0 is 

along the z axis, and the wavevector of the scattered wave is k. The polar angle of r is θ, 

and its azimuthal angle is ϕ (not shown in the diagram). The point of observation is at a 

distance far away from the sample, 𝑟 ≫ 𝑟′. 

The distance between the point of observation and sample is always much larger than the 

dimension of the scatterers in the sample, 𝑟 ≫ 𝑟′. Thus, |𝒓 − 𝒓′| can be approximated by 

|𝒓 − 𝒓′| ≅ 𝑟 (1 −
𝒓∙𝒓′

𝑟2
) , which is called the far-zone approximation. Therefore, the 

asymptotic form of the wavefunction is given by 

exp (𝑖𝑘|𝒓−𝒓′|)

|𝒓−𝒓′|
≅
exp (𝑖𝑘𝑟)

𝑟
exp[−𝑖𝑘(𝒓/𝑟) ∙ 𝒓′],                                   (1.7) 
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where 𝑘(𝒓/𝑟) = 𝒌, and, for 𝑟 → ∞, (1.6) obtains the asymptotic form: 

𝜓(𝒓) ≅ exp (𝑖𝒌0𝒓) + 𝑓(𝜃, 𝜙)
exp (𝑖𝑘𝑟)

𝑟
                                          (1.8) 

and         𝑓(𝜃, 𝜙) = −
𝑚𝑒

2πℏ2
∫ exp (−𝑖𝒌 ∙ 𝒓′)𝑉(𝒓′) 𝜓(𝒓′) 𝑑𝜏′,                         (1.9) 

where 𝑓(𝜃, 𝜙) is called the scattering amplitude, or atomic form factor when the wave is 

scattered by an isolated atom. Here we use the first Born approximation to evaluate 𝑓(𝜃, 𝜙) 

by replacing  𝜓(𝒓′) by exp(𝑖𝒌0𝒓
′). The wavefunction 𝜓(𝒓) consists of two parts: the 

incident wave exp(𝑖𝒌0𝒓)  and the scattered wave 𝑓(𝜃, 𝜙)
exp (𝑖𝑘𝑟)

𝑟
. The approximation 

neglects the scattered wave, which is equivalent to saying that the amplitude of the 

scattered wave is much smaller than that of the incident wave, and in particular, no phase 

shift occurs in the scattering process [60]. The first Born approximation provides a good 

approximation when the potential energy eV(r) is much smaller than the kinetic energy of 

the incident electron such that the scattered wavefunction is only slightly different from the 

incident wavefunction. Under the first Born approximation, the scattering amplitude is the 

Fourier transform of the potential with respect to the variable 𝒔 = 𝒌 − 𝒌0 [65]. We can 

write the scattering amplitude as 𝑓(𝜃, 𝜙) = 𝑓(𝒔), where 

𝑓(𝒔) = −
𝑚𝑒

2πℏ2
∫𝑉(𝒓′) exp (−𝑖𝒔 ∙ 𝒓′) 𝑑𝜏′                               (1.10) 

and 𝒔 = 𝒌 − 𝒌0 is called the momentum transfer with  𝑠 = 2𝑘sin
𝜃

2
. The criterion of the 

validity of the first Born approximation is that modulus of the 2nd term is far smaller than 

the 1st term in (1.6). In electron diffraction experiments, the incident electron beam is 

blocked by a beam stop, and the scattering signal is collected by a detector. The differential 

cross section is related to the scattering amplitude by 
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𝑑𝜎

𝑑Ω
= |𝑓(𝜃, 𝜙)|2.                                                  (1.11) 

Here, we derive the electron diffraction from an isolated molecule using the independent 

atom model (IAM). Under the IAM approximation, the bonding is neglected, and the 

potential of the molecule can be written as 𝑉(𝒓′) = ∑ 𝑉𝑛𝑛 (𝒓′ − 𝒓𝑛), where 𝑉𝑛(𝒓
′ − 𝒓𝑛) is 

the potential of the nth atom in the molecule, and the coordinate of its nucleus is 𝒓𝑛. The 

scattering amplitude of the molecule is given by  

𝑓(𝒔) = ∑ 𝑓𝑛(𝒔)exp (−𝑖𝒔 ∙ 𝒓𝑛)𝑛 ,                                          (1.12) 

where                         𝑓𝑛(𝒔) = −
𝑚𝑒

2πℏ2
∫𝑉𝑛(𝒙) exp (−𝑖𝒔 ∙ 𝒙) 𝑑𝜏                                    (1.13) 

and 𝑓𝑛(𝒔) is the scattering amplitude of nth atom in the molecule. The analytical form of 

𝑓𝑛(𝒔) is given by (16) in ref. [60], which is a real function under the assumption of a 

spherically symmetric potential. The differential cross section is  

𝑑𝜎

𝑑Ω
= |∑ 𝑓𝑛(𝜃)𝑒

−𝑖𝒔∙𝒓n
𝑛  |2 = ∑ 𝑓𝑚

∗(𝜃)𝑓𝑛(𝜃)𝑚,𝑛 𝑒𝑖𝒔∙𝒓mn,                   (1.14) 

where 𝒓mn is the vector pointing from the nth atom to the mth atom. In the 1930s, the first 

Born approximation was shown to be sufficient to explain the electron diffraction results 

for a number of compounds using electronic kinetical energy around 10 keV or higher [60, 

66]. In 1950s, Schomaker and Glauber showed that, for gas molecules consisting of heavy 

and light atoms, such as uranium hexafluoride, the first Born approximation was 

inadequate for describing the electron diffraction results, and the existence of the phase 

shift in the atomic scattering factor was suggested to address this issue [66]. The details are 

given in ref. [43, 62]. In the correction, the scattered wave from a molecule is still 

represented by a superposition of  𝑓𝑗(𝒌, 𝒌0)
exp (𝑖𝑘𝑟)

𝑟
 scattered by the atoms from k0 to k; 
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however, the atomic form factors 𝑓𝑗(𝒌, 𝒌0) for individual atoms are complex functions, 

|𝑓|𝑒𝑖𝜂, of the scattering angle for a given kinetic energy of the electron. In particular, the 

difference between screened and unscreened scattering, corresponding to small and large 

angle diffraction, respectively, is of importance for the phase of the scattering amplitude. 

The principal term in the phase for an unscreened field is given by 
𝑍𝑒2

ℏ𝑣
log[𝑘𝑟(1 − cos𝜃)], 

where v is the speed of the electron and r is the distance between electron and scatterer 

[63]. The imaginary part of 𝑓(𝒌, 𝒌0), in the screened Coulomb fields, is related to the form 

factor by [43] 

Im[𝑓(𝒌, 𝒌0)] =
𝑘

4𝜋
∫𝑓∗(𝒌, 𝒌′) 𝑓(𝒌′, 𝒌)𝑑Ωk′.                             (1.15) 

The phase in the screened case can be estimated by using the first Born approximation 

scattering amplitude 𝑓B(𝒌, 𝒌
′), formulated as  

𝜂(𝒌, 𝒌0) =
𝑘

4𝜋𝑓B(𝒌,𝒌0)
∫𝑓B(𝒌, 𝒌

′) 𝑓B(𝒌
′, 𝒌)𝑑Ωk′ .                          (1.16) 

The phase shift provides a few percent correction for atomic scattering factors at high 

values of momentum transfer s using electron kinetic energy in the keV range, and the 

correction is smaller for small s values or higher energy electrons, such as in the MeV range 

[66]. The IAM diffraction formula (1.14), using complex atomic scattering factors, has so 

far been found to be sufficiently accurate to describe electron diffraction from gas 

molecules in electronic ground states. In Table 4.3.3.1 from ref. [67], the complex atomic 

scattering factors of elements from H (Z=1) to U (Z=92) are calculated using the partial 

wave method based on relativistic Hartree-Fock fields [68] at a number of  kinetic energies 

in the keV range.  



14 
 

1.4.2 Scattering amplitude of an isolated molecule 

Recent UED experiments show that ab initio computation is needed for the analysis of 

electron diffraction from  molecules in electronic excited states [52] and ions [69] since 

IAM simulations are inadequate for describing the UED signal, especially in the low s 

range. In ab initio computation, electronic wavefunctions (or charge density) of the 

molecules are used to obtain the molecular scattering amplitude instead of the potential 

V(r). In this section, we derive the relation between the scattering amplitude and the charge 

density. The following derivation follows the descriptions in ref. [59, 61, 70-72]. The first 

Born approximation scattering amplitude (1.10) can be written as the scattering matrix (S-

matrix) element using Fermi’s Golden rule: 

𝑓(𝒔) =
−𝑚𝑒

2πℏ2
⟨𝒌|𝑉|𝒌0⟩.                                              (1.17) 

The first Born approximation result agrees with scattering amplitude obtained by 

evaluating the S-matrix to the first order, considering V(r) as a perturbation [59, 61]. Let’s 

consider the sample to be an isolated molecule. The operator of Coulombic interaction 

between the scattered electron and the molecule is given by 

 �̂� =
−𝑒2

4𝜋𝜀0
∑ (

𝑍𝑛

𝑅𝑛𝑠
−∑

1

𝑟𝑖𝑠

𝑍𝑛
𝑖=1 )𝑁

𝑛=1 ,                                     (1.18) 

where 𝑍𝑛 is the charge number of the nth nucleus,  𝑅𝑛𝑠 is the distance between the nth 

nucleus and the scattered electron, and 𝑟𝑖𝑠 is the distance of the ith electron of the molecule 

and the scattered electron. To calculate the potential, consideration must be given to the 

question of what role the nuclear wavefunctions play in the scattering process [73]. The 

answer has been given in [71] that the nuclear separation is instantaneously unaltered in 
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the scattering process according to the Franck-Condon principle. Therefore, the positions 

of the nuclei are fixed in space in the view of the fast electron. The potential can be 

evaluated by 𝑉 = ⟨∅0|�̂�|∅0⟩, where ∅0 is the electronic wavefunction of the molecule in 

the ground state.  In elastic scattering, the scattering amplitude is given by  

𝑓(𝒔) =
−𝑚𝑒

2πℏ2
⟨𝒌∅0|�̂�|𝒌0∅0⟩.                                         (1.19)              

Evaluation of 𝑓(𝒔) comes down to the calculation of the matrix element, given by 

 ⟨𝒌∅0|�̂�|𝒌0∅0⟩ = ∫ 𝑒
−𝑖𝒔∙𝒓′𝑑𝜏′ ∫∅0

∗(𝒓𝟏, 𝒓𝟐, … )�̂�∅0(𝒓𝟏, 𝒓𝟐, … )𝑑𝜏1𝑑𝜏2…,          (1.20) 

where 𝒓′ is the coordinates of the scattered electron (𝒓′ is replaced by 𝒓s in the following 

text for convenience), 𝒓i  is the coordinate of the ith electron in the molecule, and the 

integral is over the coordinates of all the electrons. Alternatively, we can calculate the 

scattering operator first, which is defined as [70, 71] 

�̂�1 = ⟨𝒌|�̂�|𝒌0⟩  =
−𝑒2

4𝜋𝜀0
∫∑ (

𝑍𝑛

𝑅ns
− ∑

1

𝑟is

𝑍𝑛
i=1 ) 𝑒−𝑖𝒔∙𝒓s𝑑𝜏𝑠

𝑁
𝑛=1  .                (1.21) 

The integral can be evaluated by using the transformation of coordinates 𝒓𝒔 = 𝑹n + 𝑹ns 

for the term consists of 
𝑍𝑛

𝑅ns
, where Rn is the coordinates of the nth nuclei, 𝑹ns is the vector 

pointing from the nuclei to the scattered electron, and 𝒓s = 𝒓i + 𝒓is for 
1

𝑟is
 . The Jacobians 

of the two coordinate transformations, (𝒓s, 𝒓i) → (𝑹ns, 𝒓i) and (𝒓s, 𝒓i ) → (𝒓is, 𝒓i ), are 

unity, so  

 ∫
𝑍𝑛

𝑅ns
𝑒−𝑖𝒔𝒓s𝑑𝜏𝑠 = 𝑒

−𝑖𝒔∙𝑹n ∫
𝑍𝑛

𝑅ns
𝑒−𝑖𝒔∙𝑹ns𝑑𝜏ns                              (1.22) 

and                              ∫
1

𝑟is
𝑒−𝑖𝒔𝒓s𝑑𝜏𝑠 = 𝑒

−𝑖𝒔∙𝒓i ∫
1

𝑟is
𝑒−𝑖𝒔∙𝒓is𝑑𝜏is.                                 (1.23) 



16 
 

Using the Yukawa potential, the integral is ∫
1

𝑟is
𝑒−𝑖𝒔∙𝒓is𝑑𝜏is =

4𝜋

𝑠2
. Thus, (1.21) and (1.20) 

become [70, 71, 74] 

�̂�1 =
−𝑒2

𝜀0𝑠
2
∑ (𝑍𝑛𝑒

−𝑖𝒔∙𝑹n𝑁
𝑛=1 − ∑ 𝑒−𝑖𝒔∙𝒓i

𝑍𝑛
𝑖=1 )                                  (1.24) 

and                 ⟨𝒌∅0|�̂�|𝒌0∅0⟩ =
−𝑒2

𝜀0𝑠
2 (∑ 𝑍𝑛𝑒

−𝑖𝒔∙𝑹n − ∑ ⟨∅0|𝑒
−𝑖𝒔∙𝒓i|∅0⟩𝑖𝑛 ),                  (1.25) 

where n indicates the nth nuclei, and i indicates the ith electron. The integral of the electron 

part is [72] 

∑ ⟨∅0|𝑒
−𝑖𝒔∙𝒓i|∅0⟩ =𝑖 ∑ ∫|∅0|

2 𝑒−𝑖𝒔∙𝒓i𝑑𝜏1𝑑𝜏2… = ∑ ∫|𝜑(𝒓i)|
2 𝑒−𝑖𝒔∙𝒓i𝑑𝜏𝑖 =𝑖𝑖

∑ ∫|𝜑𝑖(𝒓)|
2 𝑒−𝑖𝒔∙𝒓𝑑𝜏𝑖 = ∫ 𝜌el(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏 ,                                                                                (1.26) 

where |∅0|
2 is the probability of finding the 1st, 2nd, …, ith, … electron in the unit volume 

at 𝒓1, 𝒓2, … 𝒓i, , … , and |𝜑(𝒓i)|
2  is the probability of finding the ith electron in a unit 

volume at 𝒓i, which can be written in an alternative way by labeling the wavefunction 

|𝜑𝑖(𝒓)|
2 for the ith electron [72]. The electron charge density 𝜌el(𝒓) = ∑ |𝜑𝑖(𝒓)|

2
𝑖  is the 

total charge density contributed from all the electrons in the molecule [72]. We can define 

the charge density contributed from the nucleus as 𝜌nc(𝒓) = ∑ 𝑍𝑛𝛿(𝒓 − 𝑹n)𝑛 , and 

∑ 𝑍𝑛𝑒
−𝑖𝒔∙𝑹n = ∫𝜌nc(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏𝑛 . Therefore, the matrix element in SI units, which has 

been shown in ref. [52, 66, 70, 72], is  

⟨𝒌∅0|�̂�|𝒌0∅0⟩ =
−𝑒2

𝜀0𝑠
2 ∫[𝜌nc(𝒓) − 𝜌el(𝒓)]𝑒

−𝑖𝒔∙𝒓𝑑𝜏 =
−𝑒2

𝜀0𝑠
2 ∫𝜌t(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏,        (1.27)         

where 𝜌t(𝒓) is the total charge density from both the nuclei and electrons. Equation (1.27) 

is a general form of electron scattering, which could be useful for systems other than a 

molecule, such as ions.  
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Using the independent atom approximation (IAM), (1.27) can be converted to the 

commonly used IAM electron diffraction formula. The total charge density can be written 

as  

𝜌𝑡(𝑟) = ∑ [𝜌nc,𝑛(𝒓 − 𝒓n)−𝜌el,𝑛(𝒓 − 𝒓n)]𝑛 ,            (1.28) 

where 𝜌nc,𝑛(𝒓 − 𝒓n)  and 𝜌el,𝑛(𝒓 − 𝒓n)  are the charge density of the nucleus and of 

electrons in the atom marked as 𝑛, and 𝒓n is the coordinates of the nuclei of the atom. Here, 

𝜌nc,𝑛(𝒓 − 𝒓n) = 𝑍𝑛𝛿(𝒓 − 𝒓n)  yields   

 ∫𝜌t(𝒓) 𝑒
−𝑖𝒔∙𝒓𝑑𝜏 = ∑ 𝑒−𝑖𝒔∙𝒓n𝑛 [𝑍𝑛 − ∫𝜌el,n(𝒙) 𝑒

−𝑖𝒔∙𝒙𝑑𝜏].                   (1.29) 

Here we show that the part in the bracket is the atomic form factor. 𝒔 ∙ 𝒙=

2𝑘 sin (
𝜃

2
)  𝑥 cosα, where α is the angle between s and x. The charge density contributed 

from the electrons in an atom is spherically symmetric,  𝜌el,n(𝒙) = 𝜌el,n(𝑥), so [60] 

∫𝜌el,n(𝒙) 𝑒
−𝑖𝒔∙𝒙𝑑𝜏 = ∫ 𝑑𝛽

2𝜋

0

∫ sinα𝑑𝛼
𝜋

0

∫ 𝜌el,n(𝑥)𝑒
−𝑖𝑠𝑥cosα 𝑥2

+∞

0

𝑑𝑥 

= 2𝜋 ∫ 𝜌el,n(𝑥)𝑥
2+∞

0
𝑑𝑥 ∫ 𝑒−𝑖𝑠𝑥cosα 𝑑(cosα) = 4𝜋

1

−1
∫ 𝜌el,n(𝑥)

sin𝑠𝑥

𝑠𝑥
𝑥2

+∞

0
𝑑𝑥 = 𝐹𝑛(𝜃).     (1.30) 

Therefore, the scattering amplitude is  

 𝑓(𝒔) =
𝑚𝑒𝑒

2

2π𝜀0ℏ
2

1

𝑠2
∫𝜌t(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏 =
𝑚𝑒𝑒

2

2π𝜀0ℏ
2
∑ 𝑒−𝑖𝒔∙𝒓n

[𝑍𝑛−𝐹𝑛(𝜃)]

𝑠2𝑛 = ∑ 𝑓𝑛(𝜃)𝑒
−𝑖𝒔∙𝒓n

𝑛     (1.31) 

where 𝑓𝑛(𝜃) =
𝑚𝑒𝑒

2

2π𝜀0ℏ
2

[𝑍𝑛−𝐹𝑛(𝜃)]

𝑠2
 is the famous Mott-Bethe formula [74, 75] that describes 

the atomic form factor of the nth atom in the molecule. The differential cross section gives 

the same result as eqn. (1.14). 
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1.4.3 Separation of core electrons and valence electrons 

The ab initio computation using (1.27) is time consuming when the number of atoms in the 

molecule is large. The electrons in an atom can be classified as core electrons and valence 

electrons according to the orbitals that electrons occupy. The valence electrons that 

participate in the chemical bonds have a diffuse nature across the molecule. A possible 

approximation that could improve the IAM and save time for complex molecules is to treat 

the core electrons and valence electrons separately. The total charge density can be written 

as  

𝜌t(𝒓) = ∑ [𝑍𝑛𝛿(𝒓 − 𝒓n) − 𝜌el,n
C (𝒓 − 𝒓n)]𝑛 − 𝜌el

V(𝒓),                         (1.32) 

where 𝜌el,n
C (𝒓 − 𝒓n) is the charge density of core electrons in the nth atom, and 𝜌el

V(𝒓)  is 

the charge density of valence electrons in the molecule. Following the same process shown 

from (1.28) to (1.31), the scattering amplitude is 

1

𝑠2
∫𝜌t(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏 = ∑ 𝑓𝑛
C(𝜃)𝑒−𝑖𝒔𝒓n𝑛 − 𝑓V(𝜃),                              (1.33) 

where 𝑓𝑛
C(𝜃) =

𝑍𝑛− 𝐹𝑛
𝐶(𝜃)

𝑠2
  is the atomic form factor of the nth ion that consists of the 

nucleus and the core electrons, and 𝑓V(𝜃) =
1

𝑠2
∫𝜌el

V(𝒓) 𝑒−𝑖𝒔𝒓𝑑𝜏 is the Fourier transform 

of charge density of valence electrons in the molecule, multiplied by 
1

𝑠2
.  

1.4.4 Inelastic electron scattering   

The S-matrix element for the system with a transition from the initial state |𝒌0∅0⟩ to final 

state |𝒌∅𝜈⟩ in the first Born approximation is given by ⟨𝒌∅𝜈|�̂�|𝒌0∅0⟩, where 𝜈 ≠ 0 is 

corresponding to inelastic scattering process, ∅𝜈 is the excited state of the molecule, and 
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𝜈 = 0 represents elastic scattering. The following derivation follows the description in ref. 

[59, 61, 70, 72, 76]. In the scattering process, the momentum of the incident electron is far 

larger than that of the electrons in the molecule, leaving out the possibility that the incident 

electron changes places with the electrons of the molecule [59]. We evaluate the total 

scattering using the Morse approximation [67, 76], which is based on the three assumptions 

as follows: 1) all the molecular states are accessible since the energy of the incident electron 

is high, 2) the ratio 𝑘 𝑘0 ≅ 1⁄  for all inelastic scattering processes, and 3) momentum 

transfer of inelastically scattered electrons may be replaced by elastic momentum transfer. 

With these approximations, the differential cross section of the total scattering is 

                     
𝑑𝜎

𝑑Ωtot
= (

𝑚𝑒

2πℏ2
)
2
∑ |⟨𝒌∅𝜈|�̂�|𝒌0∅0⟩|

2
= (

𝑚𝑒

2πℏ2
)
2
∑ |⟨∅𝜈|�̂�1|∅0⟩|

2
𝜈𝜈      

= (
𝑚𝑒

2πℏ2
)
2
∑ ⟨∅0|�̂�1

∗
|∅𝜈⟩⟨∅𝜈|�̂�1|∅0⟩𝜈 = (

𝑚𝑒

2πℏ2
)
2

⟨∅0|�̂�1
∗
�̂�1|∅0⟩,                   (1.34) 

where is the  �̂�1 =
−𝑒2

𝜀0𝑠
2 (∑ 𝑍𝑛𝑒

−𝑖𝒔∙𝑹n − ∑ 𝑒−𝑖𝒔∙𝒓j𝑗𝑛 ), and the first summation is over all the 

nuclei indicated by n and the second summation is over all the electrons indicated by j. The 

enclosure property is used to obtain (1.34). The operator �̂�1
∗
�̂�1 is given by 

�̂�1
∗
�̂�1 =

𝑒4

𝜀0
2𝑠4
[∑ 𝑍𝑚𝑍𝑛𝑒

𝑖𝒔∙𝑹𝑚𝑛
𝑚,𝑛 − 2∑ 𝑍𝑛 cos(𝒔 ∙ 𝒓𝑗 − 𝒔 ∙ 𝑹𝑛) +𝑗,𝑛 ∑ 𝑒𝑖𝒔∙𝒓𝑗𝑘𝑗,𝑘 ],    (1.35)  

where m and n are the indices of nuclei, j and k are the indices for the electrons, and 𝑹𝑚𝑛 =

𝑹𝑚 − 𝑹𝑛,  𝒓𝑗𝑘 = 𝒓𝑗 − 𝒓𝑘 . The differential cross section for the total scattering is written 

as  

𝑑𝜎

𝑑Ωtot
= (

𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[∑ 𝑍𝑚𝑍𝑛𝑒

𝑖𝒔∙𝑹𝑚𝑛
𝑚,𝑛 − 2∑ 𝑍𝑛⟨∅0| cos(𝒔 ∙ 𝒓𝑗 − 𝒔 ∙ 𝑹𝑛) |∅0⟩ + ∑ ⟨∅0|𝑒

𝑖𝒔∙𝒓𝑗𝑘|∅0⟩𝑗,𝑘𝑗,𝑛 ].          

(1.36)                                                            
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The terms are evaluated below. The 2nd term is given by  

∑ 𝑍𝑛⟨∅0| cos(𝒔 ∙ 𝒓𝑗 − 𝒔 ∙ 𝑹𝑛) |∅0⟩ = ∑ 𝑍𝑛 ∑ ∫|∅0(𝒓1, 𝒓2, … )|
2

𝑗𝑛𝑗,𝑛 cos(𝒔 ∙ 𝒓𝑗 − 𝒔 ∙ 𝑹𝑛) 𝑑𝜏1𝑑𝜏2…    

  = ∑ 𝑍𝑛𝑛 ∑ ∫|𝜑(𝒓𝑗)|
2
cos(𝒔 ∙ 𝒓𝑗 − 𝒔 ∙ 𝑹𝑛)𝑗 𝑑𝜏𝑗   

  = ∑ 𝑍𝑛𝑛 ∫∑ |𝜑𝑗(𝒓)|
2

𝑗 cos(𝒔 ∙ 𝒓 − 𝒔 ∙ 𝑹𝑛) 𝑑𝜏   

                                                            = ∑ 𝑍𝑛𝑛 ∫𝜌el(𝒓) cos(𝒔 ∙ 𝒓 − 𝒔 ∙ 𝑹𝑛) 𝑑𝜏,  

where 𝜌el(𝒓) is the electron charge density of the molecule, s is the momentum transfer of 

the incident electron, and Rn are the coordinates of the nth nuclei which are fixed in space. 

The third term is given by 

∑ ⟨∅0|𝑒
𝑖𝒔∙𝒓𝑗𝑘|∅0⟩ = ∑ ∫∅0

∗(𝒓1, 𝒓2, … )𝑗,𝑘𝑗,𝑘  ∅0(𝒓1, 𝒓2, … )𝑒
𝑖𝒔∙(𝒓𝑗−𝒓𝑘)𝑑𝜏1𝑑𝜏2…  

                               = 𝑁𝑒 + ∑ ∫∅0
∗(𝒓1, 𝒓2, … )∅0(𝒓1, 𝒓2, … )𝑒

𝑖𝒔∙(𝒓𝑗−𝒓𝑘)𝑑𝜏1𝑑𝜏2…𝑗≠𝑘  

                               = 𝑁𝑒 + ∑ ∫𝑃(𝒓𝑗 , 𝒓𝑘)𝑒
𝑖𝒔∙(𝒓𝑗−𝒓𝑘)𝑑𝜏𝑗𝑑𝜏𝑘𝑗≠𝑘   

                               = 𝑁𝑒 + ∫∑ 𝑃𝑗,𝑘(𝒓, 𝒓
′)𝑒𝑖𝒔∙(𝒓−𝒓

′)
𝑗≠𝑘 𝑑𝜏𝑑𝜏′ 

                               = 𝑁𝑒 + ∫𝜌el(𝒓, 𝒓
′)𝑒𝑖𝒔∙(𝒓−𝒓

′)𝑑𝜏𝑑𝜏′, 

where Ne is the number of electrons in the molecule, 𝑃(𝒓𝑗 , 𝒓𝑘) is the probability density of 

finding the jth electron at 𝒓𝑗 and the kth electron at 𝒓𝑘, and the two-electron density is 

𝜌el(𝒓, 𝒓
′) = ∑ 𝑃𝑗,𝑘(𝒓, 𝒓

′)𝑗≠𝑘 . Therefore, the total scattering is given by 

 
𝑑𝜎

𝑑Ωtot
= (

𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[∑ 𝑍𝑚𝑍𝑛𝑒

𝑖𝒔∙𝑹𝑚𝑛
𝑚,𝑛 − 2∑ 𝑍𝑛𝑛 ∫𝜌el(𝒓) cos(𝒔 ∙ 𝒓 − 𝒔 ∙ 𝑹𝑛) 𝑑𝜏 +

𝑁𝑒 + ∫𝜌el(𝒓, 𝒓
′)𝑒𝑖𝒔∙(𝒓−𝒓

′)𝑑𝜏𝑑𝜏′] . 

The differential cross section of the elastic scattering is given by 
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𝑑𝜎

𝑑Ωela
= (

𝑚𝑒

2πℏ2
)
2

|⟨𝒌∅0|�̂�|𝒌0∅0⟩|
2
    

         = (
𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[∑ 𝑍𝑚𝑍𝑛𝑒

𝑖𝒔∙𝑹𝑚𝑛
𝑚,𝑛 − 2∑ 𝑍𝑛𝑛 ∫𝜌el(𝒓) cos(𝒔 ∙ 𝒓 − 𝒔 ∙ 𝑹𝑛) 𝑑𝜏 + |∫𝜌el(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏|
2
].    

The inelastic scattering differential cross section is given by [52, 66, 72] 

    
𝑑𝜎

𝑑Ωine
=
𝑑𝜎

𝑑Ωtot
−
𝑑𝜎

𝑑Ωela
   

= (
𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[𝑁𝑒 + ∫𝜌el(𝒓, 𝒓

′)𝑒𝑖𝒔∙(𝒓−𝒓
′)𝑑𝜏𝑑𝜏′ − |∫ 𝜌el(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏|
2
].     (1.37) 

If the scatterer is an atom, instead of a molecule, the equations reduce to total inelastic 

scattering factors for individual atoms developed by Bethe [74], Heisenberg [77], and 

Morse [76], demonstrated below. The wavefunction of the target can be represented as a 

Slater determinant, and both spatial and spin coordinates are taken into account: 

∅0(𝒓1, 𝒓2, … ) =
1

√𝑁𝑒!
det{𝜙1𝜙2…𝜙𝑁𝑒} =

1

√𝑁𝑒!
[𝜙𝑎(𝒓𝑏)],           𝑎, 𝑏 = 1,2, … ,𝑁𝑒, 

where different 𝜙’s are orthogonal. Thus, the third term of eqn. (1.37) is given by 

            
𝑑𝜎

𝑑Ωtot
= (

𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[𝑍2 − 2𝑍∑ ⟨∅0| cos(𝒔 ∙ 𝒓𝑗) |∅0⟩ + ∑ ⟨∅0|𝑒

𝑖𝒔∙𝒓𝑗𝑘|∅0⟩𝑗,𝑘𝑗 ]  

                     = (
𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[𝑍2 − 2𝑍 ∫𝜌el(𝒓) cos(𝒔 ∙ 𝒓) 𝑑𝜏 + 𝑍 + ∫𝜌el(𝒓, 𝒓

′)𝑒𝑖𝒔∙(𝒓−𝒓
′)𝑑𝜏𝑑𝜏′]  

                    = (
𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2𝑠4
[𝑍2 − 2𝑍2𝐹(𝒔) + 𝑆],                                                                                  (1.38) 

where the origin of the coordinate is at the nuclei, the function 𝐹(𝒔) is the X-ray form 

factor, and Z stands for the number of electrons and the number of charges in the nuclei. 

For a spherically symmetric electron charge density, 𝐹(𝒔) is given by [60, 76] 
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𝐹(𝒔) =
1

𝑍
∫𝜌el(𝒓) exp(𝒊𝒔 ∙ 𝒓) 𝑑𝜏 =

4𝜋

𝑍
∫ 𝜌el(𝒓)
∞

0

sin 𝑠𝑟

𝑠𝑟
𝑟2𝑑𝑟.                       (1.39) 

The third term is given by 

𝑆 = ∑ ⟨∅0|𝑒
𝑖𝒔∙𝒓𝑗𝑘|∅0⟩ = ∑ ∫∅0

∗(𝒓1, 𝒓2, … )𝑗,𝑘𝑗,𝑘  ∅0(𝒓1, 𝒓2, … )𝑒
𝑖𝒔∙(𝒓𝑗−𝒓𝑘)𝑑𝜏1𝑑𝜏2…  

    = 𝑍 + ∑ ∫∅0
∗(𝒓1, 𝒓2, … )∅0(𝒓1, 𝒓2, … )𝑒

𝑖𝒔∙(𝒓𝑗−𝒓𝑘)𝑑𝜏1𝑑𝜏2…𝑗≠𝑘        

= 𝑍 + ∑ ∫|𝜙𝑎(𝒓)|
2|𝜙𝑏(𝒓

′)|2𝑒𝑖𝒔∙(𝒓−𝒓
′)𝑑𝜏𝑑𝜏′𝑍

𝑎,𝑏=1 − ∑ ∫𝜙𝑎
∗(𝒓)𝜙𝑏(𝒓)𝜙𝑏

∗(𝒓′)𝜙𝑎(𝒓
′)𝑒𝑖𝒔∙(𝒓−𝒓

′)𝑑𝜏𝑑𝜏′𝑍
𝑎,𝑏=1    

= |∫𝜌el(𝒓) 𝑒
−𝑖𝒔∙𝒓𝑑𝜏|

2
+ 𝑍 − ∑ ∫𝜙𝑎

∗(𝒓)𝜙𝑏(𝒓)𝜙𝑏
∗(𝒓′)𝜙𝑎(𝒓

′)𝑒𝑖𝒔∙(𝒓−𝒓
′)𝑑𝜏𝑑𝜏′𝑍

𝑎,𝑏=1   

    = [𝑍𝐹(𝒔)]2 + 𝑆𝑖.  

Therefore eqn. (1.38) yields 

                    
𝑑𝜎

𝑑Ωtot
= (

𝑚𝑒

2πℏ2
)
2 𝑒4𝑍2

𝜀0
2𝑠4
{[1 − 𝐹(𝒔)]2 +

𝑆𝑖

𝑍2
}                               (1.40)      

𝑑𝜎

𝑑Ωela
= (

𝑚𝑒

2πℏ2
)
2 𝑒4𝑍2

𝜀0
2𝑠4
[1 − 𝐹(𝒔)]2                                       (1.41)        

      
𝑑𝜎

𝑑Ωine
= (

𝑚𝑒

2πℏ2
)
2 𝑒4

𝜀0
2

𝑆𝑖

𝑠4
,                                                      (1.42)  

where 𝑆𝑖 = 𝑍 − ∫∑ 𝜙𝑎
∗(𝒓)𝜙𝑏(𝒓)𝜙𝑏

∗(𝒓′)𝜙𝑎(𝒓
′)𝑒𝑖𝒔∙(𝒓−𝒓

′)𝑍
𝑎,𝑏=1 𝑑𝜏𝑑𝜏′ is the inelastic 

scattering factor for X-rays. The summation is over those pairs of states, a and b, that have 

the same spins. The terms 𝜙𝑎
∗(𝒓)𝜙𝑏(𝒓) describe the exchange charge density [74, 76, 77]. 

Equations (1.41), (1.42) are the differential cross section of elastic and inelastic electron 

scattering. The inelastic scattering factors (elements Z=1 to 92) for electrons and X-rays 

are calculated with Hartree–Fock wavefunctions [78, 79] and the Morse approximation, 

and are tubulated in Table 4.3.3.2 in ref. [67]. The inelastic electron scattering produces 

signals at very low s range. Thus, it can be isolated from the elastic scattering signals.  
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1.5 Electron diffraction from a molecule ensemble  

We have shown in the last section the theory of electron scattering from a single molecule, 

including the elastic and inelastic scattering. In practical experiments, i.e., gas phase UED, 

the scattering signal is from all the molecules that are oriented differently in space. The 

scattering intensity from a molecular ensemble is obtained by averaging the electron 

scattering signal for molecules at all different orientations. This requires numerical 

computations for electron scattering calculated with ab initio methods. Since inelastic 

scattering is confined to small scattering angles, and can be isolated from the elastic 

scattering, we demonstrate here the commonly used formulas of elastic electron diffraction 

based on the independent atom model (IAM). Using IAM, electron diffraction from a 

molecular ensemble can be expressed as a simple, analytic form that provides an effective 

approximation to describe the diffraction pattern from a molecular ensemble. In IAM, the 

molecule is assumed to be made up of atoms that are independent, noninteracting; thus, the 

effect of chemical bonds of the molecule to the electron scattering is ignored. In the gas 

phase electron diffraction, the density of the gas molecules is low enough such that each 

molecule scatters independently. Therefore, the diffraction intensity (or differential cross 

section) is an incoherent sum of scattering from individual molecules, in which the 

scattered wavefunctions from the constituent atoms interfere. The diffraction intensity of a 

single molecule that consists of N atoms, shown in eqn. (1.14), can be separated into the 

atomic scattering term and molecular scattering term [60]: 

 𝐼(𝒔) = ∑ |𝑓𝑗(𝑠)|
2𝑁

𝑗=1 + ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)𝑒

𝑖𝒔∙𝒓jk𝑁
𝑗≠𝑘 ,                          (1.43) 
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where 𝑓𝑗(𝑠) = |𝑓𝑗(𝑠)|𝑒
𝑖𝜂𝑗 is the atomic form factor of jth atom and 𝒓jk = 𝒓j − 𝒓k is the 

vector pointing from the kth atom to jth atom.  The first term is the atomic scattering term, 

which contains no information about the structure of the molecule, while the structure 

information is encoded in the second term. Eqn. (1.43) shows that the diffraction intensity 

is sensitive to the orientation and interatomic distance of atom pairs, denoted by 𝒓𝒋𝒌 . 

Suppose the angular distribution of 𝒓𝒋𝒌 is 𝑔𝑗𝑘(𝛼, 𝛽), where 𝛼, 𝛽 are polar and azimuthal 

angles of 𝒓𝒋𝒌, and the diffraction intensity of the molecule ensemble is given by 

𝐼total = ∬∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)𝑒

𝑖𝒔∙𝒓jk(𝛼,𝛽)𝑔𝑗𝑘(𝛼, 𝛽)
𝑁
𝑘=1

𝑁
𝑗=1 sin 𝛼d𝛼d𝛽,                 (1.44) 

where 𝑔𝑗𝑘(𝛼, 𝛽) = 𝑔𝑘𝑗(𝛼, 𝛽). The angular distributions of all atom pairs are 𝑔𝑗𝑘(𝛼, 𝛽) =

1

4𝜋
 for the random distribution of molecular orientation. In this case, we can choose the 

angle between s and rjk to be α to calculate the integral [60]: 

                    𝐼total =
1

4𝜋
∑ ∑ 𝑓𝑗

∗(𝑠)𝑓𝑘(𝑠)
𝑁
𝑘=1

𝑁
𝑗=1 ∫ 𝑑𝛽

2𝜋

0
∫ 𝑒𝑖𝑠𝑟jk cos𝛼 sin 𝛼d𝛼
𝜋

0
  

                          = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁
𝑘=1

𝑁
𝑗=1 ,                                          (1.45) 

where 𝑟jk is the distance between the jth and kth atoms, 𝑠 = 2𝑘sin(
𝜃

2
), and 𝜃 is diffraction 

angle. Eqn. (1.45) was developed independently by P. Debye [80] and P. Ehrenfest [81] in 

1915 for X-ray diffraction from molecules. For j=k, the terms reduce to the atomic 

scattering term, and the terms with j≠k are corresponding to the molecular scattering term: 

                                      𝐼atom = ∑ |𝑓𝑗(𝑠)|
2𝑁

𝑗=1                                                 (1.46) 

and                                 𝐼mol = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁
𝑘=1,𝑗≠𝑘

𝑁
𝑗=1 .                            (1.47) 
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As the atomic form factor is proportional to 𝑠−2, shown in Mott-Bethe formula, 𝐼mol has a 

dependence of 𝑠−5, and drops quickly with the increase of s [2], which makes the signal 

level extremely low in the experimental data set. The modified scattering intensity 𝑠𝑀(𝑠) 

[58] is commonly used to address this issue, given by  

𝑠𝑀(𝑠) =
𝑠𝐼mol

𝐼at
.                                                          (1.48) 

A corresponding pair distribution function, 𝑝(𝑟), which shows the interatomic distances in 

the molecule, is generated by the Fourier (sine) transform of 𝑠𝑀(𝑠) [2]:  

𝑝(𝑟) ≅ ∫ 𝑠𝑀(𝑠) sin(𝑠𝑟)𝑒−𝜅𝑠
2
𝑑𝑠

𝑠max
0

,                                  (1.49) 

where 𝑠max  is the maximum value of momentum transfer s, and 𝑒−𝜅𝑠
2

 is a Gaussian 

damping factor that filters out the high frequency oscillations at the high s end and mitigates 

artificial effect due to the cutoff, which is equivalent to a Gaussian smoothing in real space. 

The molecular and atomic scattering terms cannot be separated experimentally; thus, a 

processing procedure, shown in ref. [3, 82], is used to obtain the experimental 𝑠𝑀(𝑠). 

Briefly, a theoretical model of the molecule is used to calculate the modified scattering 

intensity 𝑠𝑀T(𝑠) and 𝐼atom
T (𝑠). The zeros of the 𝑠𝑀T(𝑠) are used to fit and remove a 

background 𝑏E(𝑠) from the experimental 𝐼total
E (𝑠), which consists of atomic scattering and 

other experimental background scattering and noise. Thus, the experimental modified 

scattering intensity is obtained 𝑠𝑀E(𝑠) = 𝑠[𝐼total
E (𝑠) − 𝑏E(𝑠)] 𝐼atom

T (𝑠)⁄ , and the 

corresponding pair distribution function is calculated with (1.49). The degree of agreement 

between  𝑠𝑀E(𝑠)  and 𝑠𝑀T(𝑠)  indicates the accuracy of the theoretical model of the 
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molecular structure. The processing procedure is commonly used to check the theoretical 

model with the ground-state data.  

To capture the structural change of the molecules at a particular temporal delay following 

excitation, we need the time-resolved structural analysis. In UED, all the molecules, 

including the unexcited and excited ones, scatter the incident electrons, thus, the vast 

majority (>85%-90%) of the diffraction signal is from the unexcited molecules and the 

signal from the excited ones is usually weak [2, 3]. To accentuate the scattering signal due 

to the excited molecules, we use the diffraction-difference method [83], wherein we take a 

difference of the diffraction pattern at time delay t with the pattern at a reference time 𝑡ref:  

∆𝐼E(𝑠, 𝑡) = 𝐼total
E (𝑠, 𝑡) − 𝐼total

E (𝑠, 𝑡ref) ≅ ∆𝐼mol
𝐸 (𝑠, 𝑡),                   (1.50) 

 where 𝑡ref  refers to the time delay that the arrival of electron probe pulse is ahead of the 

arrival of the reaction-initiating laser pulse. As the atomic scattering terms in 𝐼total
E (𝑠, 𝑡)  

and  𝐼total
E (𝑠, 𝑡ref) stay the same, the difference of the diffraction patterns at temporal delay 

t and 𝑡ref is equal to the difference of molecular scattering terms, denoted as ∆𝐼mol
𝐸 (𝑠, 𝑡). 

Similar to eqn. (1.48), the difference modified molecular scattering can be calculated, 

formulated as ∆𝑠𝑀(𝑠, 𝑡) = 𝑠∆𝐼mol
𝐸 (𝑠, 𝑡) 𝐼at⁄ , and the corresponding difference of pair 

distribution function is given by [2] 

∆𝑝(𝑟, 𝑡) ≅ ∫ ∆𝑠𝑀(𝑠, 𝑡) sin(𝑠𝑟)𝑒−𝜅𝑠
2
𝑑𝑠

𝑠max
0

.                         (1.51) 

The structural changes of the molecules are reflected by the temporal evolution of 

∆𝑠𝑀(𝑠, 𝑡)  and ∆𝑝(𝑟, 𝑡) , where ∆𝑝(𝑟, 𝑡) < 0  indicates a loss of interatomic distance r 

compared to the parent (reference) molecule and ∆𝑝(𝑟, 𝑡) > 0  means an increase of 
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internuclear distance r in the transient structure or product. For example, the transient 

structures of C2F4I2 after excitation with 277 nm femtosecond laser pulse has been shown 

in ref. [14], and pyridine and lutidine in ref. [15]. The structural parameters and relative 

fraction of the product are determined by fitting the experimental ∆𝑠𝑀E(𝑠, 𝑡)  to the 

theoretical ∆𝑠𝑀T(𝑠, 𝑡) and minimizing 𝜒2:  

𝜒2 = ∑ [
𝑐∙∆𝑠𝑀T(𝑠,𝑡)−∆𝑠𝑀E(𝑠,𝑡)

𝜎(𝑠)
]
2

𝑠max
𝑠min

,                                  (1.52) 

where c is the relative fraction of the product and 𝜎(𝑠) refers to the standard error of the 

measurement at s. The possible structure of the product is employed to calculate 

∆𝑠𝑀T(𝑠, 𝑡), and the minimum 𝜒2 determines the product structure. When there is more 

than one product species, 𝑐 ∙ ∆𝑠𝑀T(𝑠, 𝑡) is replaced by ∑ 𝑐𝑖𝑖 ∙ ∆𝑠𝑀𝑖
T(𝑠, 𝑡), where 𝑐𝑖  and 

∆𝑠𝑀𝑖
T(𝑠, 𝑡) refer to the yield and theoretical difference modified diffraction intensity of the 

ith product, respectively.  

1.6 Instrumental smearing effects  

In this section, we discuss the instrumental resolution of the electron diffraction experiment. 

A reduction in sharpness or definition of the electron diffraction pattern can be due to 

several things: (a) wavelength spread of the electrons, (b) finite sample thickness, (c) finite 

resolution of the detector, (d) beam profile and (e) beam divergence at the sample [84-87]. 

The discussion of these aspects for small-angle X-ray or neutron scattering has been given 

in [84-87]. The first one can be ignored for the femtosecond UED since the electron 

momentum spread is approximated to be very small (~0.1%), and the second one ignored 

due to the small angle scattering. The detector of UED is a phosphor screen, which is 

imaged to a photon camera through an imaging system. The scattered electrons impinge on 
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the phosphor screen to produce photons, which are collected by the camera. A good 

imaging system makes each point on the phosphor screen mapped to the corresponding 

pixel on the photon camera; therefore, the diffraction pattern can be recorded by the camera 

with high fidelity. The smearing effect due to the finite spatial resolution of detector can 

be estimated by the spot size of the signal on the camera from one electron that impinges 

on the phosphor screen.  

 

Figure 1.2: Diagram of electron diffraction with a finite beam size. The input plane 

indicates the sample. The momentum of the incident electron is along z axis. 

Here we focus on the discussion of smearing effects due to the last two aspects. Since the 

smearing effect from the thickness of sample is much smaller in small angle scattering, we 

use a plane to simplify the scattering from the sample. Figure 1.2 shows the diagram of 

electron scattering with a finite beam size. The momentum of the incident electron is along 

z axis. The electron diffraction intensity from a small area of the sample (input plane) 

located at (𝑥1, 𝑦1, 0)  can be written as 𝐼𝑜(𝑥 − 𝑥1, 𝑦 − 𝑦1) . We usually express the 

diffraction intensity as a function of momentum transfer 𝒔 = 𝑐(𝑥 − 𝑥1, 𝑦 − 𝑦1), where c is 

the ratio determined by the instrument. For example, the diffraction intensity from a gas 



29 
 

sample at (𝑥1 = 0, 𝑦1 = 0,0)  is 𝐼𝑜(𝑥, 𝑦) = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁
𝑘=1

𝑁
𝑗=1  , where 𝒔 =

𝑐(𝑥, 𝑦). 

Suppose the 2-dimensional distribution of the scattering source on the input plane is 

𝑓1(𝑥1, 𝑦1), which accounts for the distributions of the electron beam and the sample. The 

total scattering signal contributed from the samples at different locations is given by the 

convolution: 

𝐼𝑇(𝑥, 𝑦) = ∬𝑓1(𝑥1, 𝑦1) 𝐼𝑜(𝑥 − 𝑥1, 𝑦 − 𝑦1)𝑑𝑥1𝑑𝑦1.                      (1.53) 

 

Figure 1.3: Diagram of electron diffraction with a different incident angle. The black arrow 

indicates the incident electron momentum along z axis. The blue arrow indicates that the 

electron incident direction is described by (𝛼, 𝛽), where α is the polar angle with respect 

to z axis, and β is the azimuthal angle.  

Now we show that the electron diffraction intensity with an electron beam with divergence 

can be written in a convolution form as well. Figure 1.3 shows the diagram of the 

diffraction with two different incident angles. The black arrow is the electron beam that is 

perpendicular to the input plane, and the diffraction intensity is 𝐼𝑜(𝑥, 𝑦) with the center of 

the diffraction rings at A1(0,0) on the detector plane. For an electron beam with incident 

angle (𝛼, 𝛽), indicated by the blue arrow, the center of the diffraction rings ends up with 
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𝐴2(𝑧𝛼cos𝛽, 𝑧𝛼sin𝛽), where 𝛼 is a small angle. The diffraction intensity can be further 

approximated to be 𝐼𝑜(𝑥 − 𝑧𝛼cos𝛽, 𝑦 − 𝑧𝛼sin𝛽) for small angle scattering. 

Suppose the distribution of the incident angle is 𝑓𝑎(𝛼, 𝛽). The total diffraction intensity is 

given by 

𝐼𝑇(𝑥, 𝑦) = ∬𝑓𝑎(𝛼, 𝛽) 𝐼𝑜(𝑥 − 𝑧𝛼cos𝛽, 𝑦 − 𝑧𝛼sin𝛽) sin𝛼𝑑𝛼𝑑𝛽.           (1.54) 

By defining 𝑥2 = 𝑧𝛼cos𝛽, 𝑦2 = 𝑧𝛼sin𝛽, 𝑓2(𝑥2, 𝑦2) =
1

𝑧2
𝑓𝑎(𝛼, 𝛽)and using sin𝛼𝑑𝛼𝑑𝛽 =

1

𝑧2
d𝑥2d𝑦2, equation (1.54) is 

𝐼𝑇(𝑥, 𝑦) = ∬𝑓2(𝑥2, 𝑦2) 𝐼𝑜(𝑥 − 𝑥2, 𝑦 − 𝑦2) d𝑥2d𝑦2,                    (1.55) 

where 𝑓2(𝑥2, 𝑦2) is a function determined by the angular distribution of the electron beam 

on the sample. A general case is that the incident angle distributions at different position 

of the electron beam are different. In this case, the distribution functions that account for 

the beam intensity distribution and incident angle distribution are coupled, formulated as 

𝑓(𝑥1, 𝑦1, 𝛼, 𝛽). The scattering intensity is given by 

𝐼𝑇(𝑥, 𝑦) = ∫𝑓(𝑥1, 𝑦1, 𝛼, 𝛽) 𝐼𝑜(𝑥 − 𝑥1 − 𝑧𝛼cos𝛽, 𝑦 − 𝑦1 − 𝑧𝛼sin𝛽) d𝑥1d𝑦1sin𝛼𝑑𝛼𝑑𝛽.      (1.56) 

By expressing the 𝛼, 𝛽 by 𝑥2, 𝑦2, the eqn. (1.56) becomes  

𝐼𝑇(𝑥, 𝑦) = ∫𝑓(𝑥1, 𝑦1, 𝑥2, 𝑦2) 𝐼𝑜(𝑥 − 𝑥1 − 𝑥2, 𝑦 − 𝑦1 − 𝑦2) d𝑥1d𝑦1d𝑥2d𝑦2.      (1.57) 

Eqn. (1.57) shows that the center of the diffraction intensity on the detector is  

(𝑥1 + 𝑥2, 𝑦1 + 𝑦2) when considering smearing effects from both the size and divergence 

of the electron beam. The point (𝑥1 + 𝑥2, 𝑦1 + 𝑦2) is the intersection point of the detector 

plane and the extended line of the vector of the incident electron is described by 

(𝑥1, 𝑦1, 𝛼, 𝛽). The resolution of the instrument can be improved by minimizing the size of 
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the (𝑥1 + 𝑥2, 𝑦1 + 𝑦2) distribution. If the trajectories of all the electrons in the main beam 

(unscattered electrons) can be approximated to be straight as propagating from the input 

plane to the detector plane, the beam distribution on the detector could be used to estimate 

the distribution of (𝑥1 + 𝑥2, 𝑦1 + 𝑦2). In this case, the total scattering intensity can be 

approximated by the convolution of the 𝐼𝑜(𝑥, 𝑦) with the direct beam distribution on the 

detector.   
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Chapter 2  

Instrumental temporal resolution of gas phase kiloelectronvolts 

ultrafast electron diffraction 

Portions of this material have previously appeared in the publication [32]. 

2.1 Introduction 

Capturing the dynamics of transient molecular states requires the spatial and temporal 

resolution of the apparatus to be better than, or comparable to, the intrinsic dimension and 

time scale of molecules.  The interatomic distance in a molecule is on the order of angstrom 

(10⁻¹⁰ m). The motion of atoms, or structure change of the molecules, in real time, could 

be as short at sub-picoseconds, and in some cases as short as ~10 fs for the dissociative 

channels. The overall temporal resolution of a pump-probe (laser-electron) experiment is 

given by  

𝜏total = √𝜏laser
2 + 𝜏electron

2 + 𝜏GVM
2 + 𝜏jitter

2 ,                           (2.1) 

 where 𝜏laser is the laser pulse duration, 𝜏electron is the electron pulse duration, 𝜏GVM  is the 

temporal broadening due to group velocity mismatch between laser and electron pulse, and 

𝜏jitter is the arrival jitter of the two pulses. A sub-100fs laser pulse can be easily obtained 

nowadays thanks to the advent of commercial ultrafast laser sources, and 𝜏jitter is normally 

determined by the instability of the laser and the voltage source that accelerates the 

electrons.  The electron pulse duration 𝜏electron is dictated by momentum spread when 

electrons are generated on the cathode, and then the space-charge repulsion during the 

propagation from the cathode to the sample.  
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Three methods have been employed to obtain a femtosecond electron pulse duration. A 

compact design with a short distance from the cathode to the sample has been used to obtain 

a short electron pulse duration since electron pulse broadening due to space charge effects 

is proportional to the drift distance. This method has demonstrated a sub-200fs overall 

temporal resolution in solid state experiments [16, 17, 88] and a 850 fs resolution in gas 

phase UED experiments [18]. However, in gas phase UED experiments, the short distance 

between the cathode and sample limits the DC voltage that accelerates the electrons and 

electron beam current.  

The use of relativistic electron pulses significantly suppresses the space charge effects 

between electrons [27], which has a scale of 𝛾3 , where 𝛾  is the Lorentz factor. The 

electrons are accelerated by RF fields to a kinetic energy of MeV. Using MeV electrons as 

probes naturally circumvents the temporal broadening due to the group velocity mismatch 

between pump laser and probe electron pulses. Gas-phase UED has made significant 

progress recently with the application of relativistic MeV electron gun technology to reach 

a temporal resolution first of 230 fs [19] and recently 150 fs [19, 20, 26-28]. Several major 

scientific advances have been achieved by the use of relativistic electrons, including the 

observation of coherent rotation and vibrational motion [19, 89], structural dynamics in the 

electronic ground state [53], relaxation dynamics through a conical intersection [21], a ring 

opening reaction [90] and, more recently, simultaneously capturing nuclear motions and 

electronic excitations [52]. However, the main limitation of MeV-UED has been the low 

signal levels due to the low number of electrons per pulse needed to maintain the short 

electron pulse duration and the dilute nature of gas phase samples. This often limits the 

amount of data that can be recorded. For example, it is still challenging to carry out 
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experiments with a set of similar molecules or explore the dependence of a reaction on the 

excitation wavelength, which will be essential to the understanding of the general rules 

underlying the chemical reaction dynamics. Also, operating at the high energies requires a 

significantly larger infrastructure [26].  

The radiofrequency (RF) compression technique has been able to successfully compress 

electron pulses longitudinally in sub-relativistic UED instruments [22, 23, 29], and, more 

recently, electron pulse duration with this technique has been reduced to 150 fs [23]. The 

tilted laser pulse-front technique has demonstrated the feasibility of compensating the 

velocity mismatch between the sub-relativistic electron pulse and the laser pulse [31, 32]. 

In order to reach femtosecond resolution for gas phase keV-UED experiment, we combined 

the RF compression and tilted laser pulse front techniques. A hybrid DC-RF electron gun 

is used to first accelerate the electrons in a DC electric field and then temporally 

compressed at the sample using an RF cavity [26, 91, 92]. A laser pulse with a tilted pulse 

front is used to excite the molecules in a geometry so that the velocity mismatch between 

laser and electrons can be significantly reduced [24, 25]. 

In this chapter, we discuss the RF compression technique used to optimize the electron 

pulse duration in our table-top gas phase keV-UED setup, which includes the mechanism 

of electron pulse compression, the updated RF generation electronics, and RF 

synchronization with a streaking field. Then we demonstrate the laser pulse-front tilting 

technique to compensate the laser-and-electron velocity mismatch. We have applied the 

setup to capture the rotational dynamics of laser aligned nitrogen molecules.  The 

comparison of theoretical simulations and the experimental results shows that the keV-

UED instrument reaches an overall temporal resolution of 240 fs. The electron beam 
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current of the UED setup is more than an order of magnitude higher than that of typical 

MeV-UED setups. 

2.2 Longitudinal compression of an electron pulse 

The work described in this section follows the descriptions in ref. [26, 29, 32]. The 

Coulomb repulsion of electrons in a high-charge density electron pulse inevitably leads to 

a linear expansion of the electron bunch during the propagation, in both longitudinal and 

transverse directions. The transverse expansion of electrons is effectively compressed by 

using time-invariant magnetic fields produced by a magnetic lens. The longitudinal 

expansion after propagation of the electron pulse in free space leads to a space-momentum 

chirp, with fast electrons situated at the front and slow electrons at the rear of the pulse [22, 

93, 94].  The longitudinal compression of electron pulse is realized by reversing the space-

momentum chirp by the use of a time-varying RF electric field in a cavity that is precisely 

synchronized to the electron pulse. The theory and simulation of propagation dynamics and 

compression of femtosecond electron packets have been demonstrated in [93, 94]. The 

details of transverse and longitudinal compression of an electron pulse have been described 

in detail in [95]. In this section, we give a review of the electron pulse compression with 

time-varying RF fields, show the updated RF compression electronics and synchronization 

implemented in our keV-UED setup.  

2.2.1 Momentum modulation with time-varying fields 

The electron pulse is generated by shining a femtosecond 266 nm laser pulse onto a 

photocathode made of pure copper. The kinetic energy of the photo-emitted electrons is 

quickly accelerated to 90 keV in a DC electric field across the cathode to the anode. The 
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details of electron generation and high voltage chamber are given in ref [95]. The electrons 

are guided by electron optics (omitted in the figure) into the RF cavity for bunch 

compression and then to the sample as a probe, shown in figure 2.1 (a). 

 

Figure 2.1: Schematic of electron pulse compression with a time-varying field using a RF 

cavity. (a) Schematics of electron bunch compression [22]. (b-f) the position of the electron 

pulse relative to the RF cavity at several key times [96]. (g-k) are the corresponding space-

momentum distributions at the times in (b-f) [93]. The electron pulse is shown in green. A 

linear space-momentum distribution is developed as the electrons propagating from the 

cathode to the RF cavity. The electric fields in the RF cavity decelerate the electrons 

situated at the front while the pulse enters the cavity, and accelerate the electrons at the 

back while exiting the cavity. Thus, the space-momentum distribution is reversed.  



37 
 

A RF cavity with a resonant frequency at ~3GHz in the TM010 mode is used to 

longitudinally compress the electron pulse. As the transverse electron beam size is much 

smaller than the radius of the RF cavity, the paraxial electric field can be approximated as 

𝑬(𝑧, 𝑡) = 𝐸0cos (2𝜋𝑓𝑡 + 𝜑)�̂� , where f = 3GHz, and the cavity axis is along z. The 

schematic of the electron bunch compression at several key times are shown in figure 2.1 

(b)-(f) and the corresponding space-momentum distribution in figure 2.1 (g)-(k). The 

electron bunch develops a linear spatial-momentum distribution after propagating from the 

cathode to the RF cavity, shown in figure 2.1 (b) and (g). The phase 𝜑 of the electric field 

is tuned such that the electrons at the front of the bunch are decelerated, shown in figure 

2.1 (b), the electrons at the center are not accelerated, in figure 2.1 (c), and the electrons at 

the back are accelerated, in figure 2.1 (d), leading to a reversed space-momentum 

distribution [93] for the electron pulse exiting the cavity, in figure 2.1 (i). After that, the 

electrons at the back have a greater speed than that of electrons in the front, shown in figure 

2.1 (e) and (j). Thus, the electrons with larger speeds at the back chase the electrons with 

lower speeds at the front during the propagation from the cavity to the sample, and a 

minimum pulse duration is obtained on the sample, shown in figure 2.1 (f) and (k). 

The pulse duration before the RF cavity is on the order of 10 picoseconds due to the space 

charge repulsion for a pulse containing 105 electrons. The stretched electron pulse duration 

is still much smaller than the period of the oscillating fields (1/f = 0.33 ns). Second, the 

transit time of the electron pulse in the RF cavity is much smaller than the period of 

oscillating field, 𝑑cav 𝑣𝑐⁄ ≪ 1 𝑓⁄ , where 𝑑cav is the length of the cavity and 𝑣𝑐~0.526𝑐 is 

the average speed of the 90 keV electrons. Third, the velocity change due to the RF field 

is small compared to the average speed of the electrons, resulting in a negligible change in 
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transit time. The momentum change ∆𝑝𝑧 of a single electron entering the cavity at 𝑡1 is 

given by [29, 93] 

∆𝑝𝑧 = −∫ 𝑒𝐸(𝑡)
𝑡1+

𝑑cav
𝑣𝑐

𝑡1
𝑑𝑡,                                            (2.2) 

where 𝜔 = 2𝜋𝑓 is the angular frequency and the phase 𝜑 of the electric field is chosen 

such that the electric field is written as 𝐸(𝑡) = −𝐸0sin (𝑤𝑡 −
𝜔𝑑cav

2𝑣𝑐
+ 𝜑0). The phase 

offset 𝜑0 is chosen to make the center electrons of the bunch gain no momentum after 

exiting the RF cavity [29]. We will show that the condition is 𝜑0 = 0. The phase offset 𝜑0 

is kept here for later analysis of phase instability. The integral of (2.2) yields 

∆𝑝𝑧 =
2𝑒𝐸0

𝜔
sin (𝜔𝑡1 + 𝜑0)sin (

𝜔𝑑cav

2𝑣𝑐
).                                  (2.3) 

The time to enter the RF cavity for electrons situated at the front of the pulse is 𝑡1 = −𝐿 𝑣𝑐⁄ , 

where the length of the electron bunch is 2𝐿. For electrons at the center of the electron 

pulse, the time to enter the cavity is 𝑡1 = 0, and for electrons at the back of the pulse, the 

time is 𝑡1 = 𝐿 𝑣𝑐⁄ . The condition of ∆𝑝𝑧 = 0 for 𝑡1 = 0 is that 𝜑0 = 0 or π. Inserting the 

times of electron at the front and back in the bunch into eqn. (2.3), we can calculate the 

difference of the momentum change as [29] 

∆𝑝𝑏 − ∆𝑝𝑓 =
4𝑒𝐸0

𝜔
sin (

𝜔𝑑cav

2𝑣𝑐
) sin (

𝜔𝐿

𝑣𝑐
) cos (𝜑0).                         (2.4) 

Since 
𝜔𝑑cav

2𝑣𝑐
,
𝜔𝐿

𝑣𝑐
≪ 1, the difference is approximated as ∆𝑝𝑏 − ∆𝑝𝑓 ≅

𝑒𝐸0𝜔𝑑cav𝜏0

𝑣𝑐
, where 

𝜏0 =
2𝐿

𝑣𝑐
 is the electron pulse duration when entering the RF cavity. Appropriate selection 

of 𝜑0 would reverse the space-momentum chirp to compress the electron bunch properly. 

The maximum difference of the momentum change corresponds to the condition 𝜑0 = 0. 
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The electron pulse would be stretched by the electric field if cos(𝜑0) < 0  and the 

maximum stretching corresponds to 𝜑0 = π.  We discuss how to experimentally make this 

phase offset be zero in section 2.2.3. The electric field in the RF cavity for 𝜑0 = 0 and the 

times of electrons entering the cavity are shown in figure 2.2.  

 

Figure 2.2: The electric field in the RF cavity with φ0=0 for electron pulse compression. 

The times to enter the RF cavity for electrons situated at the front, the center, and the back 

of the electron pulse are −𝐿 𝑣𝑐 ,⁄  0,  𝐿 𝑣𝑐⁄ , respectively. The amount of time that an electron 

spends in the RF cavity is 𝑑cav 𝑣𝑐⁄ .  

The above mentioned analysis is about compression of a single electron pulse. Now we 

analyze the arrival time of different electron pulses at the sample due to the phase instability. 

We consider the momentum change of the electrons at the center of the bunch to show how 

the phase instability affects the arrival time of the electron pulse. Suppose that the ideal 

phase offset 𝜑0 is set to be zero, but there is a phase instability denoted as 𝜑𝑟. Thus, the 

momentum change is  

∆𝑝𝑧 =
2𝑒𝐸0

𝜔
sin (

𝜔𝑑cav

2𝑣𝑐
)sin (𝜑𝑟).                                             (2.5) 
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The change of the arrival time of electrons at the sample is given by  

∆𝑡 = −𝑑𝑚𝛾
∆𝑝𝑧

𝑝𝑧
2 = −

2𝑑𝑒𝐸0

𝑚𝛾𝑠𝜔𝑣𝑐
2 sin (

𝜔𝑑cav

2𝑣𝑐
)sin (𝜑𝑟),                              (2.6)           

where m is the mass of electron, d is the distance from the RF cavity to the sample (which 

is 255 mm in our case), and 𝛾 = 1 √1 − (
𝑣𝑐

𝑐
)2⁄ . Using the condition 𝜑𝑟 ≪ 1 , the 

parameters 𝐸0 = 1.6 MV/m and 𝑑cav = 1 cm [95], eqn. (2.6) yields 

 ∆𝑡 = −160𝜑𝑟 [ps],                                                     (2.7) 

where 𝜑𝑟 is a random variable for a certain amount of time. The overall electron pulse 

duration is √𝜏e
2 + ∆𝑡FWHM

2 , where 𝜏𝑒 is the single electron pulse duration and ∆𝑡FWHM is 

the FWHM width of the distribution of ∆𝑡. Therefore, an RF field with a stable phase is of 

significance to the optimization of the electron pulse duration.  

2.2.2 RF generation and phase fixing  

We describe in this section the homemade electronic system for RF generation and 

synchronization, which is inspired from the method in ref. [23]. The diagram of the RF 

generation is shown in figure 2.3. A small fraction of the power (5 mW) from the laser 

oscillator (Coherent Mantis), running with a repetition rate at f0 =74.940 MHz, is focused 

onto a fast photodiode (Newport 818-BB45) to generate a periodic pulse train, denoted as 

𝑓1(𝑡). The periodic pulse train from the photodiode runs through a rough bandpass filter 

(Mini Circuits VBF-2900+), followed by a low phase noise amplifier (Holzworth HX2400) 

and a cavity band pass filter with bandwidth of 80 MHz (Anatech AB3000B509) to select 

the 40th harmonic, which is a sinusoidal signal (40f0~ 2.998 GHz) with a narrow band 

width, indicated as f2(t). Two more low phase noise amplifiers (HMC8411LP2FE) and one 
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attenuator are used to make the power of the sinusoidal signal be 16 dBm before going 

through the RF switch, denoted as RF.S in figure 2.3, to chop the continuous RF signal into 

a pulsed signal. We use an analog phase shifter (Analog Devices HMC928LP5E), 

controlled by an adjustable DC voltage, to tune the phase offset 𝜑0 of the RF filed in the 

cavity relative to the arrival of electron pulse. The phase offset 𝜑0 is set to be zero by 

measuring the electron pulse through a streak camera, shown in section 2.2.3. 

 

Figure 2.3: Schematic of RF generation and synchronization circuit. OSC = laser oscillator, 

PD = photo diode, FLT = filter, AMP = amplifier, ISO = isolator, SDG = synchronization 

and delay generator, Att. = attenuator, PS = phase shifter, RF.S = RF switch, DIV = power 

divider, C.V.= control voltage, F.E.= feedback electronics, P.DET = phase detector, D.C. 

= directional coupler, PDC = power detector, OSL = oscilloscope. The signal from the 

SDG is the electric 5 kHz trigger signal from the laser control unit to control the release 

timing of laser pulse and 3 GHz pulse. 
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Figure 2.4: Voltage output of the phase detector. The phase of the RF wave inside the red 

rectangle, the arrival time window of electron pulse, is fixed, though the voltage V at the 

beginning of the pulsed RF field could be unstable due to the high gain amplifier. The noise 

peak in the red rectangle is the electromagnetic interference signal from the Pockels cells 

switching in the laser amplifier and can be used as an indicator of the time the electrons 

enter the RF cavity [95]. 

The sinusoidal RF signal is chopped to a pulsed RF signal f3(t) with duty cycle of 5% by 

the use of a RF switch (ZASW-2-50DRA+), triggered by a timing signal from the Coherent 

synchronization and delay generator (SDG). We split the pulsed RF power into two paths, 

making a feedback loop to correct the phase instability introduced by the high-gain 

amplifier (Microwave Amps AM83-3S-50-53R). One of the paths is sent through a phase 

shifter (HMC928LP5E) to correct the phase change, amplified by the high-gain amplifier, 

and then sent into the RF cavity through a directional coupler (e-MECA 722N-30-3.100). 

A small portion of the power from the coupled port is picked up and connected to the RF 
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port of a phase detector (Holzworth HX3400). The other path is directly from the power 

divider and is used as reference signal for the phase detector. 

 

Figure 2.5: Comparison of outputs without and with the feedback electronics. (a) Phase 

change 𝜑𝑟 introduced by the high gain amplifier shown in figure 2.3. 𝜑𝑟 is measured by 

the voltage output of phase detector when the feedback loop is off. (b) 𝜑𝑟 is measured by 

the voltage output of phase detector when the feedback loop is on.  

The output voltage f4(t) of the feedback electronics is used as the feedback signal to a phase 

shifter in the first path to fix the phase. The voltage output of the phase detector is shown 

in figure 2.4. While the voltage V at the beginning of the pulsed RF wave could be changed 

due to the amplifier, the voltage inside the red rectangle (window of arrival time for the 

electron pulse) is fixed, which indicates that the phase of the RF signal is corrected.  

The isolated port of the directional coupler is connected to the power detector (ZX47-

40LN-S+) to measure the reflected RF power from the RF cavity. By minimizing the 

reflection, the optimal repetition rate f0 of the laser oscillator is obtained. A commercial RF 

cavity (AccTec BV) is used, and its temperature is stabilized within 1mK RMS with a 

temperature controller.  We use phase stable cables (LL142 Harbour) to deliver the RF 
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signals. The feedback electronics amplify the output voltage of phase detector with a 

constant offset voltage Voffset and feeds the voltage to the phase shifter to correct phase 

instability from the high gain amplifier in real time. The function of feedback electronics 

(see Appendix A for details) is formulated as 𝑓4(t) = A ∙ VPDC + Voffset, where the gain 

factor A = −1/(k1k2), k1 is the slope of phase to control voltage of the phase shifter, and 

k2 is the slope of the output voltage to phase change of the phase detector. We use an 

operational amplifier (LT1028) in the feedback electronics for the voltage amplification, 

which provides a response time on the order of µs. Figure 2.5 shows a comparison of the 

phase change, converted from the voltage output of the phase detector, when the feedback 

loop is off and on. According to eqn. (2.7), the arrival time change (FWHM) of the electron 

pulse is on the order of 200 fs due to the phase instability. However, the timing change 

(FWHM) is ~43 fs when the phase is fixed.  

2.2.3 RF synchronization  

Portions of the work described in this section is based on the results in ref. [97]. We have 

shown that phase offset 𝜑0 needs to be zero for the optimal compression of the electron 

pulse duration in section 2.1. We demonstrate here the adjustment of the phase of the RF 

wave using a streak camera. The details of the home-made streak camera can be found in 

[95, 97]. First, we briefly review how the streak camera functions, and then show how to 

use it to synchronize the zero value of RF wave to the center of electron pulse. The function 

of a streak camera is to map the longitudinal profile of an electron pulse into a distribution 

of deflected angles by using a time-varying streaking field. Several methods, such as a 

discharging capacitor [97-100], a microwave cavity [101], and a laser standing wave [102-
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104] have been used to generate such a time-varying streaking field. Here the time-varying 

streaking field is produced by using a laser-activated discharging capacitor.  

The diagram of the streak camera is shown in figure 2.6, in which C is the capacitance of 

a pair of parallel metal plates used to deflect the electrons, L stands for the self-inductance 

of the circuit, R(t) is the resistance of the photo-switch and R0 is the time-independent 

resistance in the circuit. The capacitor (two parallel metal plates) is charged to certain 

voltage V0 for 𝑅(𝑡 < 0) = ∞, and then is discharged after a laser pulse activates the photo-

switch (GaAs) leading to 𝑅(𝑡 = 0) ≅ 0 Ω.  

 

Figure 2.6: The diagram of the equivalent circuit for the streak camera. The capacitance of 

a pair of parallel metal plates is denoted as C, and the time-varying electric field between 

the two plates is used to deflect the electrons in green. The inductance of the circuit is 

denoted as L. The resistance R(t) is time-varying due to the photo-switch triggered by the 

laser pulse in red, and R0 is the time-independent resistance in the circuit, which is 

dominated by the Ohmic contacts of the photo-switch.  

The streak camera can be considered to be an RLC circuit with a time-varying resistance. 

According to Kirchhoff's voltage law, the voltage across the capacitor, denoted as V(t), 
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after the photo-switch is triggered by the laser pulse, can be described by the homogenous 

differential equation 

𝐿
d2𝑉(𝑡)

d𝑡2
+ [𝑅(𝑡) + 𝑅0]

d𝑉(𝑡)

d𝑡
+
1

𝐶
𝑉(𝑡) = 0,                                 (2.8) 

where 𝑉(𝑡 = 0) = 𝑉0 . The resistance of the photo-switch after being triggered by the 

ultrafast laser pulse is modeled by 𝑅(𝑡) = 𝑅1𝑒
𝑡
𝜏1, where the time constant 𝜏1 is determined 

by the properties of the GaAs material, such as electron-hole recombination time, contact 

injection efficiency and carrier drift velocity [97, 105]. 

The parameters of the circuit are determined by experimental measurements and 

calculations [97] to be: 𝑉0 = 800 V , 𝑅0 = 48 Ω , 𝑅1 = 0.372 Ω , 𝜏1 = 0.36 ns,  𝐶 =

0.245 pF  and 𝐿 = 8.35 nH . Eqn. (2.8) cannot be solved analytically due to the time 

dependence of R(t). However, an approximated solution can be obtained by comparing the 

R(t) to R0 in the first few cycles of oscillations, which in practice is the time range of 

relevance to the experiment. By ignoring R(t), the oscillation frequency is 𝜔0 =

√
1

𝐿𝐶
− (

𝑅0

2𝐿
)2 = 21.9 GHz , and the damping constant 𝜁0 = −

𝑅0

2𝐿
= −2.89 GHz . The 3rd 

oscillation of the V(t) corresponds to t = 0.86 ns, and the resistance of the photo-switch is 

𝑅(𝑡 = 0.86 ns) = 4.06 Ω , which is far smaller than 𝑅0 . Therefore, the approximate 

solution of V(t) within the first three cycles of oscillation can be obtained by ignoring R(t) 

in eqn. (2.8), which gives 

𝑉(𝑡) = 𝑉0𝑒
𝜁0𝑡 cos(𝜔0𝑡).                                                   (2.9) 

The time zero t=0 is defined as the arrival time of the ultrafast laser pulse on the photo-

switch in the abovementioned analysis. In the experiment, the arrival time of trigger laser 
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can be adjusted by using an optical stage for synchronization, which is denoted as 𝑡tri. 

Therefore, the voltage across the capacitor can be written as 𝑉1(𝑡) = 𝑉(𝑡 − 𝑡tri).  

We now analyze the displacement of an electron by the time-varying electric field in the 

capacitor. The electron pulse duration 𝜏electron  is on order of ~10 ps without the RF 

compression and is ≲200 fs with the optimal RF compression. The speed of the electron 

pulse is ~0.53 c. Suppose 𝑡𝑠 is the amount of time the electron spends in the capacitor, and 

in our case 𝑡𝑠 = 𝑙𝑠 𝑣𝑧⁄ ≅ 20 ps, where 𝑣𝑧 is the velocity in the longitudinal direction and 

𝑙𝑠 is the width of the capacitor. Both the 𝑡𝑠 and  𝜏electron are far smaller than the period of 

the oscillation of the voltage across the capacitor, denoted as 2𝜋 𝜔0⁄ . When going through 

the capacitor with a voltage 𝑉1(𝑡), the electron gains a transverse momentum from the 

electric field, given by  

𝑝𝑥(𝑡) = ∫
𝑒𝑉1(𝑡)

𝑑st
𝑑𝑡

𝑡+𝑡𝑠
𝑡

=
𝑒𝑉1(𝑡m)

𝑑st
𝑡𝑠,                                         (2.10) 

where 𝑑st is the gap length of the capacitor, and 𝑡m is a certain value between 𝑡~𝑡 + 𝑡𝑠. 

The eqn. (2.10) is obtained by the mean value theorem. The value of 𝑡m  can be 

approximated by 𝑡m ≅ 𝑡 + 𝑡𝑠 2⁄ ; or in a rough approximation, 𝑡m ≅ 𝑡. Therefore, if an 

electron enters the capacitor at time t, the transverse momentum is 𝑝𝑥(𝑡) ≅
𝑒𝑉1(𝑡+𝑡𝑠 2⁄ )

𝑑st
𝑡𝑠. 

Suppose the distance from the streak camera to the detector is D, the position of the electron 

(x) on the detector is determined by 
𝑥

𝐷
=
𝑝𝑥

𝑝𝑧
=
𝑒𝑉1(𝑡+𝑡𝑠 2⁄ )

𝑝𝑧𝑑st
𝑡𝑠, and we have  

                 𝑥(𝑡) =
𝑒𝐷𝑙𝑠

𝛾𝑚𝑒𝑣𝑧
2𝑑st

𝑉1(𝑡 +
𝑡𝑠

2
).                                             (2.11) 
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The transverse displacement of the electron entering the capacitor at time 𝑡 is proportional 

to 𝑉1(𝑡 +
𝑡𝑠

2
). Therefore, the longitudinal profile of the electron pulse can be mapped into 

a transverse distribution when 𝑉1(𝑡 +
𝑡𝑠

2
) is a monotonic function, which can be done by 

using voltage around the first zero.   

 

Figure 2.7: Damped oscillation of voltage across the capacitor. The equation is 𝑉1(𝑡) =

𝑉(𝑡 − 𝑡tri). The electron pulse in green is streaked by the time-varying electric field 

transversely, in which the electrons on the left side gain a momentum downwards, and 

electrons on the right-side gain a momentum upwards.  

Figure 2.7 shows the damped oscillation of voltage across the capacitor 𝑉1(𝑡) =

𝑉(𝑡 − 𝑡tri), and a diagram of an electron pulse being streaked transversely. By choosing a 

proper 𝑡tri, the electron pulse, in green, can be streaked transversely by the electric field 

around its first zero, in which the electrons on the left side gain a momentum downwards 

indicated by the red arrow, and the electrons on the right-side gain a momentum upwards 

while the electrons in the center gain no momentum. We demonstrate the diagram of RF 
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synchronization in figure 2.8. This is experimentally demonstrated in figure 2.9. The 

electron pulse through the streak camera, without the RF compression and streaking field, 

is shown in figure 2.9 (a) as a reference.  By turning on the streaking field, the electron 

pulse without RF compression is streaked. By adjusting the arrival time of the trigger laser 

on the photo-switch 𝑡tri, the center of the streaked electron pulse, shown in figure 2.9 (b), 

is overlapped with the center of reference in figure 2.9 (a). We then turn on the RF 

compression, and the electron pulse gains a momentum after going through the RF cavity 

according to eqn. (2.3), given by ∆𝑝𝑧 =
2𝑒𝐸0

𝜔
sin (𝜑0)sin (

𝜔𝑑cav

2𝑣𝑐
).   

 

Figure 2.8: Diagram of RF synchronization by adjusting the phase shifter 1 in figure 2.3. 

For sin(𝜑0) > 0, the electron pulse is accelerated by the RF field, shown as the left 

electron pulse in green, and is deflected by the streaking field downwards indicated by the 

red arrows. The length of the arrow indicates the amplitude. For sin(𝜑0) < 0, the electron 

pulse is decelerated by the RF field and is deflected by the streaking field upwards. In the 

case of sin(𝜑0) = 0, the electron pulse is streaked but its center does not change.  
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Figure 2.9: Demonstration of RF synchronization using a streaking camera. (a) electron 

pulse going through the streak camera without RF compression and streaking field is off. 

The center of signal is considered as a reference. (b) electron pulse through the streaking 

field, without RF compression. By adjusting the arrival time of the trigger laser on the 

photo-switch, the center of the streaked electron signal overlaps with the reference center 

in (a). (c) electron pulse goes through the streak camera and RF cavity with both fields on. 

By adjusting the phase shifter 1 in figure 2.3 to make 𝜑0 = 0 such that the center of the 

center of the signal overlaps with the reference center. (d) The phase shifter 1 is adjusted 
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to obtain 𝜑0 = 𝜋, corresponding to maximum stretching of the electron pulse by the RF 

field.  

If sin(𝜑0) > 0, the electron pulse is accelerated by the RF field, shown as the left electron 

pulse in green, and is deflected by the streaking field downwards indicated by the red arrow, 

shown in figure 2.8. If sin(𝜑0) < 0, the electron pulse is decelerated by the RF field and 

is deflected by the streaking field upwards. In both cases, the electron pulse is displaced 

away from the reference center shown in 2.9 (a). By adjusting the control voltage for phase 

shifter 1 (PS1 in figure 2.3), we obtain 𝜑0 = 0 for the optimal compression, shown in 

figure 2.9 (c), such that the center of the streaked electron pulse overlaps with the reference 

center in figure 2.9 (a). We adjust the phase shifter 1 to make 𝜑0 = 𝜋, corresponding to the 

maximum stretching of the electron pulse, shown in figure 2.9 (d).  

The other two factors that affect the electron pulse duration on the sample are the amplitude 

of the RF field and the number of electrons in each pulse. After the synchronization is done, 

we tune these two parameters to find the minimum electron pulse duration with the laser 

induced nitrogen alignment experiment, which will be discussed in chapter 4.  

2.3 Tilted laser pulse for group velocity match   

Portions of the work described in this section are based on results presented in the previous 

publications [26, 32]. Ultrafast electron diffraction with relativistic electron pulses does 

not have the issue of group velocity mismatch since the speed of the laser and electron 

pulse are very close. However, the speed of the electrons at kinetic energy 90 keV is about 

half of the speed of light. The difference of speeds makes it impossible to maintain the 

same time delay between the pump and probe pulses across the sample. According to the 
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analysis given in ref. [30], the temporal broadening due to the velocity mismatch is ≳ 600 

fs for our keV-UED when the diameter of the laser, the electron beam, and the gas jet are 

200 μm. In this section, I discuss the method to compensate group velocity mismatch 

between the laser and the electron pulse using a tilted laser pulse. 

2.3.1 Design 

 

Figure 2.10: Diagram of group velocity match using a tilted laser pulse generated with a 

grating, not to scale.  

Figure 2.10 shows the diagram of velocities match using a tilted laser pulse. The idea is to 

make the component of the laser velocity along the electron propagation equal to the speed 

of the electron pulse such that the time delays across the sample are the same. A tilted pulse 

front of a femtosecond laser pulse can be generated by introducing a spatial chirp to the 

laser beam with a dispersive element, e.g., a grating or a prism. In the case of diffraction 

grating, the tilted angle 𝜓 of the pulse front relative to the phase front, right after the grating 

[106-108], is given by 
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tan𝜓 = 𝜆0
𝑑𝜃𝑜𝑢𝑡

𝑑𝜆
 , 

where 𝜆0 is the central wavelength of the laser pulse, and 𝜃𝑜𝑢𝑡 is the output angle of the 

diffracted beam. To make the tilted angle adjustable for the application in the keV-UED, 

we use a grating and an imaging system. Suppose the imaging system is ideal with a 

magnification factor M and the amplitude spectrum of the laser pulse on the grating is 

a(x, 𝜔), the amplitude spectrum on the image plane, denoted as aIM(xi, 𝜔), is equal to 

a(−𝑥i/𝑀,𝜔) [109]. The spatial frequency of the laser on the image plane is related to that 

on the grating surface by 𝑑θim 𝑑𝜆⁄ = −𝑀𝐷 𝑑θout 𝑑𝜆⁄ , where the demagnification factor is 

𝑀𝐷 = 1/𝑀. Thus, the tilted angle 𝛾t of the pulse front on the image plane is given by [110] 

tan𝛾t = 𝑀𝐷𝜆0(
𝑑θout

𝑑𝜆
)𝜆0.                                           (2.12) 

The angular dispersion is determined by the diffraction order 𝓀, the grating constant d 

(grooves/mm) and the output angle. The equation of angular dispersion is  

(
𝑑𝜃out

𝑑𝜆
)
𝜆0
=

𝓀𝑑

cos𝜃out
.                                                  (2.13) 

To remove velocity mismatch between the 90 keV electron pulse (𝑣𝑒 = 0.526𝑐) and the 

laser pulse, the tilt angle is 𝛾t = cos
−1 (

𝑣𝑒

𝑐
) = 58.24°. A gold-coated ruled grating with a 

grating constant d=150 mm-1 is used to generate the tilted laser pulse with an efficiency 

80% of the incident laser power to the first diffraction order (𝓀 = 1). Using the grating 

equation  sin𝜃in + sin𝜃out = 𝑑𝜆0  with 𝜃out = 0  and 𝜆0 = 800 nm , the incident angle 

is 𝜃in = 6.9°. The demagnification factor is 𝑀𝐷 = tan(𝛾t) /(d𝜆0) = 13.46. We use a thin 

lens with a focal length of 25.5 cm to image the grating surface to the sample. The distance 

from the grating to the lens is 368.7 cm and from the lens to the sample target is 27.4 cm.  
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The time duration of the tilted laser pulse at ∆𝑧 after the grating is given by [107, 110] 

                                𝜏 ≃ 𝜏0√1 +
(4ln2)2𝜆0

6∆𝑧2

𝜋2𝑐4𝜏0
4 (

𝑑θout

𝑑𝜆
)4 ,                                    (2.14) 

where 𝜏0 is the pulse duration of the incident laser pulse. The amplitude spectrum on the 

image plane is aIM(xi, 𝜔) = a(−𝑥i/𝑀,𝜔), indicating that the tilted pulse has the same 

temporal frequency distribution as that on the grating. Thus, the pulse duration around the 

image plane is obtained by replacing 𝑑θout 𝑑𝜆⁄  with 𝑑θim 𝑑𝜆 = −𝑀𝐷 𝑑θout 𝑑𝜆⁄⁄  in eqn. 

(2.14). When the grating surface is not parallel to the lens, the demagnification factor 𝑀𝐷 

is a function of lateral distance from the center of image. Thus, the pulse duration is a 

function of lateral distance from the center. A geometry with the output laser beam that is 

perpendicular to the grating was suggested to address this issue such that 𝜏 ≃ 𝜏0 is obtained 

on the image plane [110]. The measurement of tilted pulse duration, as a function of the 

displacement ∆𝑧 from the image plane, shows that 𝜏 ≃ 𝜏0 within ± 500 µm around the 

image plane [25]. The diameter of the gas jet in our experiment is ~200 µm. Thus, the 

minimum pulse duration can be obtained by imaging the grating surface to the target.  

2.3.2 Measurements of the tilted angle and pulse duration 

The tilted angle and pulse duration can be measured by cross correlation between the tilted 

pulse and a reference pulse [25], shown in figure 2.11. The reference and tilted pulse are 

propagating along z axis. By changing the relative timing (∆𝑧 𝑐⁄ ) between the two pulses, 

we measure the interference at different transverse positions ∆𝑥, and the tilted angle is 

given by tan𝛾t = ∆𝑧/∆𝑥 . Figure 2.12 shows the cross correlation measurements: five 

relative delays (z) between the two pulses and the corresponding interferences are recorded. 

The five measurements are combined into one picture, shown in figure 2.12 (a). The tilted 
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angle is determined to be 𝛾𝑡 = 57° ± 2° by fitting the interference centers as a function of 

delays to a linear function, shown in figure 2.12 (b).  

 

Figure 2.11: Diagram of cross correlation between the tilted pulse and the reference pulse. 

The reference and tilted pulses are propagating along z axis. The red area is the overlapping 

between the two pulses.  

 

Figure 2.12: Cross correlation measurement of the tilted and reference pulse. (a) Five 

delays (z) and the corresponding interferences are recorded and combined into one picture. 

(b) The fitting of delays vs. interference centers to a linear function. The tilted angle is 

determined to be 𝛾𝑡 = 57° ± 2°.  
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The pulse duration can be measured by the width of the interference. Here we consider the 

tilted pulse to be propagating along z, and the wavevector of the reference beam has a small 

component along x. The electric amplitude of the reference 𝐸𝑟 and the tilted pulse 𝐸𝑡 can 

be written as 

 𝐸𝑟 = 𝑓𝑟(𝑥, 𝑦)𝑒
−𝛼𝑟𝑡

2
𝑒𝑖(𝑘2𝑧+𝑘1𝑥−𝜔𝑡) ,                                      (2.15) 

𝐸𝑡 = 𝑓𝑡(𝑥, 𝑦)𝑒
−𝛼𝑡(𝑡−

𝑥tan𝛾𝑡
𝑐

)2𝑒𝑖(𝑘𝑧−𝜔𝑡+𝜙) ,                               (2.16) 

where 𝑓(𝑥, 𝑦) represents amplitude distribution, 𝛼 = 4ln2/𝜏2, 𝜏 is the pulse duration, and 

t=0 corresponds to the center of both pulses at the origin of the coordinate. The relative 

phase of the two pulses is 𝜙, and the condition of the wavevector components is 𝑘2 ≫ 𝑘1. 

Since the response time of the detector is much larger than the pulse duration, the measured 

intensity 𝐼(𝑥, 𝑦) = ∫ |𝐸𝑟 + 𝐸𝑡|
2𝑑𝑡

+∞

−∞
 yields  

𝐼(𝑥, 𝑦) = 𝐺(𝑥, 𝑦) + 𝑓𝑟(𝑥, 𝑦)𝑓𝑡(𝑥, 𝑦)exp (−
𝛼𝑟𝛼𝑡

𝛼𝑟+𝛼𝑡

𝑥2

𝑐2
tan𝛾𝑡

2

)cos (𝑘1𝑥 + 𝜙′),        (2.17) 

where 𝐺(𝑥, 𝑦) ∝ 𝑓𝑟(𝑥, 𝑦)
2 + 𝑓𝑡(𝑥, 𝑦)

2 is the background and the phase is 𝜙′ = 𝜙 + (𝑘2 −

𝑘1)𝑧. The background 𝐺(𝑥, 𝑦) can be measured by changing the time delay such that there 

is no interference. The term 𝑓𝑟(𝑥, 𝑦)𝑓𝑡(𝑥, 𝑦) is assumed to be a Gaussian function with a 

width that is much larger than the width of the signal from the interference.  

The pulse duration is encoded in the term exp (−
𝛼𝑟𝛼𝑡

𝛼𝑟+𝛼𝑡

𝑥2

𝑐2
tan𝛾𝑡

2

)cos (𝑘1𝑥 + 𝜙′), and can 

be retrieved by fitting a Gaussian function multiplied by a sinusoidal function, formulated 

as 𝑎 ∙ exp [−(𝑥 − 𝑏)2𝑤−2] ∙ cos (𝑑𝑥 + 𝑒). The measurement of the tilted pulse duration is 

shown in figure 2.13. The FWHM is 𝑙 = 2√ln2𝑤, and the tilted pulse duration 𝜏𝑡 is given 

by  
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𝜏𝑡 = √(
𝑙

𝑐
tan𝛾𝑡)

2
− 𝜏𝑟

2 ,                                           (2.18) 

where 𝜏𝑟  is the reference pulse duration, which is measured with a frequency-resolved 

optical gating (FROG) [111]. The measured tilted pulse duration 𝜏𝑡 is close to the reference 

pulse duration 𝜏𝑟 when a good imaging is obtained.  

 

Figure 2.13: Measurement of tilted pulse duration. The intensity 𝐼(𝑥) (blue) is calculated 

by integrating the image of the interference signal along the y axis. The background (black) 

is the measurement with no interference signal. The signal (orange) that contains the tilted 

pulse duration is obtained by taking the difference of 𝐼(𝑥) and the background. The signal 

is fitted to a Gaussian function multiplied by a sinusoidal function, shown in the inset.  

2.3.3 Residual velocity mismatch  

Ideally, the velocity mismatch can be removed by using the titled laser pulse technique. 

However, the tilted angle and the incident angle in practice could be off. Here, we analyze 
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the dependence of the residual temporal broadening on the angle misalignments using the 

method described in [30]. Since the size of the sample is much smaller than the object and 

image distances, the tilted angle is considered to be constant across the sample. To analyze 

the temporal broadening due to the velocity mismatch, the electron (probe) and laser (pump) 

pulses are described as delta functions in time and Gaussian functions in space, shown as 

ρ1(x) and ρ2(u) in figure 2.14. The tilted angle of the laser pulse is 𝛾𝑡, and the angle between 

the laser and electron beams is θ.  

 

Figure 2.14: Diagram of pump-probe experiment with a tilted laser pulse. The electron 

pulse (green) and the laser pulse (red) intersect at the center of a molecular beam (yellow), 

which is introduced in the direction perpendicular to both the laser and electron beams. The 

angle between the laser energy plane and the phase plane is the titled angle 𝛾𝑡. When the 

phase plane rotates to the energy plane counter-clock wisely, the tilted angle is defined 

positive (𝛾𝑡 > 0) and vice versa.  



59 
 

The time zero is defined when the centers of two pulses are overlapped at the origin of x-

y coordinate. The time delay between pulse 1 and 2 for molecules at point P(x, y) is given 

by  

∆𝑡(𝑥, 𝑦) =
𝑑1

𝑣1
−
𝑑2

𝑣2
 ,   

where 𝑑1 = 𝑦 , 𝑑2 = 𝑦cos𝜃 − 𝑥sin𝜃 − (𝑥cos𝜃 + 𝑦sin𝜃)tan𝛾𝑡 . Let 𝑘 = 𝑣2 𝑣1⁄  , and the 

time delay is  

∆𝑡 =
𝑥(sin𝜃+cos𝜃 tan𝛾𝑡)+𝑦(sinθ tan𝛾𝑡+𝑘−cos𝜃)

𝑣2
 .                          (2.19) 

For a specific ∆𝑡, all the molecules along the line described by eqn (2.19) experience the 

same time delay between the laser and electron pulses.  The equation with a specific ∆𝑡 

can be written as 𝑦 = 𝑎𝑥 + 𝑏, where a and b are given by  

𝑎 = −
sin𝜃+cos𝜃 tan𝛾𝑡

sinθ tan𝛾𝑡+𝑘−cos𝜃
 , 

𝑏 = −
𝑣2∆𝑡

sinθ tan𝛾𝑡+𝑘−cos𝜃
 . 

Taking an integral along the line with a weighting factor, the signal contributed from all 

the molecules experiencing a time delay ∆𝑡 is given by [30] 

𝐼(∆𝑡) = ∫ 𝑓(𝑥, 𝑎𝑥 + 𝑏)
+∞

−∞
√1 + (𝑑𝑦/𝑑𝑥)2𝑑𝑥 , 

where 𝑓(𝑥, 𝑦) = 𝜌1(𝑥)𝜌2(𝑢)𝜌M(𝑥, 𝑦)  is the weighting factor that accounts for the 

distributions of the electron, the laser, and the molecular beams. Spatial distributions of the 

pulses are assumed to be Gaussian functions with a FWHM width 𝑤1, 𝑤2 and 𝑤M for the 

electron and laser pulse, and molecular beam, respectively. The corresponding spatial 

distributions for the electron, laser and molecular beams are formulated as 𝜌1(𝑥) =
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exp (−4ln2𝑥2/𝑤1
2) , 𝜌2(𝑢) = exp (−4ln2𝑢

2/𝑤2
2) , and 𝜌M(𝑥, 𝑦) = exp [−4ln2(𝑥

2 +

𝑦2)/𝑤M
2]. The integral is given by  

𝐼(∆𝑡) = √
𝜋(1+𝑎2)

4ln2 𝒜
exp[−4ln2 ℳ (∆𝑡)2].                            (2.20) 

The temporal broadening (FWHM) is given by 

𝜏GVM(𝜃, 𝛾𝑡 , 𝑘) =
1

√ℳ
                                                           (2.21) 

where                                ℳ =
(𝒞−

ℬ2

4𝒜
)𝑣2

2

(sinθ tan𝛾𝑡+𝑘−cos𝜃)
2 ,                                   (2.22) 

𝒜 =
1

𝑤1
2 +

[𝑎 sin(θ+𝛾𝑡)+cos (𝜃+𝛾𝑡)]
2

𝑤2
2 +

𝑎2+1

𝑤M
2 ,             (2.23) 

 ℬ =
2sin(𝜃+𝛾𝑡)[𝑎 sin(θ+𝛾𝑡)+cos (𝜃+𝛾𝑡)]

𝑤2
2 +

2𝑎

𝑤M
2,               (2.24) 

and                                  𝒞 =
sin2(𝜃+𝛾𝑡)

𝑤2
2 +

1

𝑤M
2 .                                                (2.25) 

The eqn. (2.21)  gives the temporal broadening due to the GVM , which recoveries to eqn. 

(18) in ref. [30] using a untitled laser pulse (𝛾𝑡 = 0). In our experiment k = 1.8997,  𝑤1,

𝑤2 and 𝑤M  are estimated to be 200 μm. The temporal broadening 𝜏GVM(𝜃, 𝛾𝑡 , 𝑘)  is 

calculated numerically using the parameters in the experiment, shown in figure 2.15. The 

minimum of 𝜏GVM is corresponding to 𝜃 = 58.25° and 𝛾𝑡 = −58.24°, which are in good 

agreement to the direct calculation given in section 2.3.1. The first and second ovals in 

figure 2.15 correspond to 𝜏GVM ≅ 50 fs, 100 fs, respectively. The temporal broadening 

𝜏GVM(𝜃, 𝛾𝑡 , 𝑘)  is more sensitive on 𝛾𝑡  than θ. The rectangle shows the range of 𝜏GVM 

defined by  56° ≤ 𝛾𝑡 ≤ 60°  and 56° ≤ 𝜃 ≤ 60°. In this range the 𝜏GVM is less than 100 fs, 
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indicating that the temporal broadening due to the residual velocity mismatch can be kept 

below 100 fs when both angles are kept within 58.24° ± 2°.  

 

Figure 2.15: Temporal broadening τGVM(θ, γt, k) due to the residual group velocity 

mismatch. The parameters in the experiment are used to calculate the temporal broadening 

numerically with  𝑘 = 1.8997  and 𝑤1 = 𝑤2 = 𝑤M = 200 μm . The unit of temporal 

broadening is fs. The first and second ovals correspond to 𝜏GVM ≅ 50 fs, 100 fs , 

respectively.  

2.4 Gas phase kiloelectron-volts ultrafast electron diffraction  

We demonstrate here a table-top keV-UED setup that combines electron pulse compression 

and velocity mismatch compensation, which allows us to reach a temporal resolution of 
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240 fs, more recently ~200 fs, with a low timing drift of 50 fs RMS over several hours. By 

running the setup at a high repetition rate of 5 kHz, the electron beam current is more than 

an order of magnitude higher than that has been achieved by MeV-UED facilities. The high 

repetition rate is made possible by the use of a DC voltage accelerator. The high beam 

current significantly shortens the experimental beamtimes and enables systematic studies 

beyond those currently possible. The UED instrument with a small scale is suitable for 

university laboratories and thus is more accessible.  

2.4.1 UED instrument 

In order to reach a femtosecond pulse duration of the electron bunch, a DC-RF electron 

gun is employed where electrons are first accelerated to 90 keV in a DC electric field and 

then longitudinally compressed by using an time-vary electric field in a RF cavity  [26, 91, 

92].  The advantage of using a DC accelerator is that the gun can be run at high repetition 

rates, which is only limited by the repetition rate of the laser system. DC-RF UED setups 

have been used for solid phase diffraction experiments. However additional challenges due 

to the low sample density and extended size of the sample target are present in gas phase 

UED experiments. Particularly, the group velocity mismatch due to the difference of the 

speeds in laser and electron pulses causes their relative time delay to vary across the gas 

jet, leading to a degradation of the overall temporal resolution. The minimum temporal 

broadening due to the velocity mismatch in our keV-UED is estimated to be ~600 fs. We 

fixed this issue by using a laser pulse with a tilted wavefront and an angled incidence to 

the propagation direction of electrons such that the projection of the laser velocity along 

the propagation direction of electrons is equal to the speed of electrons. The schematic of 

the keV-UED instrument is shown in figure 2.16, described in detail as follows.  
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Figure 2.16: Schematic of UED experimental layout. The path drawn in red color 

represents the pump laser pulse at 800 nm wavelength. A pulse energy of 0.2 mJ is 

converted to the third harmonic at 266 nm to drive the photocathode, shown here in light 

blue. BS1 and BS2 are used to pick up a reference pulse for measurement of the tilted pulse 

duration or making florescence in the sample but are removed when taking diffraction data. 

The path drawn in green corresponds to the electron beam trajectory, guided by the electron 

optics, from the photocathode to the detector. The path in purple corresponds to the RF 

signal used to compress the electron bunch with the RF cavity. Camera 1 captures the light 

generated by the electrons impinging on the phosphor screen. Camera 2 is used to monitor 

the laser beam that pumps the sample. The yellow square wave signal from SDG is the 

electric 5 kHz trigger signal from the laser control unit used to control the release timing 

of laser pulse and the timing window of the RF pulse. The inset shows a sketch showing 

the matching of velocities in the gas jet using a laser pulse with a tilted intensity front 

travelling at an angle with respect to the electron beam. OSC = oscillator, BS = beam 
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splitter, PD = photo diode, FLT = filter, AMP = amplifier, ISO = isolator, SDG = 

synchronization and delay generator, Att. = attenuator, RF.S = RF switch, DIV = power 

divider, PS = phase shifter, C.V.= control voltage, F.E.= feedback electronics, P.DET = 

phase detector, D.C. = directional coupler, ML = magnetic lens, MD = magnetic deflector, 

COL = collimator, GJ = gas jet, BST= beam stop, PH.S = phosphorus screen, Cam = 

camera. (This figure is reproduced from ref [32], used in accordance with the Creative 

Commons Attribution 4.0 International license.) 

The setup consists of three major parts: the pump laser beam (in red color), the electron 

beamline (in green), and the RF compression system (in purple). The laser pulses (60 fs, 

800 nm, 2mJ) are produced by the amplifier (Legend Elite Duo) at a repetition rate of 5 

kHz. Most part of the laser pulse energy is used to pump the sample molecules, such as 

producing impulsive alignment of the nitrogen molecules, and about 10% of the energy is 

used to generate electrons on a photoelectron gun after being frequency tripled to a UV 

pulse with a central wavelength of 266 nm. The group velocity mismatch between the 

electron and laser pulses can be successfully removed using a tilted laser pulse, shown in 

the inset of figure 2.16. We use two beam splitters (BS1 and BS2) to pick up a reference 

pulse to measure the pulse duration of the tilted pulse, and to generate fluorescence to 

overlap the beams to the sample. The two beam splitters are removed when taking 

diffraction data. The electrons are accelerated to a kinetic energy of 90 keV by a DC voltage, 

guided by magnetic lens and deflectors and temporally compressed on the sample using a 

time-varying electric field in the RF cavity. The generation and synchronization of the RF 

fields is achieved with a home-made RF system, described in section 2.2, based on the 

design by Otto et al [92]. The RF system enables the setup to run the experiment with high 
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stability for several hours. The setup is used to capture the rotational dynamics of 

impulsively aligned molecules, such as nitrogen, CF3I and CH3Cl, induced by a short, non-

resonant laser pulse. The high beam current has enabled the setup to record the rotational 

dynamics continuously with high signal levels. 

The laser pulse with a tilted pulse front has a time duration of 60 fs and energy of 1mJ and 

a spot size of 190 µm (H)× 260 µm (V) on the gas jet. We use a 100 µm platinum aperture 

to collimate the electron beam which delivers on the sample 10,000 electrons per pulse. 

The repetition rate of the laser and electron pulses is 5 kHz. More electrons per pulse is 

possible with a larger collimator. A de Laval nozzle with an inner diameter of 30 µm is 

used to introduce the gas sample to the interaction region as a supersonic gas, and the 

nozzle backing pressure is 900 torr. We use an electron-multiplying-charge-coupled-device 

(EMCCD) camera to record the electron scattering patterns from the gas jet, and an optical 

stage to control the time delay between the laser and electron pulses. 

2.4.2 Spatial and temporal overlapping  

We overlap the electron beam and the gas jet by moving the nozzle in the direction that is 

perpendicular to the electron beam to optimize the diffraction intensity. A maximum 

diffraction intensity indicates that optimal overlapping between the electron beam and the 

gas jet is obtained. To overlap the laser beam and the gas jet, we use a florescence produced 

by focusing the laser onto the gas jet. For molecules with a low ionization energy, such as 

CF3I, the florescence can be generated with the tilted pulse directly. However, for 

molecules with a higher ionization energy, such as nitrogen, we use the reference pulse 

picked from beam splitters (BS1 and BS2), shown in figure 2.16, and make a tighter focus 

to produce the fluorescence. A camera is used to view the fluorescence from the gas jet, 
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shown in figure 2.17 (a).  A fluorescence generated from CF3I is shown in figure 2.17 (b). 

The overlapping of the laser beam and the gas jet is obtained by moving the laser beam 

perpendicular to the gas jet to maximize the brightness of the fluorescence. When the laser 

intensity is very high, a dark spot appears in the center of the florescence, indicating a 

strong plasma produced. In this case, the laser power can be lowered to reduce the size of 

the dark spot.  

 

Figure 2.17: Fluorescence generated by an ultrafast laser. (a) A laser beam is focused onto 

the gas jet to generate fluorescence, and a camera is used to image the fluorescence. (b) 

Fluorescence generated from CF3I.  

The spatial and temporal overlapping of the laser and electron pulse are obtained by using 

plasma lensing effect. When the arrival time of the laser pulse is ahead of the electron pulse, 

the electrons are affected by the charges generated in the gas jet through plasma lensing 

effect [112, 113]. We adjust the laser power to observe an obvious lensing effect in the 

electron beam.  Figure 2.18 (b) and (c) show the electron beam being affected by plasma. 

We move the laser along the gas jet to put the stripe due to plasma lensing effect in the 

middle of the electron beam to optimize the spatial overlapping of the electron and laser 
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beams. The temporal overlapping, defined by the synchronization of the electron and laser 

pulses, is determined by observing the appearance of plasma lensing effect while changing 

the relative time delay between the two pulses, shown in figure 2.18. The total count of the 

stripe in the middle of the electron beam is used to check the appearance of the plasma 

lensing effect, displayed by the inset. The time zero is determined to be when the stripe 

starts to appear, shown as inset 2.18 (b). The time zero is determined to be the 

corresponding position of the optical stage. We take scans around time zero to record time-

dependent signal of molecules due to the laser excitation.  

 

Figure 2.18: Variation of plasma lensing effect by changing the relative time delay between 

the laser and electron pulses. The intensity is the total count in the area that electrons are 

affected by plasma. Inset (a) is the profile of electrons (background subtracted) with the 

arrival time of -333 fs before that of the laser. The background is obtained by setting the 

arrival time of electron pulse way before that of the laser. Inset (b) corresponds to the 

electrons with the arrival time of 333 fs after that of the laser. Inset (c) corresponds to the 

electrons with the arrival time of 2 ps after the laser pulse.  
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2.4.3 Temporal resolution and timing drift 

Impulsive molecular alignment induced by femtosecond laser pulses will be demonstrated 

experimentally in detail in chapter 4. We use rotational dynamics of laser-induced nitrogen 

alignment to characterize the temporal resolution and the timing drift of the keV-UED. 

Rotational wave packets of nitrogen molecules are excited by a femtosecond laser pulse 

nonadiabatically. The maximum alignment of the nitrogen ensemble is reached shortly 

after the laser pulse excitation, followed by a dephasing and subsequent periodic revivals. 

The electron diffraction pattern from aligned nitrogen molecules shows anisotropy, which 

contrasts against the circular diffraction pattern of randomly oriented molecules. The fast-

changing dynamics of nitrogen molecules provides a good measure to evaluate the 

temporal resolution of the instrument by comparing the experimental result to the 

theoretical calculation. The temporal resolution is contributed from both the laser and 

electron pulse durations, the temporal broadening due to residual velocity mismatch, the 

arrival timing jitter of the electron and laser pulses. The temporal resolution FWHM is 

determined to be 240 fs by comparing the experiment to the theory, and timing drift over 

4.5 hours was on the order of 50 fs RMS, which is comparable to that obtained by the use 

the MeV-UED setup at SLAC [28]. 
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Chapter 3   

Impulsive laser-induced molecular alignment and molecular orientation 

distribution retrieval 

The theoretical work of retrieving molecular orientation distribution and atom-pair 

angular distribution described in this chapter have previously appeared in the publications 

[32, 114]. Used with permission.  

3.1 Introduction 

Laser-induced molecular alignment has been an active field in recent years due to new 

capabilities for manipulating molecular arrangement in space and an increasing number of 

applications [115-120]. The methods of molecular alignment using laser pulses generally 

can be classified into two categories: adiabatic alignment, and nonadiabatic alignment. 

Adiabatic alignment experiments are conducted using a laser with a long pulse duration: 

𝜏pulse ≫ 𝜏rot, where 𝜏pulse is the laser pulse duration and 𝜏rot is the rotational period for 

linear or symmetric tops, or the rotational time scale for asymmetric top molecules. For 

adiabatic alignment, the molecules can be aligned by the use of an intense, continuous wave 

(CW) field, proposed in ref. [121, 122], where dynamical considerations do not play a role 

[117, 123]. When the CW field is on, the eigenstates of the field-free Hamiltonian are 

evolving adiabatically into the corresponding pendular states of the complete Hamiltonian, 

including kinetic and potential energy, whereas when the field is off, the pendular states 

return to the original field-free states [117, 123]. The main drawback of adiabatic alignment 

is that the alignment is lost once the field is turned off.  
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We focus on nonadiabatic alignment induced by a femtosecond laser pulses for current 

experimental interests in this chapter. Nonadiabatic alignment requires a short laser pulse 

𝜏pulse ≪ 𝜏rot. The molecules in nonadiabatic alignment remain in coherent wave packets 

after interacting with the short laser pulse, which produces a prompt alignment peak, 

followed by the process of dephasing and rephasing that produces the alignment revivals. 

Thus, the field-free aligned molecules can be obtained [117, 123]. Nonadiabatic alignment 

allows the molecules to be investigated in a field-free environment.  

There has been an increasing number of applications for molecular alignment induced by 

ultrafast lasers in recent years. Some of the applications include: investigation and 

manipulation of chemical reactions [124-127], molecular orbital tomography [128-131], 

imaging of molecular structure and capturing dynamics with ultrafast laser or electron 

pulses [18, 19, 132-136], generation of ultra-short light pulses [137] and high-order 

harmonics of light [138-142], determination of photoelectron angular distributions in 

dissociating and spinning molecules [143-145], control of the rotational and torsional 

motion in molecules [146], control of photoionization dynamics [125, 147, 148], transient-

absorption spectroscopy [149], optical image storage [150], and quantum information 

processing [151]. To take advantage of these applications, it is of great importance to 

accurately retrieve the full dynamics of molecular orientation distribution (MOD), as a 

function of Euler angles, because it contains the most direct knowledge of the ensemble. 

MOD here is defined to be the probability density distribution of the principal axes of 

inertia tensor of the molecule (body-fixed frame) with respect to the axes of the space-fixed 

(lab) frame.   
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The rotational dynamics of molecules induced by an ultrafast laser have been widely 

investigated theoretically [121, 123, 152-155] and experimentally [117, 156-158]. 

Coulomb explosion imaging has been employed to quantitatively characterize the spatial 

alignment of molecules by recording the three-dimensional momentum and angular 

distributions of the fragmented ions following the explosion event [156-163]. The 

information of angular distributions can be extracted from the ion signal distributions. The 

MOD has only been directly measured in special cases in which the ions are generated 

along the symmetry axis of the molecule, which is corresponding to one of its principal 

inertia directions [160, 164, 165]. Another method that can characterize the MOD is 

rotational Raman spectroscopy. In this method, the amplitude, frequency, and phase of 

rotational wave packets in nonadiabatic alignment can be obtained by a Fourier transform 

of an appropriate time-domain trace that corresponds to the full dynamics of the alignment 

of molecular ensemble [166, 167]. However, this method requires capturing multiple 

periods of a trace that reflects the molecular alignment in field-free environment and is thus 

mainly feasible to the case of free-space dynamics after impulsive interaction between the 

molecule and laser pulse is complete. Ultrafast electron diffraction (UED) has been used 

to successfully capture rotational dynamics of laser induced alignment of nitrogen 

molecules [19, 113] and characterize the degree of alignment in symmetric top molecules 

[18]. UED is directly sensitive to the internuclear distances and atom-pair angular 

distributions of the molecules, and for the simplest case of a linear molecule, the atom-pair 

angular distribution is identical to the MOD [32].  

The measurement of MOD for nonlinear molecules in general cases to date remains an 

unresolved challenge except for special cases mentioned above. Therefore, methods of 
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retrieving the MOD from the experimental measurement are of great importance. Several 

methods and experiments have been reported to obtain MOD and angular distribution of 

ions for linear [168], symmetric [169], and asymmetric top molecules [170]. However, the 

reported methods [168-171] require the solution of the time-dependent Schrödinger 

equation (TDSE) to obtain the best matching between the theoretical calculation and 

experimental measurement such that the MOD and corresponding experimental parameters 

initiating the rotational alignment could be determined, i.e. laser fluence and rotational 

temperature of the molecular ensemble.  

In this chapter, I demonstrate the theory that maps the MOD to the atom-pair angular 

distributions for nonlinear molecules in general case. With the theory, the methods for 

retrieving the MOD from measured atom-pair distribution are developed for different cases. 

The methods do not require solving the TDSE with experimental parameters, work for both 

adiabatic and nonadiabatic alignment. The contents of this chapter, which are organized 

below, will prepare the theories for experimental results in chapter 4. First, I will give a 

brief review of the theory of nonadiabatic alignment of molecules induced by an ultrafast 

laser pulse. Second, I present the derivations of the theory that relates the MOD to the 

atom-pair angular distributions of molecular ensemble, and the corresponding retrieval 

methods in different cases. At last, I demonstrate that the atom-pair angular distributions 

can be extracted by applying the inverse Fourier transform, followed by the Abel inversion, 

to the molecular scattering intensity.  

3.2 Theory of nonadiabatic molecular alignment 

Here we briefly review the theory of molecular alignment by use of a short, linearly 

polarized, non-resonant laser field. The review of the theory of laser induced nonadiabatic 
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alignment of molecules follows the descriptions in ref. [123, 172-176].  The content 

includes the field-free molecular rotation, the potential energy due to the interaction of the 

induced dipole and the electric field, the rotational wave packet of a single molecule, and 

the observables of rotational wave packets in a molecular ensemble.  

3.2.1 Field-free molecular rotation 

 

Figure 3.1: The space-fixed (lab) frame XYZ and molecule-fixed (body) frame xyz are 

related by the three rotations defined by the Euler angles (ϕ, θ, χ). The polarization of the 

electric field is along the Z axis. (This figure is reproduced from ref. [114], with the 

permission of APS Publishing.)  

The motion of a rigid body is described by the use of two systems of coordinates: a space-

fixed system (lab frame) XYZ, and a molecule-fixed system (body frame) xyz which 

participates the motion [172]. Figure 1 shows the molecule-fixed frame xyz, typically 

defined by the principal axes of the moment of inertia [172], and space-fixed frame XYZ. 

The body frame of the molecule and the lab frame are related through three rotations 

defined by the Euler angles (𝜙, 𝜃, 𝜒) (the details of the rotations are shown in ref. [173]). 
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Within the rigid rotor approximation and assumption that the molecule is in ground 

vibronic state, the rotational kinetic energy is given by 

𝐻rot =
𝐽𝑥
2

2𝐼𝑥𝑥
+

𝐽𝑦
2

2𝐼𝑦𝑦
+

𝐽𝑧
2

2𝐼𝑧𝑧
 ,                                              (3.1) 

where 𝐽𝑘 , k=x, y, z is the components of the total angular momentum in Cartesian 

coordinate defined by the body frame and 𝐼𝑘𝑘 is the corresponding principal moments of 

inertia. If all the three principal moments of inertia are equal, the molecule is a spherical 

top. If two are equal (𝐼𝑥𝑥 = 𝐼𝑦𝑦 ≠ 𝐼𝑧𝑧), the molecule is a symmetric top, which can be 

further divided into two categories: prolate symmetric top (𝐼𝑥𝑥 = 𝐼𝑦𝑦 > 𝐼𝑧𝑧), and oblate 

symmetric top (𝐼𝑥𝑥 = 𝐼𝑦𝑦 < 𝐼𝑧𝑧). In the case of linear molecule, 𝐼𝑧𝑧 = 0 and 𝐼𝑥𝑥 = 𝐼𝑦𝑦. The 

molecule is called an asymmetrical top if the three principal moments of inertia are all 

different. The kinetic energy is commonly expressed in terms of the rotational constants 

using 
1

2𝐼𝑘𝑘
. In convention, the 𝐼𝑥𝑥, 𝐼𝑦𝑦, 𝐼𝑧𝑧 are denoted as 𝐼𝑎𝑎, 𝐼𝑏𝑏, 𝐼𝑐𝑐  with 𝐼𝑎𝑎 ≤ 𝐼𝑏𝑏 ≤ 𝐼𝑐𝑐. 

By defining the corresponding rotational constants, 𝐴𝑒 =
1

2𝐼𝑎𝑎
, 𝐵𝑒 =

1

2𝐼𝑏𝑏
, 𝐶𝑒 =

1

2𝐼𝑐𝑐
, and 

𝐴𝑒 ≥ 𝐵𝑒 ≥ 𝐶𝑒 we have  

𝐻rot = 𝐴𝑒𝐽𝑎
2 + 𝐵𝑒𝐽𝑏

2 + 𝐶𝑒𝐽𝑐
2 .                                           (3.2) 

For prolate symmetric top molecules (𝐴𝑒 > 𝐵𝑒 = 𝐶𝑒), we can choose 𝐽𝑎 = 𝐽𝑧. Thus, 𝐻rot 

can be written as  

𝐻rot = 𝐶𝑒𝑱
2 + (𝐴𝑒 − 𝐶𝑒)𝐽𝑧

2 .                                           (3.3) 

The eigenvalues and corresponding eigenfunctions of time-independent Schrödinger 

equation (TISE), formulated as 𝐻rot𝛹 = 𝐸𝛹, are   
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 𝐸𝐽𝐾 = 𝐶𝑒𝐽(𝐽 + 1) + (𝐴𝑒 − 𝐶𝑒)𝐾
2,                                 (3.4) 

|JKM⟩ = (
2𝐽+1

8𝜋2
)

1

2
𝑒𝑖𝑀𝜙𝑑𝑀𝐾

𝐽 (𝜃)𝑒𝑖𝐾𝜒,                                 (3.5) 

where J is the quantum number of the total angular momentum, K is quantum number of 

the projection of the angular momentum on z axis, M is the quantum number of the 

projection of angular momentum on Z axis, and 𝑑𝑀𝐾
𝐽 (𝜃 ) is the Wigner's d-matrix, defined 

in ref. [173]. Note that the ℏ2 is omitted for the energy levels. For oblate symmetric top 

molecules (𝐴𝑒 = 𝐵𝑒 > 𝐶𝑒), 𝐽𝑐 = 𝐽𝑧 and 𝐻rot = 𝐴𝑒𝑱
2 + (𝐶𝑒 − 𝐴𝑒)𝐽𝑧

2. Thus, the eigenvalues 

of TISE are 𝐸𝐽𝐾 = 𝐴𝑒𝐽(𝐽 + 1) + (𝐶𝑒 − 𝐴𝑒)𝐾
2 . In the case of a linear molecule (rigid 

rotor), 𝐼𝑧𝑧 = 0 and 𝐻rot = 𝐵𝑒𝑱
2. Thus, the eigenvalues and eigenfunctions of TISE are   

𝐸𝐽 = 𝐵𝑒𝐽(𝐽 + 1),                                                      (3.6)                 

|JM⟩ = 𝑌JM(𝜃, 𝜙),                                                     (3.7)               

where 𝑌JM  is the spherical harmonics. The energy levels and wavefunctions of the 

asymmetric top molecules cannot be represented by an explicit form that is analogous to 

those of the symmetric tops. The eigenfunctions are expanded by the linear combinations 

of symmetric top wave functions, and the coefficients are obtained by the corresponding 

secular equations. Numerical calculations are required to obtain the energy levels and the 

eigenfunctions, see [174, 177] for details. The energy levels can be written in different 

forms, and two of these quantitative formulas are given below (first one due to ref. [178],  

and second one ref. [179, 180])    

𝐸 =
1

2
(𝐵𝑒 + 𝐶𝑒)𝐽(𝐽 + 1) + [𝐴𝑒 −

1

2
(𝐵𝑒 + 𝐶𝑒)]𝑊𝜏,                      (3.8) 

𝐸 =
1

2
(𝐴𝑒 + 𝐶𝑒)𝐽(𝐽 + 1) +

1

2
(𝐴𝑒 − 𝐶𝑒)𝐸𝜏,                                   (3.9) 
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where 𝑊𝜏 and 𝐸𝜏 are quantities that depend in a complicated manner on 𝐴𝑒, 𝐵𝑒 , 𝐶𝑒 and 𝐽, 

and 2𝐽 + 1 different energy levels are assumed for a given 𝐽.  

3.2.2 Interaction potential  

The potential energy due to the interaction between a molecule and the laser field is given 

by [181-183] 

𝑉(𝑡) = −𝝁 ∙ 𝑬(𝑡) −
1

2
𝜶𝑬(𝑡) ∙ 𝑬(𝑡) −

1

6
𝜷𝑬(𝑡)𝑬(𝑡) ∙ 𝑬(𝑡) + ⋯,               (3.10)         

where 𝝁 is the permanent electric dipole moment of the molecule, 𝑬(𝑡) is the electric field 

of the laser pulse, 𝜶 is the polarizability tensor, and 𝜷 is the hyperpolarizability tensor. For 

a femtosecond laser pulse with a central wavelength of 800 nm, the period of the fast carrier 

wave is 2.67 fs. Thus, the fast oscillation of the electric field does not affect the rotational 

motion of the molecule. The terms in eqn. (3.10) with odd orders of 𝑬(𝑡) vanish after 

averaging over the cycles of the fast carrier wave. The interaction potential is represented 

by the second term in eqn. (3.10) since the terms with a higher even order can be negligible 

for the level of laser intensity (~1013W/cm2) in the experiment. The electric field 𝑬(𝑡) is 

linearly polarized along the Z axis in the lab frame, given by 

𝑬(𝑡) =
1

2
[𝜀(𝑡)𝑒𝑖𝜔𝑡 + c. c. ]𝒆Z,                                     (3.11) 

where 𝜀(𝑡) is the envelope of the electric field of the laser pulse, 𝜔 is the central frequency 

of the laser, or the frequency of the carrier wave, c.c. stands for the complex conjugate and 

𝒆Z is the unit vector along Z axis. In the case where the laser frequency is much lower than 

any vibronic transition frequencies of the molecule, the molecule is in the ground vibronic 

state and only the rotationally excited states need to be considered. The interaction potential 

in this situation can be written as [123, 175, 176] 
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𝐻ind = ∑ 𝜀𝑗𝑗 𝜇𝑗
ind = −

1

4
∑ 𝜀𝑗𝑗𝑘 𝛼𝑗𝑘𝜀𝑘

∗ ,                             (3.12) 

where j and k are the indices of the Cartesian coordinates in lab frame, 𝜇𝑗
ind = ∑ 𝛼𝑗𝑘𝜀𝑘

∗
𝑘  is 

the component of the induced electric dipole moment, and 𝛼𝑗𝑘 is the component of the 

polarizability tensor in lab frame. The polarizability tensor can be expressed in the body 

frame of the molecule according to the tensor transformation rule under coordinate change 

[123], formulated as 𝛼𝜌𝜌′ = ∑ ⟨𝜌|𝑘⟩𝑘𝑘′ 𝛼𝑘𝑘′⟨𝑘
′|𝜌′⟩ , where 𝜌, 𝜌′  are the indices of the 

coordinates in the lab frame, 𝑘, 𝑘′ are indices of body frame coordinates, and ⟨𝜌|𝑘⟩ is the 

components of the direction cosine matrix, given in [173, 184]. The polarizability tensor in 

body frame can be calculated by the use of the ab initio quantum chemistry program, 

ORCA [185]. By using the polarizability tensor in the body frame of the molecule, the 

interaction potential is given by [123] 

   𝐻ind(𝑡) = −
𝜀2(𝑡)

4
[𝛼𝑧𝑥cos 2𝜃 + 𝛼𝑦𝑥sin 2𝜃sin 2𝜒]  

    = −
𝜀2(𝑡)

4
{
𝛼𝑧𝑥+𝛼𝑧𝑦

3
𝐷00
2 (𝜙, 𝜃, 𝜒) −

𝛼𝑦𝑥

√6
[𝐷02
2 (𝜙, 𝜃, 𝜒) + 𝐷0−2

2 (𝜙, 𝜃, 𝜒)]} ,       (3.13) 

where 𝛼𝑧𝑥 = 𝛼𝑧𝑧 − 𝛼𝑥𝑥 , 𝛼𝑦𝑥 = 𝛼𝑦𝑦 − 𝛼𝑥𝑥 , 𝛼𝑘𝑘  are the components of polarizability 

tensor in the body frame, 𝐷𝑀𝐾
𝐽 (𝜙, 𝜃, 𝜒) = 𝑒𝑖𝑀𝜙𝑑𝑀𝐾

𝐽 (𝜃)𝑒𝑖𝐾𝜒 is Wigner D-matrix, defined 

in ref. [173]. Eqn. (3.13) omits the terms that are independent of the angles since they 

simply shift the potential and have no effect on the alignment dynamics. The interaction 

potential 𝐻ind has no dependence on 𝜙, leading to the conservation of the eigenvalue (𝑀ℏ) 

of 𝐽𝑍, the projection of total angular momentum J on the Z axis. Alternatively, according 

to classical mechanics, the torque exerted on the induced dipole due to the electric field E 

is perpendicular to E, resulting in the conservation of 𝐽𝑍. The dependence of 𝐻ind on 𝜃 and 
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𝜒 produces a wave packet in J and K spaces, giving rise to a larger probability density of 

the molecule that orients at certain 𝜃 and 𝜒 angles. In the case of a symmetric top or linear 

top molecule, 𝛼𝑥𝑥 = 𝛼𝑦𝑦 ≠ 𝛼𝑧𝑧, eqn. (3.13) is simplified to [123] 

𝐻ind(𝑡) = −
𝜀2(𝑡)

4
∆𝛼cos 2𝜃,                                         (3.14) 

where ∆𝛼 = 𝛼𝑧𝑥 = 𝛼∥ − 𝛼⊥ , and 𝛼∥, 𝛼⊥ are the polarizability components along and 

perpendicular to the symmetric axis of the molecule. Since the interaction potential has no 

dependence on both 𝜙  and 𝜒  in this case, both the quantum numbers K and M are 

conserved during the interaction. The complete Hamiltonian contains both the rotationally 

kinetic energy 𝐻rot and the interaction potential 𝐻ind.  

3.2.3 Rotational wave packets 

Here we introduce the theory of nonadiabatic alignment of a symmetric top molecule by a 

non-resonant, linearly polarized ultrafast laser pulse. The alignment process can be 

described by the time-dependent Schrödinger equation (TDSE) [123] 

iℏ
𝜕𝛹(𝑡)

𝜕𝑡
= 𝐻(𝑡)𝛹(𝑡),                                                 (3.15) 

𝐻(𝑡) = 𝐻rot + 𝐻ind(𝑡).                                             (3.16) 

For a prolate symmetric top, the solution of eqn. (3.15) can be expanded by |JKM⟩ as a 

basis. Since the 𝐽𝑍 is conserved, the wavefunction 𝛹(𝑡) is written as  

 𝛹JiKiMi(𝑡) = ∑ 𝑐JKMi(𝑡)𝐽,𝐾 |JKMi⟩,                                 (3.17) 

where the inital state of the molecule before the interaction is |JiKiMi⟩, and 𝑐JKMi(𝑡) are 

the parameters as a function of time. Inserting (3.17) into (3.15), and using the 

orthonormalimity of the basis functions, we have  
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         𝑖ℏ�̇�JKMi(𝑡) = ∑ 𝑐J
′K′Mi(𝑡)J′,K′ ⟨JKMi|𝐻(𝑡)|J

′K′Mi⟩            

                           = ∑ 𝑐J
′K′Mi(𝑡)𝛿𝐾𝐾′J′,K′ [𝐸J

′K′𝛿JJ′ −
𝜀2(𝑡)∆𝛼

6
⟨JKMi|𝐷00

2 |J′K′Mi⟩].          (3.18) 

The rotaional matrix can be represented and calculated by the Wigner 3-j symbols and 

Clebsch-Gordan coefficients according to the eqn. (3.118), (3.125), (2.27) and (2.25) in ref. 

[173].  

⟨JKM|𝐷𝑚𝑛
𝑙 |J′K′M′⟩ = (−1)𝑀

′−𝐾′√(2𝐽 + 1)(2𝐽′ + 1) (
𝐽 𝑙 𝐽′

𝑀 𝑚 −𝑀′
) (
𝐽 𝑙 𝐽′

𝐾 𝑛 −𝐾′
) .   (3.19) 

The conditions for the matrix element to be nonzero are |𝐽 − 𝑙| ≤ 𝐽′ ≤ 𝐽 + 𝑙, 𝑀′ = 𝑀 +𝑚, 

𝐾′ = 𝐾 + 𝑛. Therefore the selection rules of the interaction, shown in eqn. (3.18), are 

|𝐽 − 2| ≤ 𝐽′ ≤ 𝐽 + 2, and 𝐾′ = 𝐾. Since |JiKiMi⟩ is the initial state and quantum number 

K is conversved, eqn. (3.18) can be further simplified to  

𝑖ℏ�̇�JKiMi(𝑡) = ∑ 𝑐J
′KiMi(𝑡) [𝐸JKi𝛿JJ′ −

𝜀2(𝑡)Δα

6
⟨JKiMi|𝐷00

2 |J′KiMi⟩]𝐽′ .       (3.20) 

The coefficients 𝑐𝐽𝐾𝑖𝑀𝑖(𝑡) can be solved numerically by the use of the Matlab function 

ode45 [186], and the one-molcule wavepacket during the interaction is a pure state, 

formulated as  𝛹JiKiMi(𝑡) = ∑ 𝑐JKiMi(𝑡)𝐽 |JKiMi⟩. The differential equation indicates that, 

given an initial state |JiKiMi⟩, a series of new states are produced through the interaction 

of the induced dipole and the electric field with selection rule |𝐽 − 2| ≤ 𝐽′ ≤ 𝐽 + 2, and 

both the quantum number Ki and Mi do not change during the excitation. After the 

interaction, the wavepacket evolves in free space according to 

 𝛹JiKiMi(𝑡) = ∑ �̃�JKiMi𝑒−𝑖
𝐸𝐽𝐾𝑖

ℏ
𝑡

𝐽 |JKiMi⟩ ,                                (3.21) 
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where �̃�JKiMi  are the coefficents when the interaction is complete, and 𝐸𝐽𝐾𝑖  are energy 

levels given in eqn. (3.4). The equations for symmetric top mentioned above can be also 

employed to calculate the excitation process of linear molecules with 𝐾𝑖 = 0, and the basis 

functions are reduced to spherical harmonics, shown in eqn. (3.7). The matrix element is 

given by 

⟨J0M|𝐷00
2 |J′0M′⟩ = (−1)Mi√(2𝐽 + 1)(2𝐽′ + 1) (

𝐽 2 𝐽′

M 0 −M′
) (
𝐽 2 𝐽′

0 0 0
). 

The conditions for the matrix element to be nonzero are |𝐽 − 2| ≤ 𝐽′ ≤ 𝐽 + 2, 𝑀′ = 𝑀 and 

𝐽′ + 𝐽 + 2 = even. Therefore the selectrion rules for excitation of linaer molecules are 

𝐽′ = 𝐽 ± 2 and 𝑀′ = 𝑀. 

3.2.4 Observables of a molecule ensemble 

We showed in the last section the rotational wave packet of a single molecule produced by 

the interaction between the induced dipole and the electric field. In gas phase laser induced 

molecular alignment experiments, the initial states are in a thermal distribution, determined 

by the Boltzmann distribution and nuclear spin statistics. The distribution of the initial state 

|𝑛⟩ is given by [123, 187] 

𝑊|𝑛⟩ =
𝑆|𝑛⟩exp (−

𝐸𝑛

𝑘𝐵𝑇rot
)

𝑄rot
 ,                                          (3.22) 

where 𝑆|𝑛⟩  is the weight factor due to nuclear spin statistics, |𝑛⟩ represents |JiKiMi⟩ for 

symmetric top and |JiMi⟩ for linear molecules, 𝐸𝑛 is the energy level of the state |𝑛⟩, 𝑘𝐵 is 

the Boltzmann constant, 𝑇rot is the rotational temperature of the ensemble, and 𝑄rot is the 

partition function.  
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Ref. [187, 188] show that for the general case in which a molecule has C3v symmetry and 

the spin of the three identical nuclei is I, the weight factors due to nuclear spin statistics 

are: 1
3
(2𝐼 + 1)(4𝐼2 + 4𝐼 + 3)  for K divisible by 3, and 1

3
(2𝐼 + 1)(4𝐼2 + 4𝐼)  for K not 

divisible by 3. The discussion of nuclear spin weights for  homonuclear diatomic molecules 

has been shown in detail in ref. [189, 190]. Upon the permutation (�̂�AB) of two identical 

nuclei A, B, the total wavefunction, formulated as 𝜓 = 𝜓ele𝜓vib𝜓rot(𝜃, 𝜙)𝜓spin(A, B), is 

symmetric for bosons, and antisymmetric for fermions. For the ground state Σg
+

 
1 , the 

electronic and vibrational wavefunctions are not affected by the �̂�AB operator. However, 

for rotational wavefunctions �̂�AB𝜓rot(𝜃, 𝜙) = (−1)
𝐽𝜓rot(𝜃, 𝜙) , and for nuclear spin 

function �̂�AB𝜓spin = 𝜓spin  in symmetric nuclear spin states, and �̂�AB𝜓spin = −𝜓spin in 

antisymmetric spin states. In general, the ratio of the symmetric to antisymmetric spin 

states is (𝐼 + 1) 𝐼⁄ , where I is the spin of the nuclei. For example, 14N is a boson as I=1, 

and the total wavefunction must be symmetric upon the permutation. Therefor the 

rotational wavefunction 𝜓rot(𝜃, 𝜙) with even J is twice of that with odd J.  

The MOD (probability density distribution of molecule orientation) in the general case is 

given by [123] 

 𝜌(𝜙, 𝜃, 𝜒, 𝑡) = ∑ 𝑊|𝑛⟩|𝛹𝑛(𝜙, 𝜃, 𝜒, 𝑡)|
2

𝑛  .                               (3.23) 

In the case of symmetric top molecules (or linear molecules) aligned by a linearly polarized 

laser field, the probability density of the wavepacket after the interaction is given by  

  |𝛹JiKiMi(𝑡)|
2
= ∑ �̃�J

′KiMi
∗
�̃�J
′′KiMi𝑒−𝑖

∆𝐸
𝐽′𝐽′′

ℏ
𝑡

𝐽′𝐽′′ |J′KiMi⟩
∗|J′′KiMi⟩ ,           (3.24) 
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where |J′KiMi⟩
∗  is the complex conjugate of |J′KiMi⟩ , and ∆𝐸𝐽′𝐽′′ = 𝐶e[𝐽

′(𝐽′ + 1) −

𝐽′′(𝐽′′ + 1)] = 2𝑛𝐶e. The difference in the energy leves implies that there are revivals of 

the alignment with period 𝜏 =
𝜋ℏ

𝐶e
=
2𝜋𝐼cc

ℏ
, which has the same form as the revival period 

for linear molecules shown in [191]. Since the MOD has no dependence on 𝜙 and 𝜒 for 

linear and symmetric top molecules, it can be written as 

 𝜌(𝜙, 𝜃, 𝜒, 𝑡) = (
1

2𝜋
)
2
𝜌1(𝜃, 𝑡).                                       (3.25) 

The degree of alignment, which is commonly used to describe the evolution of the 

alignment, is defined as [123]  

〈cos2𝜃〉(𝑡) = ∑ 𝑊|n⟩(𝑇)n ⟨𝛹n(𝑡)|cos
2𝜃|𝛹n(𝑡)⟩ .                       (3.26) 

However, this metric reduces the dynamics to a single number at a certain time t and thus 

contains far less information than the MOD.  

3.3 Molecular orientation distribution 

The ultrafast electron diffraction (UED) patterns of laser aligned molecules contains 

information about the angular distribution and interacomic distance of each atom pair in 

the molecule, as shown in eqn. (1.44). For the case of linear molecules, the atom-pair 

angular distribution is equivalent to the MOD. For nonlinear molecules, however, the 

angular distribution of the atom pairs does not directly reflect the MOD. The exception is 

the special case where there is an atom pair along the axis of symmetry of the molecule 

and the interatomic distance of this atom pair does not overlap with any other interatomic 

distances in the molecule, but this condition is generally not satisfied. Atom-pair angular 

distributions can be measured experimentally by the use of Coulomb explosion imaging 

[156-164], UED [19, 32, 192], X-ray diffraction [133, 193, 194], etc. However, the 
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function 𝜌(𝜙, 𝜃, 𝜒)  cannot be measured directly. In this section we show the relation 

between the MOD and the atom-pair angular distributions. The derivations shown here 

were first published in ref. [114].  

 

Figure 3.2: Description of a vector (atom pair) in lab and body frames. (a) lab frame XYZ 

and body frame xyz are related by the three rotations defined by the Euler angles (𝜙, 𝜃, 𝜒). 

(b) The orientation of an atom pair 𝒓jk is described by the polar and azimuthal angles 

(𝜂jk,  𝜉jk) defined in the body frame. (c) The orientation of 𝒓jk in the lab frame is described 

by the angles (𝛼, 𝛽). (This figure is reproduced from ref. [114], with the permission of APS 

Publishing.) 

For illustration purposes, figure 3.1 is again displayed in figure 3.2(a), showing the body 

frame xyz and lab frame XYZ. The orientation of an atom pair (labeled as jk) in a molecule 

is indicated by its corresponding vector 𝒓jk and is described by the polar and azimuthal 

angles (𝜂jk,  𝜉jk), shown in figure 3.2(b). For a rigid molecule, the angles (𝜂jk,  𝜉jk) are 

fixed in the body frame. After the rotations, the orientation of 𝒓jk  in the lab frame is 

described by the angles (𝛼, 𝛽), shown in figure 3.2(c). The orientation distribution of the 

molecule is 𝜌(𝜙, 𝜃, 𝜒), and correspondingly, the orientation of the atom pair jk has an 
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angular distribution denoted as 𝑔jk(𝛼, 𝛽) . Here we show how 𝑔jk(𝛼, 𝛽)  is related to 

𝜌(𝜙, 𝜃, 𝜒) . First, we will show how the angles (𝛼, 𝛽)  are related to the (𝜙, 𝜃, 𝜒)  and 

(𝜂jk,  𝜉jk). Second, we derive the probability distribution of 𝒓jk from 𝜌(𝜙, 𝜃, 𝜒) by using 

the transformation theory of bivariate random variables.  

Suppose r is an arbitrary vector having the Cartesian components (X, Y, Z) in the lab frame 

and the components (x, y, z) in the body frame. The body frame is obtained by applying 

the unitary transformation expressed by the product of three Euler angle rotations 

𝚽(𝜙, 𝜃, 𝜒) = 𝐑𝐳(𝜒)𝐑𝐍(𝜃)𝐑𝐙(𝜙) to the lab frame, as shown in figure 3.2(a). The details 

are shown in ref. [173]. The two representations of the vector r in two frames are related 

by the transformation, eqn. (3.37) in ref. [173], below  

(
𝑋
𝑌
𝑍
) = [

c𝜙c𝜃c𝜒 − s𝜙s𝜒 −c𝜙c𝜃s𝜒 − s𝜙c𝜒 c𝜙s𝜃
s𝜙c𝜃c𝜒 + c𝜙s𝜒 −s𝜙c𝜃s𝜒 + c𝜙c𝜒 s𝜙s𝜃

−s𝜃c𝜒 s𝜃s𝜒 c𝜃
] (
𝑥
𝑦
𝑧
),                (3.27) 

where cosine and sine are denoted by c and s for simplification when the expression is 

long. The atom pair (𝜂jk,  𝜉jk) defined in the body frame of the molecule ends up with an 

orientation described by (𝛼, 𝛽) after the three rotations defined by the directional cosine 

matrix. For convenience, we use (𝜂, 𝜉), instead of (𝜂jk,  𝜉jk), to indicate the orientation of 

the atom pair jk in a molecule. The corresponding unit vector of the atom pair jk is 𝒃 =

(sin𝜂 cos𝜉, sin𝜂 sin𝜉, cos𝜂). Note that we do not distinguish the row and column vectors 

here. The orientation of the atom pair vector in the lab frame after the rotations can be 

obtained using eqn. (3.27): 

𝑩 = (

c𝜙c𝜃𝑠𝜂c(𝜒 + 𝜉) − s𝜙𝑠𝜂s(𝜒 + 𝜉) + c𝜙s𝜃𝑐𝜂

s𝜙c𝜃𝑠𝜂c(𝜒 + 𝜉) + c𝜙𝑠𝜂s(𝜒 + 𝜉) + s𝜙s𝜃𝑐𝜂

−s𝜃s𝜂c(𝜒 + 𝜉) + c𝜃𝑐𝜂

) .                      (3.28) 



85 
 

The atom pair in the lab frame is described by the polar and azimuthal angles (𝛼, 𝛽) and 

𝑩 = (sin𝛼cos𝛽, sin𝛼sin𝛽, cos𝛼). Thus, we have 

c𝛼 = −s𝜃s𝜂c(𝜒 + 𝜉) + c𝜃𝑐𝜂 ,                                          (3.29) 

s𝛼s𝛽 = s𝜙c𝜃s𝜂c(𝜒 + 𝜉) + c𝜙s𝜂s(𝜒 + 𝜉) + s𝜙s𝜃c𝜂,                      (3.30) 

s𝛼c𝛽 = c𝜙c𝜃𝑠𝜂c(𝜒 + 𝜉) − s𝜙𝑠𝜂s(𝜒 + 𝜉) + c𝜙s𝜃𝑐𝜂.                      (3.31) 

By organizing right side of eqn. (3.30), we have  

√[c𝜃s𝜂c(𝜒 + 𝜉) + s𝜃c𝜂]2 + [s𝜂s(𝜒 + 𝜉)]2 [s𝜙
c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂

√[c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂]2+[s𝜂s(𝜒+𝜉)]2
+

c𝜙
s𝜂s(𝜒+𝜉)

√[c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂]2+[s𝜂s(𝜒+𝜉)]2
].                

It is easy to check that [c𝜃s𝜂c(𝜒 + 𝜉) + s𝜃c𝜂]2 + [s𝜂s(𝜒 + 𝜉)]2 + [−s𝜃s𝜂c(𝜒 + 𝜉) +

c𝜃c𝜂]2 = 1. Thus s𝛼 = √[c𝜃s𝜂c(𝜒 + 𝜉) + s𝜃c𝜂]2 + [s𝜂s(𝜒 + 𝜉)]2. Eqn. (3.30) yields 

s𝛽 = s𝜙cδ + c𝜙sδ = s(𝜙 + δ) .                                    (3.32) 

A similar organization of (3.31) yields  

c𝛽 = c(𝜙 + δ) .                                                 (3.33)             

Eqn. (3.32) and (3.33) indicate:  

   𝛽 = 𝜙 + δ,                                                         (3.34) 

where s𝛿 =
s𝜂s(𝜒+𝜉)

√[c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂]2+[s𝜂s(𝜒+𝜉)]2
 and c𝛿 =

c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂

√[c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂]2+[s𝜂s(𝜒+𝜉)]2
 . The 

relation between (𝛼, 𝛽)  and (𝜙, 𝜃, 𝜒)  is given by (3.29) and (3.34). Using c(𝜒 + 𝜉) =

c𝜃c𝜂−c𝛼

s𝜃s𝜂
  from (3.29), we have 
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c𝛿 =
c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂

√[c𝜃s𝜂c(𝜒+𝜉)+s𝜃c𝜂]2+[s𝜂s(𝜒+𝜉)]2
=
c𝜂−c𝜃c𝛼

s𝜃s𝛼
 .                        (3.35) 

According to (3.29), (3.34) and (3.35), (𝜙, 𝜒)  can be expressed in terms of (𝛼, 𝛽)  as 

follows, and 𝜃 can be considered as a parameter or an arbitrary variable. There are two 

solutions of (𝜙, 𝜒) corresponding to (𝛼, 𝛽).  For  𝜒 + 𝜉 ≤ 𝜋 

{
𝜙1 = 𝛽 − cos

−1(
cos 𝜂−cos𝜃 cos𝛼

sin𝜃 sin𝛼
)

𝜒1 = cos
−1(

cos𝜂 cos𝜃−cos𝛼

sin𝜃 sin𝜂
) − 𝜉

 .                                       (3.36) 

For  𝜒 + 𝜉 > 𝜋 

{
𝜙2 = 𝛽 − 2𝜋 + cos

−1(
cos𝜂−cos𝜃 cos𝛼

sin𝜃 sin𝛼
)

𝜒2 = 2𝜋 − cos
−1(

cos𝜂 cos𝜃−cos𝛼

sin𝜃 sin𝜂
) − 𝜉

.                               (3.37) 

Now we calculate the probability density function of (𝛼, 𝛽) for a certain 𝜃 as a parameter, 

denoted as 𝑤(𝛼, 𝛽, 𝜃), according to the theory of bivariate transformation in [195]. The 

Jacobians are given by     

𝐽1 = |

𝜕𝜙1

𝜕𝛼

𝜕𝜙1

𝜕𝛽

𝜕𝜒1

𝜕𝛼

𝜕𝜒1

𝜕𝛽

| = −
𝜕𝜒1

𝜕𝛼
=

sin𝛼

√(sin𝜃sin𝜂)2−(cos𝜃cos𝜂−cos𝛼)2
 ,                     (3.38) 

𝐽2 = |

𝜕𝜙2

𝜕𝛼

𝜕𝜙2

𝜕𝛽

𝜕𝜒2

𝜕𝛼

𝜕𝜒2

𝜕𝛽

| = −
𝜕𝜒2

𝜕𝛼
=

−sin𝛼

√(sin𝜃sin𝜂)2−(cos𝜃cos𝜂−cos𝛼)2
 .                     (3.39) 

If 𝜃 is considered as an arbitrary variable, the Jacobians are determinants of the 3×3 Matrix, 

but the results are the same since ∂θ/∂α, ∂θ/∂β=0 and ∂θ/∂θ=1. The joint probability density 

function of (𝜙, 𝜃, 𝜒) is 𝜌(𝜙, 𝜃, 𝜒), which is in our case the MOD. Then 𝑤(𝛼, 𝛽, 𝜃) is given 

by  
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 𝑤(𝛼, 𝛽, 𝜃) = |𝐽1|𝜌(𝜙1, 𝜃, 𝜒1) + |𝐽2|𝜌(𝜙2, 𝜃, 𝜒2) 

 =
sin𝛼

√(sin𝜃sin𝜂)2−(cos𝜃cos𝜂−cos𝛼)2
[𝜌(𝜙1, 𝜃, 𝜒1) + 𝜌(𝜙2, 𝜃, 𝜒2)] ,                     (3.40) 

where 𝜙1, 𝜒1, 𝜙2, 𝜒2  are given by (3.36) and (3.37). The inequality (sin𝜃sin𝜂)2 −

(cos𝜃cos𝜂 − cos𝛼)2 > 0  must be fulfilled such that the Jacobian term is nonzero. 

Therefore, we can write 𝑤(𝛼, 𝛽, 𝜃) as  

𝑤(𝛼, 𝛽, 𝜃) = 𝑢(𝛼, 𝜃, 𝜂)[𝜌(𝜙1, 𝜃, 𝜒1) + 𝜌(𝜙2, 𝜃, 𝜒2)], 

where 𝑢(𝛼, 𝜃, 𝜂) is defined as  

𝑢(𝛼, 𝜃, 𝜂) = {
sin𝛼

√(sin𝜃sin𝜂)2−(cos𝜃cos𝜂−cos𝛼)2
    if (sin𝜃sin𝜂)2 − (cos𝜃cos𝜂 − cos𝛼)2 > 0

0                                             otherwise
.        

(3.41) 

The atom-pair angular distribution 𝑔(𝛼, 𝛽) is given by  

𝑔(𝛼, 𝛽) sin 𝛼 = ∫ 𝑤(𝛼, 𝛽, 𝜃) sin 𝜃 𝑑𝜃
𝜋

0
 . 

Therefore, we have                      

𝑔(𝛼, 𝛽) sin 𝛼 = ∫ 𝑢(𝛼, 𝜃, 𝜂)[𝜌(𝜙1, 𝜃, 𝜒1) + 𝜌(𝜙2, 𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
.                             

Now we can switch (𝜂, 𝜉)  back to (𝜂jk,  𝜉jk)  for angular distribution of the atom pair 

marked by jk: 

𝑔𝑗𝑘(𝛼, 𝛽) sin 𝛼 = ∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝜌(𝜙1, 𝜃, 𝜒1) + 𝜌(𝜙2, 𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
 .        (3.42) 

The 𝜙1, 𝜒1, 𝜙2, 𝜒2  are calculated using (3.36) and (3.37) by replacing (𝜂, 𝜉)  with 

(𝜂𝑗𝑘,  𝜉𝑗𝑘), and 𝑢(𝛼, 𝜃, 𝜂jk) is calculated by (3.41) with 𝜂 replaced by 𝜂𝑗𝑘. In eqn. (3.42), 

sin𝛼 can be cancelled on both sides, and the equation is:  
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𝑔𝑗𝑘(𝛼, 𝛽) = ∫ �̃�(𝛼, 𝜃, 𝜂jk)[𝜌(𝜙1, 𝜃, 𝜒1) + 𝜌(𝜙2, 𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
,              (3.43)  

where �̃�(𝛼, 𝜃, 𝜂) is given by 

�̃�(𝛼, 𝜃, 𝜂jk) = {

1

√(sin𝜃sin𝜂𝑗𝑘)
2
−(cos𝜃cos𝜂𝑗𝑘−cos𝛼)

2
    if (sin𝜃sin𝜂𝑗𝑘)

2
− (cos𝜃cos𝜂𝑗𝑘 − cos𝛼)

2
> 0

0                                             otherwise

 .     (3.44) 

The inequality (sin𝜃sin𝜂𝑗𝑘)
2
− (cos𝜃cos𝜂𝑗𝑘 − cos𝛼)

2
> 0  requires that |𝜂𝑗𝑘 − 𝜃| <

𝛼 < 𝜂𝑗𝑘 + 𝜃 for 𝜂𝑗𝑘 + 𝜃 ≤ 𝜋, and |𝜂𝑗𝑘 − 𝜃| < 𝛼 < 2𝜋 − (𝜂𝑗𝑘 + 𝜃) for 𝜂𝑗𝑘 + 𝜃 > 𝜋.  

3.4 Retrieval of molecular orientation distribution   

We demonstrate in this section the retrieval of MOD for nonlinear molecules using the 

atom-pair angular distributions 𝑔jk that can be measured experimentally by using Coulomb 

explosion imaging [156-164], UED [19, 32, 192], etc. We demonstrate the retrieval 

methods for different cases, which depend on the polarization of the pump laser for the 

alignment. The derivations shown here were first published in ref. [114].  

We first present the method to retrieve the MOD with the form 𝜌(𝜙, 𝜃, 𝜒) = (
1

2𝜋
)2𝜌1(𝜃), 

referring to the one-dimensional (1-D) alignment. In the case of symmetric top molecules 

aligned by a linearly polarized laser field along Z axis in figure 3.2, the 𝜌  has no 

dependence on 𝜙 and 𝜒 such that it can be written as a function of θ [123, 196, 197]. By 

inserting 𝜌 = (
1

2𝜋
)2𝜌1(𝜃)  into eqn.(3.42), we have the equation 𝑔jk(𝛼, 𝛽) sin 𝛼 =

∫
1

2𝜋2
𝑢(𝛼, 𝜃, 𝜂jk)𝜌1(𝜃) sin 𝜃 𝑑𝜃

𝜋

0
. As 𝑔jk(𝛼, 𝛽) has no dependence on 𝛽, and by defining 

𝑔jk(𝛼)sin𝛼 = ∫ 𝑔jk(𝛼, 𝛽)sin𝛼 𝑑𝛽
2𝜋

0
, we have    

𝑔jk(𝛼) sin 𝛼 =
1

𝜋
∫ 𝜌1(𝜃)𝑢(𝛼, 𝜃, 𝜂jk) sin 𝜃 𝑑𝜃
𝜋

0
.                         (3.45) 
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Eqn. (3.45) can be calculated numerically by the discrete integral: 

𝑔jk(𝛼) sin 𝛼 ≅ ∑ 𝜌1(𝜃𝑞)𝑢(𝛼, 𝜃𝑞, 𝜂jk)sin𝜃𝑞
𝑁
𝑞=1

Δ𝜃

𝜋
,    

where Δ𝜃 = 𝜋/𝑁  and 𝜃𝑞 = 𝑞Δ𝜃 . By defining 𝑦𝑝 = 𝑔jk(𝛼𝑝)sin𝛼𝑝 , 𝑥𝑞 = 𝜌1(𝜃𝑞)sin𝜃𝑞 , 

and U𝑝𝑞 = 𝑢(𝛼𝑝, 𝜃𝑞, 𝜂jk)
Δ𝜃

𝜋
, we can write the equation as  

𝑦𝑝 = ∑ U𝑝𝑞 ∙ 𝑥𝑞
𝑁
𝑞=1 .                                                     (3.46) 

The matrix U𝑝𝑞 is a square matrix when we choose the number of elements in x and y to 

be equal to N. Thus eqn. (3.45) can be expressed as a linear transformation 𝒚 = U𝒙, where 

vector 𝒚 is measured experimentally, and the matrix U can be calculated using the known 

structure of the molecule. The retrieval of MOD is to find the solution of 𝒙 in a system of 

linear equations.  

If 𝜌 is a function of more than one variable, we can expand it with a basis set, formulated 

as 𝜌 = ∑ 𝑓𝑖𝑖 𝑆𝑖 , where the fi are the coefficients to be determined, and Si are the basis 

functions. In the general case 𝜌 is function of (𝜙, 𝜃, 𝜒), and 𝑆𝑖  can be chosen to be the 

eigenfunctions of the free-space symmetric top. When 𝜌 is a function of 𝜃, 𝜒, we can use 

the real spherical harmonics for 𝑆𝑖. With the expansion, the retrieval of MOD is equivalent 

to looking for the solution of a system of linear equations, demonstrated as follows.  

Here we show the retrieval method in the case of 𝜌(𝜙, 𝜃, 𝜒) =
1

2𝜋
𝜌2(𝜃, 𝜒), referring to the 

2-D alignment. For an asymmetric top molecule aligned by a linearly polarized laser, the 

quantum number M is conserved during the interaction, and the MOD has the form:  

𝑔𝑗𝑘(𝛼, 𝛽) sin 𝛼 =
1

2𝜋
∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝜌2(𝜃, 𝜒1) + 𝜌2(𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
.   
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Since 𝜒1 and 𝜒2 are not functions of 𝛽, the 𝑔𝑗𝑘(𝛼, 𝛽) has no dependence on 𝛽. By defining  

𝑔𝑗𝑘(𝛼)sin𝛼 = ∫ 𝑔𝑗𝑘(𝛼, 𝛽)sin𝛼 𝑑𝛽
2𝜋

0
,  we have 

𝑔𝑗𝑘(𝛼)sin𝛼 = ∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝜌2(𝜃, 𝜒1) + 𝜌2(𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
,                (3.47) 

where 𝜌2  is a real function, which can be expanded by the real spherical harmonics 

𝑆lm(𝜃, 𝜒) introduced in ref. [198]: 

𝜌2(𝜃, 𝜒) = ∑ 𝑓lmlm 𝑆lm(𝜃, 𝜒),                                         (3.48) 

where 𝑓lm are the coefficients to determine for each 𝑆lm. Inserting (3.48) into (3.47), we 

have  

𝑔jk(𝛼)sin𝛼 = ∑ 𝑓lmlm ∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝑆lm(𝜃, 𝜒1) + 𝑆lm(𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
.       (3.49) 

By defining 𝑉lm(𝛼) = ∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝑆lm(𝜃, 𝜒1) + 𝑆lm(𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
, we can calculate 

𝑉lm(𝛼) numerically. Eqn. (3.49) yields    

𝑔jk(𝛼)sin𝛼 = ∑ 𝑓lmlm 𝑉lm(𝛼).                                       (3.50) 

By using one index p for data bins of 𝛼, and another index q to represent lm, we can write 

eqn. (3.50) as a linear transformation 𝑦𝑝 = ∑ 𝑉𝑝𝑞𝑓𝑞𝑞 , where 𝑦𝑝 = 𝑔jk(𝛼𝑝)sin𝛼𝑝 , 𝑉𝑝𝑞 =

𝑉𝑞(𝛼𝑝). The retrieval of MOD is to find the solution of f in the system of linear equations 

𝒚 = V𝒇 , where 𝒚  is a vector of experimental measurements, and the matrix V  can be 

calculated using the known structure of the molecule and the spherical harmonicas. Since 

there will be many more data points of  𝒚  than 𝒇, it is likely to be an equation with an 

overdetermined matrix. However such equations are solvable by methods such as Moore-
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Penrose Inverse [199]. For m=0, eqn. (3.50) can be applied to the retrieval of 1-D alignment 

as well, which indicates that 𝜌1(𝜃) is expanded by the Legendre polynomials.  

Now we consider retrieval of MOD in the general case in which 𝜌 is a function 𝜙, 𝜃, 𝜒, 

refereeing to 3-D molecular alignment, such as asymmetric top molecules aligned by using 

elliptically polarized laser pulses or two linearly polarized pulses with orthogonal 

polarization. In this case, 𝑔jk(𝛼, 𝛽) is a function of both 𝛼 and 𝛽, and 𝜌(𝜙, 𝜃, 𝜒) is a non-

negative function. We can use the eigenfunctions of free-space symmetric top |JKM⟩ as a 

basis set to expand 𝜌(𝜙, 𝜃, 𝜒) , where |JKM⟩ = (
2𝐽+1

8𝜋2
)

1

2
𝑒𝑖𝑀𝜙𝑑MK

J
(𝜃)𝑒𝑖𝐾𝜒 . However, as 

|JKM⟩ are complex funcitons, the coefficient of each |JKM⟩ must fullfill certain conditions.  

Eqn. (3.70) in ref. [173] shows that 𝑑MK
J
(𝜃) has the following properties:  

𝑑MK
𝐽 (𝜃) = (−1)𝑀−𝐾𝑑KM

J (𝜃) = (−1)𝑀−𝐾𝑑−M−K
J (𝜃).                     (3.51) 

Therefore, for M− K = even,  

|JKM⟩ + |J − K−M⟩ = 2 (
2𝐽+1

8𝜋2
)

1

2
𝑑MK
J
(𝜃)cos (𝑀𝜙 + 𝐾𝜒).               (3.52) 

For M− K = odd,  

|JKM⟩ + |J − K−M⟩ = 2𝑖 (
2𝐽+1

8𝜋2
)

1

2
𝑑MK
J
(𝜃)sin (𝑀𝜙 + 𝐾𝜒).             (3.53) 

We use 𝐷JKM(𝜙, 𝜃, 𝜒) to denote |JKM⟩ for convenience of formulism below. The MOD is 

expanded as  

𝜌(𝜙, 𝜃, 𝜒) = ∑ 𝑓JKM𝐷JKM(𝜙, 𝜃, 𝜒)JKM ,                                    (3.54) 
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where 𝐷JKM(𝜙, 𝜃, 𝜒) = |JKM⟩. The conditions for the right side of (3.54) to be real are that 

𝑓JKM = 𝑓J−K−M, 𝑓JKM is real for M− K = even, and 𝑓JKM is purely imaginary for M− K =

odd. Equivalently, the coefficients for  M− K = odd can be predefined as 𝑖 ∙ 𝑓JKM such 

that all 𝑓JKM are real. Inserting (3.54) into eqn. (3.42), we have  

𝑔𝑗𝑘(𝛼, 𝛽)sin𝛼 = ∑ 𝑓JKMJKM 𝑊JKM(𝛼, 𝛽) ,                           (3.55) 

𝑊JKM(𝛼, 𝛽) = ∫ 𝑢(𝛼, 𝜃, 𝜂jk)[𝐷JKM(𝜙1, 𝜃, 𝜒1) + 𝐷JKM(𝜙2, 𝜃, 𝜒2)] sin 𝜃 𝑑𝜃
𝜋

0
,       (3.56) 

where 𝑊JKM(𝛼, 𝛽)  can be calculated with the basis functions and the structure of the 

molecule. Eqn. (3.55) can be written as a linear transformation by properly manipulating 

the indices of the data bins and the basis functions. In practice both 𝑔𝑗𝑘(𝛼, 𝛽)sin𝛼 and 

𝑊JKM(𝛼, 𝛽)  are two-dimensional arrays, whereas they can be converted into one-

dimensional arrays by using one index p to map each data point at (𝛼𝑖 , 𝛽𝑛), and another 

index q to represent JKM. The number of p equals the multiplication of number of 𝛼𝑖 and 

number of 𝛽𝑛 . Therefore eqn. (3.55) can be written as a linear transformation 𝑦𝑝 =

∑ 𝑊𝑝𝑞𝑓𝑞𝑞 , where 𝑦𝑝 = 𝑔𝑗𝑘(𝛼𝑖 , 𝛽𝑛)sin𝛼𝑖  and 𝑊𝑝𝑞 = 𝑊JKM(𝛼𝑖 , 𝛽𝑛)  with the mapping 

relation 𝑝 ↔ (𝑖, 𝑛) and 𝑞 ↔ JKM. Retrieval of the MOD is again to find the solution of 

vector 𝒇 in a system of linear equations 𝒚 = W𝒇 with the certain constraint conditions 

discussed below eqn. (3.54), where 𝒚 is the measurement, and W is the matrix given by 

eqn. (3.56). Eqn. (3.54) reduces to the retrieval of the MOD in 2-D alignment for K=0.  

When two or more atom-pair angular distributions are measured, the measured data sets 

can be combined such that the retrival is equivalent to finding the solution of one system 

of linear equations. For example, when two data sets y1, y2 are available, the linear 

transformation is written as  
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[
𝒚𝟏
𝒚𝟐
] = [

W1
W2
] 𝑓,                                                       (3.57) 

where the matrix W are contributed from two parts W1, W2 which are calculated according 

to parameters of the two atom pairs repesctively. The coefficients 𝒇 here can be determined 

by sovling  the linear equations, whereas they can also be obtained by minimazing the 

residual sum of squares between the measurement and the theoretical modeling, shown in 

ref. [197]. The retrival methods demonstrated here do not require solving the TDSE with 

experimental parameters that launch the rotational wavepacket, provided that the atom-pair 

anglur distribution is experimentally measured, and the methods are applicable 

independent of the means to produce the molecular alignment. 

3.5 Measurement of atom-pair angular distributions 

We have derived the method to retrieval MOD in section 3.4. Here we show that the atom-

pair angular distribution can be obtained by applying the Fourier transform, followed by 

the Abel inversion, to the experimentally measured two-dimensional diffraction pattern 

measured by UED. The derivations shown here were first published in ref. [32, 114]. 

Define a Cartesian coordinate system x1-x2-x3 for the molecules in real space, where the 

plane x1-x2 is parallel to the surface of 2-dimensinoal (2D) flat detector (s1-s2), the x2-axis 

corresponds to the direction of the laser polarization, and the x3-axis represents the 

direction of propagation of the incident electron beam. Comparing to the lab coordinate 

defined figure 3.2 (a), x2-axis is the Z axis, and x3-axis the X axis. For a general function 

𝑢(𝒔), the Abel transform of FT3D
−1[ 𝑢(𝒔)] is 

 ∫ 𝑑𝑥3
+∞

−∞
FT3D

−1[𝑢(𝒔)] = ∫ 𝑑𝑥3
+∞

−∞
∭𝑑𝑠1𝑑𝑠2𝑑𝑠3 𝑢(𝒔)𝑒

𝑖(𝑠1𝑥1+𝑠2𝑥2+𝑠3𝑥3)  
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    = ∭𝑑𝑠1𝑑𝑠2𝑑𝑠3 𝑢(𝒔)𝑒
𝑖(𝑠1𝑥1+𝑠2𝑥2)𝛿(𝑠3) = ∬𝑑𝑠1𝑑𝑠2 𝑢(𝑠1, 𝑠2, 𝑠3 = 0)𝑒

𝑖(𝑠1𝑥1+𝑠2𝑥2) ,       

(3.58) 

where FT3D
−1  represents inverse Fourier transform. Eqn. (3.58) can be written in the 

inversion form when FT3D
−1[ 𝑢(𝒔)] is cylindrically symmetric to axis x2, shown below  

FT3D
−1[𝑢(𝑠1, 𝑠2, 𝑠3)] = Abel

−1FT2D
−1[𝑢(𝑠1, 𝑠2, 𝑠3 = 0)].                    (3.59) 

The molecular scattering intensity of an ensemble of molecules is a summation over 

molecules with all orientations. For molecules aligned by a linear polarized laser, the 

quantum number M is conserved (see section 3.2), and 𝜌(𝜙, 𝜃, 𝜒) has no dependence on 𝜙. 

Therefore, according to eqn. (3.36), (3.37), (3.42), the angular distribution of atom pairs in 

the general case can be written as 𝑔jk(𝛼), which refers to one-dimensional alignment. The 

molecular scattering is given by 

𝐼mol(𝒔) = ∬∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

𝑛
𝑘=1,𝑗≠𝑘

𝑛
𝑗=1 𝑒−𝑖𝒔∙𝒓𝑗𝑘(𝛼0,𝛽0) 𝑔jk(𝛼0) sin𝛼0d𝛼0d𝛽0 ,       (3.60)  

where 𝑔jk(𝛼0) = 𝑔kj(𝛼0). The inverse Fourier transform of 𝐼mol(𝒔) is 

FT3D
−1[𝐼mol(𝒔)] = ∑ ∬𝑔𝑗𝑘(𝛼0) sin𝛼0𝛿[𝒓 − 𝒓𝑗𝑘(𝛼0, 𝛽0)]

𝑛
𝑗,𝑘=1,𝑗≠𝑘 d𝛼0d𝛽0⨂𝐹𝑗(−𝒓)⨂𝐹𝑘(𝒓), (3.61)    

where 𝛼0, 𝛽0  are the polar angle, azimuthal angle with respect to the laser polarized 

direction along x2 axis, F is the Fourier transform of the atomic scattering amplitude f, and 

is proportional to the atomic potential [60]. By definition, we have 𝐹𝑗(−𝒓)⨂𝐹𝑘(𝒓) =

𝐹𝑗(𝒓) ⋆ 𝐹𝑘(𝒓) , where ⨂  signifies convolution and  ⋆  stands for correlation. The delta 

function in spherical coordinate is 𝛿[𝒓 − 𝒓jk(𝛼0, 𝛽0)] =
1

𝑟2sin𝛼
𝛿(𝑟 − 𝑟jk)𝛿(𝛼 − 𝛼0)𝛿(𝛽 −

𝛽0). Thus, the integral in eqn. (3.61) becomes:  
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∬𝑔jk(𝛼0) sin𝛼0𝛿[𝒓 − 𝒓jk(𝛼0, 𝛽0)]d𝛼0d𝛽0 =
𝑔jk(𝛼)𝛿(𝑟−𝑟jk)

𝑟jk
2  .                     (3.62) 

Equation (3.61) becomes: 

FT3D
−1[𝐼mol(𝒔)] = ∑ ∑ 𝑔jk(𝛼)

𝑛
k=1,j≠k 𝛿(𝑟 − 𝑟jk)

𝑛
𝑗=1 ⨂

𝐹𝑗(𝒓)⋆𝐹𝑘(𝒓)

𝑟jk
2  .                (3.63) 

The 𝛿(𝑟 − 𝑟jk) are part of the pair distribution function (PDF), which has a peak with 

position corresponding to the internuclear distance between each pair of atoms in the 

molecule. The term 𝑔jk(𝛼) is the angular distribution of the atom pair marked as jk in real 

space. Equation (3.63) shows that each component of the PDF is convoluted with a 

correlation of the Fourier transform of the atomic form factors. Here we define the right 

hand of eqn. (3.63) as a modified pair distribution function (MPDF).   

We now show how the molecular scattering intensity measured on a 2D detector with 

limited dimensions relates to eqn. (3.63). We define a truncating function h(s) that 

corresponds to the effective measurement area, which can be formulated as h(s)=1 for s ≤ 

smax, and h(s)=0 for s > smax, with its Fourier inversion H(r). For small angle diffraction 

experiments, the momentum transfer component along the x3-axis can be approximated to 

be zero 𝑠3 ≅ 0. Define 𝐼mol
E (𝒔) = ℎ(𝑠) ∙ 𝐼mol(𝒔), and 𝐼mol

E (𝒔) measured on the detector is 

𝐼mol
E (𝑠1, 𝑠2, 𝑠3 = 0) = ℎ(𝑠1, 𝑠2, 𝑠3 = 0) ∙ 𝐼mol(𝑠1, 𝑠2, 𝑠3 = 0) . Replacing 𝐼mol(𝒔)  with 

𝐼mol
E (𝒔) in (3.63), and using eqn. (3.59), we have  

Abel−1FT2D
−1[𝐼mol

E (𝑠1, 𝑠2, 𝑠3 ≅ 0)] = 𝐻(𝑟)⨂∑ 𝑔jk(𝛼)
𝑛
𝑗,𝑘=1,𝑗≠𝑘 𝛿(𝑟 − 𝑟jk)⨂

𝐹𝑗(𝒓)⋆𝐹𝑘(𝒓)

𝑟jk
2  , 

 Abel−1FT2D
−1[𝐼mol

E (𝑠1, 𝑠2, 𝑠3 ≅ 0)] = ∑ 𝑔jk(𝛼)𝐻(𝑟 − 𝑟jk)
𝑛
𝑗,𝑘=1,𝑗≠𝑘 ⨂

𝐹𝑗(𝒓)⋆𝐹𝑘(𝒓)

𝑟jk
2   ,        (3.64) 
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where 𝐻(𝑟 − 𝑟jk) is the measured pair distribution function (PDF) for atom pair jk, which 

is the convolution of the ideal PDF and the Fourier inversion of the function truncating the 

diffraction signal due to the limited size of the detector. Using the symmetry of the 

alignment with respect to the laser polarization, the 3-dimensional MPDF is shown in two-

dimensional form by the use of  𝒓 = (ρ, 𝑥2) , where ρ = √𝑥1
2 + 𝑥3

2  and tan𝛼 =
𝜌

𝑥2
. 

Alternatively, the MPDF is generated by the Fourier inversion, followed by the Abel 

inversion, of the ratio of the molecular and atomic scattering intensities:  

Abel−1FT2D
−1 [

𝐼mol
E (𝑠1,𝑠2,𝑠3≅0)

𝐼atom
] = ∑ ∑ 𝑔jk(𝛼)

𝑛
𝑘=1,𝑗≠𝑘 𝐻(𝑟 − 𝑟jk)

𝑛
𝑗=1 ⨂

�̃�𝑗(𝑟)⋆�̃�𝑘(𝑟)

𝑟jk
2 ,    (3.65) 

where �̃� is the Fourier transform of the normalized atomic scattering amplitude 
𝑓(𝑠)

√𝐼atom
, 

which has a narrower distribution than F. The ratio is used to narrow the broad profile of 

the Fourier transform of the atomic scattering amplitude. 
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Chapter 4   

Diffractive imaging of molecular alignment induced by an ultrafast 

laser 

Portions of this material have previously appeared in the publications [32, 114, 196].  Used 

with permission. 

4.1 Introduction 

Capturing the fast structural change of molecules requires a high spatiotemporal resolution 

on the order of femtosecond and sub-Angstrom, and a sufficiently high signal-to-noise 

level to detect the continuous evolution of dynamics with high fidelity. Multiple 

experimental methods recently have been developed to capture nuclear motions during 

chemical reactions or laser induced molecular alignment, such as Coulomb explosion ion 

imaging [46, 47], ultrafast X-ray scattering [51], laser-induced electron diffraction [56, 57], 

and gas phase ultrafast electron diffraction [54, 55]. The diffractive methods have the 

advantage of being directly sensitive to the internuclear distances and spatial orientation of 

the atom pairs in the molecule. UED has the additional advantages that it does not disturb 

the sample and its scattering cross section is six orders of magnitude stronger than that of 

X-ray scattering, resulting in a much shorter exposure time. And dynamical structural 

information directly from the experimental data could be obtained by using UED, without 

theoretical modeling of the effect of the probe on the system.  

MeV-UED with a temporal resolution of 150 fs has enabled several major scientific 

advances [19, 20, 26-28, 32], such as the capturing coherent rotation [19] and vibrational 

motion [20], observation of molecular relaxation through conical intersections and photon-



98 
 

dissociation dynamics upon UV excitation [21], resolving molecular vibrations and 

transient structural dynamics in the electronic ground state [53], capturing a ring opening 

reaction [90], and more recently simultaneously observing nuclear and electronic motions 

[52]. However, the main limitation of MeV-UED has been the low signal-to-noise levels 

because of the low electron current needed to maintain the high temporal resolution and 

the dilute nature of gas phase samples. This often limits the amount of data that can be 

recorded. Previous experiments have demonstrated that MeV-UED is able to capture the 

rotational dynamics of laser aligned nitrogen molecules [19], whereas the measurement 

was limited to a few frames of the diffraction patterns due to the low signal-to-noise level 

that requires long integration times to obtain high fidelity data. 

Imaging the full temporal evolution of the dynamics during a photoinduced reaction is 

essential for elucidating the reaction mechanisms. We demonstrate here that a table-top gas 

phase keV-UED setup is able to capture the full dynamics to understand the reactions. The 

keV-UED setup has a temporal resolution of 240 fs and an electron beam current that is 

more than an order of magnitude higher than those at typical MeV-UED setups. We present 

the rotational dynamics of laser aligned molecules captured by our keV-UED in this 

chapter. By using the high current keV-UED setup, we captured the full rotational 

dynamics of impulsively aligned nitrogen molecules that allows us to retrieve a movie of 

the rotational motion with high fidelity. The rapid rotational dynamics of nitrogen 

molecules is used to characterize the overall temporal resolution and timing drift of the 

UED instrument. We also captured the rotational dynamics of laser aligned trifluoro-

iodomethane (CF3I) molecules and show that we can directly retrieve the full evolution of 

molecular orientation distribution (MOD) of symmetric top molecules. In the last 
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experiment, molecules with different isotopes are differentiated by impulsively aligning 

the molecules and observing the time dependent anisotropy over multiple revivals. We 

demonstrated the technique experimentally by investigating the rotational dynamics of 

chloromethane with two naturally occurring chlorine isotopes 35Cl and 37Cl.  

4.2 Experiment setup 

 

Figure 4.1: Diagram of the keV-UED experiment. The diagram shows a gas jet being 

introduced into the chamber from the nozzle, with the laser and electron pulses traveling 

from right to left. The polarization of the laser (Z axis) is orthogonal to the propagation 

direction of both the electron (X axis) and laser beams. A tilted laser pulse is used to 

compensate the group velocity mismatch between the laser and electron pulses. The 

directly transmitted electron beam is blocked by a copper beam stop, and the scattering 

electrons are recorded by an imaging detector (parallel to Y-Z plane). (This figure is 

reproduced from  ref. [114], with the permission of APS Publishing.) 
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We use a keV-UED instrument to capture diffraction patterns from a sample of laser 

aligned molecules as a function of the time delay between the pump laser pulse and the 

probe electron pulse. The details of the KeV-UED setup have been demonstrated in chapter 

2 and ref. [26, 32].  Each diffraction pattern is a snapshot in which the information of 

molecular ensemble is encoded. Figure 4.1 shows a diagram of the interaction region 

containing a gas jet of the target molecules, and the laser and electron beams. Each laser 

pulse is split into an infrared (IR) pulse as a pump and a pulse for photoelectron generation 

after being frequency tripled. The pump laser pulse has a wavelength of 800 nm, minimum 

pulse duration of 40 fs FWHM, energy of 1 mJ, and beam diameter of 190 µm (horizontal) 

× 260 µm (vertical) FWHM at the sample. The laser pulse duration can be stretched to 

longer pulse durations to minimize ionization while remaining in the impulsive alignment 

regime. The polarization of the laser is orthogonal to the propagation direction of both the 

electron and laser beams. The group velocity mismatch between laser and electron pulses 

is compensated by using a tilted intensity front of the laser pulse and setting up a certain 

angle between the laser and electron beams [25, 32].  

The probe electron pulse is generated by shining a 266 nm ultraviolet laser pulse onto a 

copper cathode. A hybrid DC-RF electron gun is employed to deliver the keV electron 

pulse, where the electrons are first accelerated to 90 keV (speed of 0.53 c) in a DC field 

and then is temporally compressed at the sample utilizing a time-varying electric field in a 

RF cavity. The electron pulse is guided by electron optics and collimated by a platinum 

aperture and is then delivered to the sample for scattering measurements. The electron 

beam current is adjustable by changing the size of the platinum aperture. Using a platinum 
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aperture with a 200 μm diameter enables a beam current of 20 picoamperes, corresponding 

to 25,000 electrons per pulse. The repetition rate of the instrument is 5 kilohertz.  

The sample gas is seeded in helium with an adjustable ratio to lower the rotational 

temperature. We use a backing pressure of 900 torr to produce a supersonic jet through a 

de Laval nozzle with an inner orifice of 30 μm diameter. The gas jet is perpendicular to the 

plane made up of the electron and laser beams, with the laser incident at an angle of ~60° 

with respect to the electron beam propagation. The electron scattering patterns are recorded 

using an electron-multiplying charge-coupled device (EMCCD) through a phosphor screen 

that is imaged onto the EMCCD.  

4.3 Rotational dynamics of impulsively laser-aligned nitrogen molecules  

A moderately intense ultrafast laser pulse is used to excite the rotational wavepackets of 

nitrogen molecules. For the nitrogen alignment experiment, the sample is pure nitrogen 

without a carrier gas, and the intensity of the laser pulse is ~2.8 × 1013W/cm2, pulse 

duration 60 fs. The maximum alignment of the molecular ensemble is reached shortly after 

the interaction with the ultrafast laser field, followed by a dephasing and rephasing 

processes, leading to revivals of the alignment. The revivals for linear and symmetric top 

molecules are periodic due to the quantization of the energy levels of rotational states. 

Electron diffraction is sensitive to both the angular distribution and the internuclear 

distance of atom pairs in the molecule. The main signature of aligned molecules in the 

diffraction pattern is the appearance of anisotropy as opposed to the circularly symmetric 

patterns from randomly oriented molecules. Therefore, we can use the temporal evolution 

of anisotropy to demonstrate the evolution of the molecular alignment, similar to the degree 

of alignment. The anisotropy is defined by 
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𝐴 =
𝑆H−𝑆V

𝑆H+𝑆V
 ,                                                         (4.1) 

where SH and SV are the sum of the counts in horizontal and vertical cones in the diffraction 

pattern, respectively, within a chosen range of the amplitude of momentum transfer (s).  

4.3.1 Characterization of temporal resolution and slow timing drift 

The fast-changing dynamics of laser induced impulsive alignment of nitrogen molecules 

provides a good metric to characterize the overall temporal resolution and timing drift of 

the keV-UED instrument through the comparison of experimental measurement to its 

simulated counterpart. The overall instrumental temporal resolution determined in this way 

includes all the factors that contribute to the resolution, including the laser and electron 

pulse durations, the residual temporal broadening due to group velocity mismatch, and the 

time of arrival jitter between the two pulses.  

Figure 4.2 shows the time-dependent anisotropy calculated from 2D diffraction patterns at 

different time delays using eqn. (4.1) with opening angle of 60° and the s range from 3 to 

4.5 Å-1. The t=0 ps was defined to be the maximum anisotropy of the prompt alignment. 

The acquisition time of the diffraction pattern at each time step is 25 seconds, and the time 

step of the experiment is 100 fs. The temporal resolution of the setup is determined by the 

best fitting of the temporal evolution of experimental anisotropy to its theoretical 

counterpart using four parameters: the laser fluence (ℱ), the rotational temperature of the 

molecular ensemble (𝑇rot), the instrumental temporal resolution (τ) and a rescaling factor 

(ef) that accounts for the percentage of molecules being excited in the interaction region. 

The dynamics of rotational nitrogen ensemble from the prompt alignment to the ¾ revival 
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is recorded. The experimental and simulated anisotropy are shown in blue and red, 

respectively. 

 

Figure 4.2: Temporal evolution of anisotropy calculated from nitrogen alignment induced 

by a femtosecond laser pulse. The experimental and simulated anisotropy are shown in 

blue and red, respectively. The exposure time for each data point is 25 s. The inset shows 

χ2 fitting as a function of the temporal resolution of the setup. The error bars for the first 7 

points are evaluated by calculating the standard deviation of the anisotropy of 10 images 

before the prompt revival. The error bars are used to show the uncertainty of measurement 

σ(t) at each data point. (This figure is reproduced from [32]; used in accordance with the 

Creative Commons Attribution 4.0 International license.) 

The temporal evolution of anisotropy measured by the instrument is modeled by the 

convolution of the theoretically calculated time-dependent anisotropy 𝐴th(𝑡; ℱ, 𝑇rot) with 

a Gaussian function with a width (τ) that reflects the temporal resolution of the experiment, 

formulated as ℎ(𝑡; 𝜏) =
2

𝜏
√
ln2

𝜋
exp (−4ln2𝑡2/𝜏2). To compare the theory and experiment, 

simulated diffraction patterns are produced using the calculated angular distributions 
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obtained through solving the time-dependent Schrodinger's equation with the parameters 

that launch the rotational wave packets, and then the anisotropy is calculated in the same 

manner as in the experiment. The 𝜒2 fitting is given by 

𝜒2 =
1

𝑁−𝑤
[
𝐴ex(𝑡)−𝑒𝑓×𝐴th(𝑡;ℱ,𝑇rot)⨂ℎ(𝑡;𝜏)

𝜎(𝑡)
 ]
2
,                                   (4.2) 

where 𝐴ex(𝑡) is the temporal evolution of anisotropy measured in the experiment, N is the 

number of anisotropy data points, w is the number of fitted parameters, ⨂ stands for 

convolution, and 𝜎(𝑡) is the error of each data point. Simulated diffraction patterns are 

produced by using the simulated angular distribution with parameters: the pump laser 

fluence and the rotational temperature of nitrogen ensemble. The anisotropy is calculated 

with the same conditions as in the experiment.  

The best fit of 𝜒2 gives a laser fluence ℱ = 1.7 J/cm2, rotational temperature Trot= 45 K, 

rescaling factor ef = 0.35 and instrument response time τ =230 fs, which are in good 

agreement to the approximated experimental parameters. Figure 4.2 shows a very good fit 

between the experimental and simulated anisotropies. Error bars that indicate the 

measurement uncertainty were determined by the standard error from the first few points 

before the pump pulse and are shown in the figure. The left axis shows the anisotropy in 

arbitrary units, and the right axis shows the value of degree of alignment <cos2θ>, where θ 

is the angle between the axis of nitrogen molecule and the laser polarization. The degree 

of alignment of the rotational dynamics has a maximum value of 0.44 and variations on the 

order of 0.01 are well resolved experimentally, indicating the high sensitivity of the keV-

UED measurement. We repeated the nitrogen alignment experiment four times and 

achieved consistent results. The temporal resolutions from the fittings are 240 fs, 240 fs, 

230 fs and 250 fs. A constant electron beam current is required to optimize the temporal 
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resolution, and a larger fluctuation (>10%) could lead to an obvious deterioration of the 

temporal resolution.  

 

Figure 4.3: Characterization of slow timing drifts. The center of the revivals is calculated 

by two methods: gaussian fitting (red) and calculation of center of mass (blue). The insets 

show the fitting of revivals with a gaussian function. 

The fitting that determines the temporal resolution shown in figure 4.2 does not account 

for the slow timing drifts that take place over many hours. We characterized the slow timing 

drifts by evaluating the center of the prompt alignment peak and the positive part of the 

half revival. The shift of the time delays of these anisotropy peaks provides a measure to 

estimate the timing drift of the setup. Figure 4.3 shows the slow timing drift over 4.5 hours. 

The center of the revivals is calculated by two methods: gaussian fitting (red) and center 

of mass (blue). The inset shows the fitting of anisotropy peaks with a gaussian function, in 

which the prompt revival is shown in figure 4.3 (a) and the positive part of the half revival 

in (b). The timing drift over 4.5 hours was evaluated to be on the order of 50 fs RMS, which 

is comparable to that obtained by  the MeV-UED setup at SLAC [28]. The setup is 

sufficient for performing gas phase UED experiments over many hours. 
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4.3.2 Modified pair distribution function 

 

Figure 4.4: Diffraction patterns and modified pair distribution functions. (a-e) ∆𝐼mol(𝒔, 𝑡) 

corresponding to the features marked in figure 4.2 at different time delays (a) t=0 ps, (b) 

t= 1.9 ps, (c) t= 3.8 ps, (d) t= 4.2 ps, (e) t= 6.1 ps. The dark circle and vertical line 

correspond to the regions where the incident beam is blocked by the beam stop. (f-j) The 

experimental MPDFs corresponding to the diffraction patterns in (a-e). (k-o) The simulated 

MPDF at the same time delays as the experimental data. The direction of the laser 

polarization is along Z axis, and R⊥ = √X
2 + Y2, tan𝛼 =

R⊥

𝑍
. (This figure is reproduced 

from [32]; used in accordance with the Creative Commons Attribution 4.0 International 

license.) 

We now focus on calculating molecular scattering intensity and retrieving the angular 

distribution of laser-aligned nitrogen molecules. For linear molecules, the angular 
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distribution can be trivially converted to the molecular orientation distribution. Figure 4.4 

(a)-(e) show the 2-dimensional diffraction difference patterns Δ𝐼𝑚𝑜𝑙(𝒔, 𝑡) at the prompt 

alignment peak, the ¼ revival, the peak and trough that correspond to the half-revival and 

the peak at the ¾ revival. At the half-revival, the angular distribution changes completely 

from alignment along the laser polarization direction to anti-alignment within ~300 fs, 

which is clearly resolved by the keV-UED. 

The diffraction patterns are obtained by averaging images from four different scans, 

corresponding to the total integration time of 100 seconds at each time delay. In comparison 

to a similar measurement by the state-of-the-art gas phase MeV-UED instrument [19, 113], 

our results demonstrate a much higher signal-to-noise (SNR) ratio with a shorter 

acquisition time. The experiment of laser-aligned nitrogen molecules was carried out by 

Yang et al. using the SLAC MeV-UED with an electron beam current of 0.7 pA (37.5k 

e/pulse at a repetition rate of 120 Hz) [19, 113], and integration times between 60 minutes 

to 90 minutes were needed to acquire high quality 2D diffraction difference images. The 

long integration times prevented the experiment from retrieving more than a couple of 

images of the diffraction-difference patterns and the angular distributions. Their laser and 

electron beam sizes were similar in the interaction region, which reduces the efficiency of 

excitation. In our setup, we reduced the diameter of the electron beam to be half of the 

diameter of the laser beam using a platinum aperture, which results in a more uniform 

excitation at the cost of reduced beam current. 

We now show that the increased SNR in our experiment allows us to retrieve a full movie 

of the dynamics. The data analysis procedure is described as follows. First, hot pixels in 

each image are removed, and each image is normalized by its total counts. The diffraction 
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difference patterns are calculated with Δ𝐼mol(𝒔, 𝑡) = 𝐼(𝒔, 𝑡) − 𝐼(𝒔, 𝑡 < −1ps)  for each 

image, where 𝐼(𝒔, 𝑡 < −1ps) is taken by setting the arrival time of electron pulse more 

than 1 ps before the laser pulse. The diffraction patterns are averaged over four quadrants 

based on their symmetry as the laser field is vertically polarized. The transmitted electron 

beam is blocked by a copper beam stop held by a thin metal wire. The data in the detector 

area blocked by beam stop is extrapolated smoothly to zero at s=0, and the data area behind 

the wire is replaced by the data using the symmetry of the diffraction pattern. The molecular 

diffraction intensity 𝐼mol(𝒔, 𝑡) is obtained by adding the calculated molecular scattering 

with random distribution back to Δ𝐼𝑚𝑜𝑙(𝒔, 𝑡), after rescaling by a factor ef=0.35, formulated 

as 𝐼mol(𝒔, 𝑡) = Δ𝐼mol(𝒔, 𝑡) + 𝑒𝑓 ∙ 𝐼mol
random(𝑠). For an ensemble of laser-aligned nitrogen 

molecules with an angular distribution 𝑔(𝛼) , the molecular scattering intensity is given by  

𝐼mol(𝒔) = 2∬|𝑓𝑁(𝑠)|
2cos[𝒔 ∙ 𝒓(𝛼0, 𝛽0)]𝑔(𝛼0) sin 𝛼0 d𝛼0d𝛽0 ,               (4.3) 

where 𝑓𝑁 is the complex scattering amplitude of the nitrogen atom, s is the momentum 

transfer vector, r is the vector pointing in the direction of the molecular bond of nitrogen, 

and 𝛼0, 𝛽0 are the polar and azimuthal angles with respect to the laser polarization. The 

MPDF is constructed by applying a 2-dimensional inverse Fourier transform, followed by 

Abel inversion, to the 𝐼mol(𝒔, 𝑡). 

MPDF(𝑟, 𝛼) = Abel−1FT2D
−1[𝐼mol(𝐬)] = 2𝑔(𝛼)𝐻(𝑟 − 𝑟N) ⨂

𝐹𝑁(𝑟)⋆𝐹𝑁(𝑟)

𝑟N
2  ,        (4.4)                            

where rN is the bond distance and ⨂ denotes a convolution and ⋆ stands for correlation, 𝐹 

is the Fourier transform of the atomic scattering amplitude 𝑓(𝑠). The term 𝐻(𝑟 − 𝑟N) is 

the measured pair distribution function (PDF), which is the convolution of the ideal PDF 

and the Fourier inversion of the function truncating the diffraction signal due to the limited 
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size of the detector. The MPDF contains information on both the internuclear distance of 

the nitrogen molecule and the angular distribution of the molecular ensemble. 

A Gaussian damping function with RMS width of 6 Å-1 is applied to 𝐼mol(𝐬) to suppress 

noise in the data at high s and to minimize the effects of the discontinuity due to limited 

detector dimension, and zero padding is used to improve the resolution of the MPDF in the 

region of interest. Analyzing the MPDF at a fixed radius, corresponding to the interatomic 

distance of the nitrogen molecule, reveals the angular distribution of the ensemble. The 

angular distribution of nitrogen molecules is extracted by converting the MPDF into a polar 

representation where the horizontal axis is the polar angle α. By integrating the MPDF in 

the polar representation along the radius, the angular distribution for each angle is obtained. 

The angular distribution is normalized by ∫ 𝑔(𝛼) sin 𝛼 𝑑𝛼 = 1
𝜋

0
. 

The simulated angular distribution is calculated by solving the TDSE described in Chapter 

3 with the experimental parameters. The molecular scattering patterns, and corresponding 

MPDF are produced with the same procedures as the experimental patterns. Figure 4.4 (f)-

(j) show the modified pair distribution function (MPDF) retrieved from the corresponding 

diffraction patterns (a)-(e), and (k)-(o) are the corresponding simulated MDPF. Figures 4.4 

(f), (h), (j) show that an increased population of molecules are aligned along the alignment 

axis (vertical) with decreased population in the perpendicular direction whereas the 

distributions in (g) (i) show that more nitrogen molecules are aligned along the direction 

perpendicular to the laser excitation, which agrees with the expected results for alignment 

along the direction of the laser polarization. The experimental MPDFs are in good 

agreement with the theoretical counterparts. 
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4.3.3 Temporal evolution of molecular orientation distribution 

In the case of linear molecules, the molecular orientation distribution (MOD) is identical 

to the atom-pair angular distribution. Thus, we have 𝜌(𝜃, 𝑡) = 𝑔(𝛼, 𝑡), where 𝜃 is one of 

the Euler angles defined in figure 3.2 of chapter 3, and 𝛼 is the polar angle of N-N defined 

in the lab frame. In addition to the MPDFs at several key times shown in figure 4.4, we 

calculated a series of MPDFs from the initial alignment to the revivals up to 7 ps, through 

which the full temporal evolution of angular distribution (or MOD) is retrieved. The MOD 

evolution shows the continuous dynamics of laser induced impulsive alignment of nitrogen 

molecules captured by our keV-UED instrument, shown in figure 4.5 (a). The 

experimentally measured MOD evolution is a convolution of the real MOD evolution with 

the instrumental response function, which is determined by the overall temporal resolution 

and slow timing drift of the instrument. Therefore, by deconvolving the instrument 

response function [200-202], we can remove the smearing effect due to the instrumental 

response function from the temporal evolution of MOD. The instrument response function 

of keV-UED is assumed to be a Gaussian function with a width (FWHM) of 0.25 ps. 

Figure 4.5 (b), (c) show the deconvolved and theoretically calculated MOD evolution. The 

full rotational dynamics of the nitrogen ensemble are clearly displayed in figure 4.5 with 

time-dependent MOD, labeled as 𝜌(𝜃, 𝑡) as a function of θ (horizontal axis) and time t 

(vertical axis). The experiment accurately captures all details of the rotational dynamics, 

including small changes in the distribution, and is in very good agreement with the 

theoretical calculation. This time-dependent MOD has been used to successfully retrieve 

the complete quantum states of laser induced alignment of nitrogen ensemble using the 

quantum tomography technique in ref. [131].   
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Figure 4.5: Comparison of experimental and calculated angular distributions. (a) Temporal 

evolution of MOD, denoted as 𝜌(𝜃, 𝑡), retrieved from experimental diffraction patterns. (b) 

Deconvolved MOD which removes the broadening effect due to the instrumental response 

function that accounts for the limit temporal resolution of the setup. (c) Theoretically 

calculated MOD evolution obtained by solving TDSE.  

Figure 4.6 shows the quantitative comparison between the experimentally measured, 

deconvolved and theoretically calculated MOD at six different times. There is an improved 

agreement between the deconvolved MOD and its simulation after accounting for the 

smearing effect from the instrumental response function. The experimental results 

demonstrate the ability of the keV-UED to achieve high spatiotemporal resolutions 

comparable to those reported by gas-phase MeV-UED experiments. Thanks to high 

electron beam current, keV-UED provides higher signal levels and requires much shorter 

acquisition time. This increase in the SNR and decrease of acquisition time could be 

transformative to gas phase UED experiments, since it allows better capturing of the 
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dynamics, investigating additional reaction parameters such as excitation conditions (laser 

wavelength, pulse energy), and investigating molecules with similar structures.  

 

Figure 4.6: Comparison of experimental, deconvolved and theoretically calculated ρ(θ, t) 

at different time delays.(a) t=0 ps; (b) t=1.9 ps; (c) t=2.3 ps; (d) t=3.8 ps; (e) t=4.2 ps; (f) 

t=6.1 ps.  

4.4 Rotational dynamics of laser aligned CF3I molecules 

In this section, we use the keV-UED to capture diffraction patterns from a sample of laser-

aligned CF3I molecules as a function of time delay between the pump laser pulse and the 

probe electron pulse. The setup has been introduced in section 4.2, and reported in details 

in [26, 32]. In this experiment, we stretched the pump laser pulse duration to 200 fs to 

minimize ionization of CF3I while still impulsively aligning the molecules. The overall 

temporal resolution of the keV-UED setup is estimated to be 310 fs based on the pump 

laser pulse duration and the instrumental temporal resolution previously measured in the 

last section and in ref. [32]. A platinum aperture with diameter of 200 μm is used to 
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collimate the electron beam to deliver a beam current of 20 pA to the sample, corresponding 

to 25,000 electrons per pulse. The sample gas CF3I is seeded in the carrier gas helium with 

a ratio of 1:4 to lower the rotational temperature of the sample. We use a de Laval nozzle 

that has an inner orifice diameter of 30 μm to produce a supersonic gas jet with a backing 

pressure of 950 torr.  

4.4.1 Retrieval of MOD in 1D alignment 

 

Figure 4.7: Orientation of a CF3I molecule. (a) The lab frame XYZ and body frame xyz are 

related by the three rotations defined by the Euler angles (𝜙, 𝜃, 𝜒). The details are shown 

in chapter 3. (b) The orientation of the CF3I molecule depicted by the Euler angles, with 

the xyz coordinates defined in the body frame. The laser polarization is along the Z axis. 

(This figure is reproduced from  ref. [114], with the permission of APS Publishing.) 

Figure 4.7 (a) shows the lab frame (XYZ) and body frame (xyz), which are related by the 

rotations defined by Euler angles.  Figure 4.7 (b) shows the orientation of the CF3I molecule 

described by the Euler angles. The z axis is along the molecular axis CI, the origin of xyz 

is defined by the center of mass of the molecule, and one of x, y axes can be chosen 

arbitrarily in the plane perpendicular to the z axis in the case of a symmetric top [172]. 

Here we briefly review the method to retrieve the MOD for symmetric top molecules 
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aligned by a linearly polarized laser field, and the details have been demonstrated in section 

3.4. The MOD has the form 𝜌 = (
1

2𝜋
)2𝜌1(𝜃) , referring to the one-dimensional (1D) 

alignment. The MOD has no dependence on ϕ and χ for a symmetric top molecule aligned 

by a linearly polarized laser pulse since both the quantum number K and M are conserved 

during the interaction between the molecule and the laser pulse [123, 196, 197]. The atom-

pair angular distributions 𝑔jk(𝛼, 𝛽) have no dependence on 𝛽, and the relation between the 

𝑔jk(𝛼) and the MOD is given by eqn. (3.45), shown below  

𝑔jk(𝛼) sin 𝛼 =
1

𝜋
∫ 𝜌1(𝜃)𝑢(𝛼, 𝜃, 𝜂jk) sin 𝜃 𝑑𝜃
𝜋

0
,  

where 𝑢(𝛼, 𝜃, 𝜂jk) =

{

sin𝛼

√(sin𝜃sin𝜂𝑗𝑘)
2
−(cos𝜃cos𝜂𝑗𝑘−cos𝛼)

2
    for  (sin𝜃sin𝜂𝑗𝑘)

2
− (cos𝜃cos𝜂𝑗𝑘 − cos𝛼)

2
> 0

0                                                       otherwise

 . 

This equation shows that  𝑔jk(𝛼) has dependence on 𝜂jk, but has no dependence on 𝜉jk, 

indicating that the three FI atom pairs have the same angular distribution for CF3I. This 

property is applicable to the atom pairs CF and FF as well. Actually, 𝜌1(𝜃) is identical to 

𝑔CI(𝛼), which is the angular distribution of the molecular axis CI. However, the angular 

distribution of CI cannot be isolated from that of FF because the internuclear distances rCI 

= 2.14 Å and rFF =2.15 Å are very close and the peaks corresponding to these distances 

cannot be separated in the MPDF. Therefore, the angular distribution of FI is used to 

retrieve 𝜌1(𝜃), which represents the MOD in the following text.  

The integral of (3.45) in discrete form is 𝑔jk(𝛼) sin 𝛼 ≅ ∑ 𝜌1(𝜃𝑞)𝑢(𝛼, 𝜃𝑞, 𝜂jk)sin𝜃𝑞
𝑁
𝑞=1

Δ𝜃

𝜋
 , 

where Δ𝜃 = 𝜋/N and 𝜃𝑞 = 𝑞Δ𝜃. By defining 𝑦𝑝 = 𝑔jk(𝛼𝑝)sin𝛼𝑝, 𝑥𝑞 = 𝜌1(𝜃𝑞)sin𝜃𝑞, and 
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U𝑝𝑞 = 𝑢(𝛼𝑝, 𝜃𝑞, 𝜂jk)
Δ𝜃

𝜋
, we can write the equation as 𝑦𝑝 = ∑ U𝑝𝑞 ∙ 𝑥𝑞

𝑁
𝑞=1 . Therefore, we 

have  

𝒚 = U𝒙 .                                                           (4.5) 

The matrix U is chosen to be a square matrix with dimension N×N. Vector y is the 

experimental measurement, matrix U can be calculated from the known structure of the 

CF3I molecule, and vector x is the vector being computed which contains the information 

of the MOD.  The retrieval of the MOD is therefore to find a solution of 𝒙 in a system of 

linear equations shown by eqn. (4.5). The angle between 𝒓FI and 𝒓CI is 𝜂FI = 25.51°. The 

matrix U is calculated using 𝜂FI and N=18,000 values of α and θ from 0 to π. The transpose-

free quasi-minimal residual method (MATLAB function TFQMR) is used to find the 

solution of 𝒙 through iterations.  

Here we show how to extract the 𝑔FI(𝛼) from the experimental measurement. The MPDF 

is calculated from the 2D molecular scattering intensity normalized by the atomic 

scattering term, denoted by 𝐼mol(𝒔) 𝐼atom⁄ ,  by using eqn. (3.65): 

MPDF = Abel−1FT2D
−1 [

𝐼mol(𝒔)

𝐼atom
] = ∑ ∑ 𝑔jk(𝛼)

𝑛
𝑘=1,𝑗≠𝑘 𝐻(𝑟 − 𝑟jk)

𝑛
𝑗=1 ⨂

�̃�𝑗(𝑟)⋆�̃�𝑘(𝑟)

𝑟jk
2  , 

where 𝐻(𝑟 − 𝑟jk) is the measured pair distribution function that accounts for the limited 

size of the detector,  ⨂ stands for convolution and ⋆ signifies correlation; �̃� is the Fourier 

transform of the normalized atomic scattering amplitude 𝑓(𝑠) √𝐼atom⁄ .  The MPDF is then 

converted into the polar representation to extract 𝑔FI(𝛼). The raw 𝑔FI(𝛼) is fitted to a 4th 

order polynomial to remove the noise and artifacts for the data with a low signal-to-noise 

ratio, such as the data other than the alignment peaks.  
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4.4.2 Degree of alignment 

The interaction of the induced dipole of a molecule with the femtosecond laser pulse 

produces a rotational wave packet 𝛹JiKiMi(𝑡) , described in section 3.2.3. A prompt 

alignment of the molecular ensemble is shortly obtained after the pump laser, followed by 

the dephasing and rephasing process, giving rise to periodic revivals of the alignment for 

symmetric tops. The diffraction signal from molecules being partially aligned along the 

laser polarization or anti-aligned shows up an anisotropy, as opposed to the circularly 

symmetric diffraction patterns for molecules in a randomly orientated distribution. In the 

experiment, the difference of molecular scattering is calculated to enhance the anisotropic 

part of the diffraction signal, given by 

 ∆𝐼mol(𝒔, 𝑡) = 𝐼total(𝒔, 𝑡) − 𝐼total
random(s) = 𝐼mol(𝒔, 𝑡) − 𝐼mol

random(𝑠) ,             (4.6) 

where the diffraction pattern 𝐼total
random from randomly oriented molecules is measured by 

setting the electron arrival time at the sample to be before the arrival of the laser, 

corresponding to a negative time delay. The advantage of generating the difference is that 

it removes the atomic scattering along with most of the background noise and artifacts.   

The process of data analysis is described as follows. First, we removed the outliers in each 

experimental image by using a filter with a window of A ± 3σ, where A is the average 

counts at each momentum transfer s, and σ corresponds to the standard deviation of the 

counts. Each image is normalized by its total counts. The diffraction difference patterns are 

calculated by ∆𝐼mol
exp(𝒔, 𝑡) = 𝐼total(𝒔, 𝑡) − 𝐼total(𝒔, 𝑡 < −5ps) for each time delay and are 

averaged over the four quadrants based on the symmetry of diffraction pattern due to the 

vertical polarization of the laser. We use a copper beam stop held by a thin wire to block 
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the transmitted electron beam and measure its current. The range of momentum transfer s 

for the useful data in the diffraction pattern is from 1.25 Å-1 to 9.40 Å-1. The data 

corresponding to the area blocked by the beam stop is extrapolated smoothly to zero at s = 

0. We filled the data behind the wire using the symmetric data of the pattern. The noise of 

the diffraction pattern is reduced by using a pixel-wise adaptive low-pass Wiener filter. 

The molecular scattering intensity 𝐼mol(𝒔, 𝑡) can be reconstructed by adding ∆𝐼mol
exp(𝒔, 𝑡) to 

the theoretical 𝐼mol
random with a scale factor (ef) to account for the scattering signal from both 

the excited and unexcited molecules, given by 

 𝐼mol(𝒔, 𝑡) = ∆𝐼mol
exp(𝒔, 𝑡) + 𝑒𝑓 ∙ 𝐼mol

random(𝑠) ,                                 (4.7) 

where the theoretical 𝐼mol
random is computed from the known structure of the CF3I molecule.  

 

Figure 4.8: Temporal evolution of the degree of alignment of laser aligned CF3I molecules. 

The experimentally measured and theoretically simulated degree of alignment are shown 

in blue and red, respectively. The time delays of the marked peaks and troughs are (a) t=0 

ps, (b) t= 166.8 ps, (c) t= 168.8 ps, (d) t= 335.5 ps, (e) t= 337.7 ps. (This figure is modified 

from  ref. [114], with the permission of APS Publishing.) 

To determine the scale factor, we calculate a series of 𝐼mol(𝒔, 𝑡; 𝑒𝑓) by using different ef 

from 0.14 to 0.60, and the corresponding MPDF is generated by eqn. (3.65), from which 

the 𝜌1(𝜃, 𝑡; 𝑒𝑓)  is extracted. The corresponding experimental degree of alignment is 
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calculated using the definition 〈cos2𝜃〉exp(𝑡; 𝑒𝑓) = ∫ cos2𝜃 ∙ 𝜌1(𝜃, 𝑡; 𝑒𝑓) sin 𝜃 𝑑𝜃
𝜋

0
. 

Theoretical 〈cos2𝜃〉(𝑡) is simulated using the laser parameters in the experiment according 

to the theory described in section 3.2. The laser fluence is 1.7 J/cm2, and the laser pulse 

duration is 200 fs. We calculated a series of 〈cos2𝜃〉th(𝑡; 𝑇) using T from 30 K to 80 K. 

The excitation factor and rotational temperature of the ensemble were determined to be 

0.28, 53 K by the best matching of 〈cos2𝜃〉exp(𝑡; 𝑒𝑓) to 〈cos2𝜃〉th(𝑡; 𝑇) through χ2 fitting, 

shown in figure 4.8.  

4.4.3 Modified pair distribution function 

In this section we present the MPDFs calculated from the measured diffraction patterns 

with eqn. (4.7) and (3.65), which is the first step to extract the atom-pair angular 

distribution. Figure 4.9 (a-e) shows the experimentally measured diffraction-difference 

patterns normalized by the atomic scattering intensity, denoted as ∆𝐼mol
exp(𝒔, 𝑡)/𝐼atom, at five 

time delays: (a) the prompt alignment peak (t=0), (b) the peak and (c) trough of the half 

revival, and (d) the trough and (e) peak of the full revival, as shown in figure 4.8. The 

corresponding MPDFs at the same time delays as in parts (a-e) are shown as figures 4.9 (f-

j), and the atom pairs are marked for each pair distribution function in figure 4.9 (f), in 

which the rings are corresponding to the internuclear distances rCF= 1.33 Å, rCI = 2.14 Å, 

rFF =2.15 Å and rFI =2.89 Å. The angular distribution of each atom pair is represented by 

the intensity distribution of each ring as a function of the polar angle. The spatially resolved 

internuclear distance and angular distribution of the atom pairs are displayed in the 

experimental MPDFs, which are in good agreement with the simulated MPDFs at 

corresponding time delays are shown in figures 4.9 (k-o).  
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Figure 4.9: Diffraction patterns and modified pair distribution functions (MPFDs). (a-e) 

normalized diffraction-difference pattern ∆𝐼mol(𝒔, 𝑡)/𝐼atom corresponding to the features 

marked in figure 4.7 at five different time delays (a) t=0 ps, (b) t= 166.8 ps, (c) t= 168.8 

ps, (d) t= 335.5 ps, (e) t= 337.7 ps. The data inside of the black circle is extrapolated to 

zero at s=0. (f-j) The experimentally retrieved MPDFs corresponding to the diffraction 

patterns in (a-e). The atom pairs are marked for each pair distribution function in (f). (k-o) 

The simulated MPDFs at the same time delays as the experimental data. The direction of 

the laser polarization is along Z axis, and R⊥ = √X
2 + Y2. (This figure is reproduced from 

ref. [114], with the permission of APS Publishing.) 

We calculated the simulated MPDFs by applying the Fourier inversion, followed by the 

Abel inversion, to the simulated 𝐼mol(𝒔, 𝑡)/𝐼atom. The simulated 𝐼mol(𝒔, 𝑡) is calculated by 

averaging the single molecule scattering intensity at different orientations, parametrized 

with Euler angles, by the MOD calculated by numerical solution of TDSE. Figures 4.9 (f), 
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(g), (j) show that atom pairs FI and CI are aligned along the polarization direction of the 

laser field (Z axis), yet CF is anti-aligned, which is expected for the alignment of prolate 

symmetric top molecules. Figure 4.9 (h) (i) show that FI and CI are anti-aligned to the laser 

excitation, while CF is aligned to it. The signals with an internuclear distance below 1 Å 

in figure 4.9 (g), (h), (j) are from the residual background of the diffraction-difference 

pattern discussed in [69], which are spatially separated from the signal of the atom pairs.   

4.4.4 Molecular orientation distribution 

 

Figure 4.10: Converting a MPDF to the polar representation. MPDF calculated from the 

experimental diffraction pattern at t=0.  (b) The MPDF is converted into its polar 

representation with angle α as the horizontal axis and interatomic distance as the vertical 

axis.  

The MPDF is converted into a polar representation to extract the angular distribution of FI, 

shown in figure 4.10. We integrate the intensity distribution from FI, in figure 4.10 (b), 

along the vertical axis within a width of 1/e from the peak at a certain α to obtain 𝑔FI(𝛼), 

which is normalized by  ∫ 𝑔FI(𝛼) sin 𝛼 𝑑𝛼 = 1
𝜋

0
. The extracted 𝑔FI(𝛼) at t=0 and retrieved 
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𝜌1(𝜃) with methods described in section 4.4.1 are shown in figure 4.11. The MOD, as 

expected, is significantly narrower than the angular distribution of FI.  

 

Figure 4.11: The experimentally determined angular distribution gFI(α, t=0) of atom pair 

FI in blue, and the retrieved probability density distribution ρ1(θ) in red. (This figure is 

reproduced from ref. [114], with the permission of APS Publishing.) 

We retrieved the MOD from the experimental diffraction patterns and calculated the 

theoretical MOD at the five-time delays labeled in figure 4.8, which are shown in figure 

4.12. The theoretical MOD is directly calculated from the wave packets obtained by 

numerically solving the TDSE. Figure 4.12 (a) (b) (e) show that the peaks of MODs are 

localized around 𝜃 = 0, 𝜋, indicating alignment along the polarization direction of the laser 

field, while the peaks of MODs in (c) (d) are localized at θ=π/2, referring to the anti-

alignment. The comparison of the experimental and theoretical MODs demonstrates a very 

good agreement. The small discrepancies between the experimental and theoretical MODs 

at θ=π/2 in figure 4.12 (c) and (d) are because of the noises at 𝑔FI(𝛼 = 0, 𝜋) shown in 

figure 4.9 (h) and (i) that lower the amplitude of 𝑔FI(𝛼). 
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Figure 4.12: Experimentally retrieved ρ1(θ, t) of the CF3I molecules (in blue) and 

corresponding simulated counterparts at 5-time delays (in red). (a) t=0 ps, (b) t= 166.8 ps, 

(c) t= 168.8 ps, (d) t= 335.5 ps, (e) t= 337.7 ps (This figure is reproduced from ref. [114], 

with the permission of APS Publishing.) 

We retrieved the MOD of the laser induced CF3I alignment from the prompt alignment to 

the full revival, shown in figure 4.13 (a). The dynamics of the alignment of the molecular 

ensemble are clearly demonstrated by the temporal evolution of the MOD. The 

theoretically calculated temporal evolution of MOD is shown in figure 4.13 (b) as a 

comparison. The theoretical MOD is calculated directly from the coefficients of the wave 

packets obtained by solving the TDSE. The retrieved MOD is in good agreement with the 

theoretical counterpart. The time step of the data around the revivals is 250 fs and is 500 fs 

for the data between the two revivals. A weak, oscillatory alignment signal shows up in the 

theoretical MOD around the ¼ and ¾ of the full revival period, which is not captured in 

the experimental data, because of the coarse sampling and lower signal-to-noise level of 

the signals in the experiment. Three close-ups of the experimentally retrieved MOD 

evolution at prompt alignment and the revivals are displayed in figure 4.13 (c), (d), and (e) 

and the corresponding calculated counterparts are shown in figure 4.13 (f), (g) and (h). 

Quantization of rotational energy levels in the rotational wave packets result in the 

alignment revivals. The molecules are first aligned along the direction of laser polarization 
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in the half revival, followed by anti-alignment, as shown in figure 4.13 (d). The alignment 

process is reversed in the full revival, shown in figure 4.13 (e). The experiment accurately 

captures the dynamics of molecular alignment induced by an ultrafast laser pulse and is in 

good agreement with the theoretically calculated results.  

 

Figure 4.13: Comparison of experimental and theoretical MOD. (a) Temporal evolution of 

MOD retrieved from experimental data. (b) Theoretically calculated MOD. (c-e) The close-

up of experimentally determined MOD at the prompt, half, and full revivals, respectively. 

(f-h) are the close-ups of the calculated MOD at the corresponding revivals in (c-e).  (This 

figure is reproduced from ref. [114], with the permission of APS Publishing.) 
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4.5 Isotope detection with impulsive laser-induced alignment   

Gas phase ultrafast electron diffraction (UED) has been proven to be a powerful tool to 

determine the structure [203, 204] and structural changes of isolated molecules on 

femtosecond and picosecond time scales [54, 205, 206]. Gas phase UED has been used to 

successfully capture the rotational dynamics of molecules impulsively aligned by 

femtosecond laser pulses [19, 32], in which the angular distributions and interatomic 

distances can be retrieved. In addition, diffraction patterns from aligned molecules allow 

for the retrieval of three-dimensional molecular structures [55, 207]. UED is directly 

sensitive to the internuclear distance and angular distribution of atom pairs in the molecule. 

However, not all internuclear distances can be experimentally resolved because of the 

limited spatial resolution of the measurement that results from the low signal-to-noise level 

of the data at high momentum transfer and the limited dimension of the detector. The 

electron scattering signal is determined by the charge distribution in the molecule [208]. 

Thus, it is not directly sensitive to the neutrons in the molecule and cannot differentiate 

different isotopologues (molecules where one or more nuclei are substituted by its isotopes).  

We show here that it is possible to distinguish isotopologues by analysis of the rotational 

dynamics of the molecular ensemble induced by a femtosecond laser pulse. Mass 

spectrometry has been a sophisticated method to identify isotopologues but is not sensitive 

to the structures [69]. The advantage of a gas phase UED measurement is that it can 

determine the structure and isotopic composition in a single measurement. We demonstrate 

that gas phase UED is able to determine the abundance of 35Cl and 37Cl in a sample of 

CH3Cl molecules by analyzing the temporal evolution of the anisotropy.  
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Rotational wave packets are produced through the interaction between the induced dipole 

and the ultrafast laser field, resulting in a prompt alignment of molecular ensemble, 

followed by dephasing and revivals of alignment. In case of linear and symmetric top 

molecules, quantization of rotational energy levels in the wave packets produces periodic 

revivals where the MOD changes between the alignment and anti-alignment [19, 117, 157]. 

The period of the MOD is determined by the moment of inertia, which is sensitive to the 

masses of the constituent atoms and structure of the molecule. Therefore, the measurement 

of the revival period in the nonadiabatic molecular alignment can be used to determine the 

isotope substitution in molecules. While we demonstrate an accurate measurement of the 

relative abundance of CH3
35Cl and CH3

37Cl, which are symmetric top molecules, in a 

mixing gas phase sample, this technique in principle can be applied to asymmetric top 

molecules and can be used to identify molecules with small differences in their moments 

of inertia. This new methodology adds another capability to the existing technique of 

ultrafast electron diffraction. 

4.5.1 Experimental measurement 

We use the keV-UED instrument to capture the rotational revivals of the chloromethane 

isotopologues CH3
35Cl and CH3

37Cl induced by an infrared ultrafast laser pulse. The 

chloromethane sample was purchased from Sigma-Aldrich with chemical purity ≥ 99.5%. 

The diagram of the experiment has been shown in section 4.1. The pulse energy of pump 

laser is 0.8 mJ, the pulse duration is 200 fs, and the overall temporal resolution is around 

300 fs. The chloromethane is mixed with helium at a ratio of 1:1, and the sample is 

introduced into the chamber using a de Laval nozzle with a backing pressure of 900 torr.  
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In section 3.2.4, we have shown that the quantazation of rotational energy levels results in 

the periodic revivals for linear and symmteric top molecules. The period of the revivals is 

given by [191, 196] 

𝒯 =
𝜋ℏ

𝐶e
=
2𝜋𝐼cc

ℏ
,                                                     (4.8) 

where 𝐼cc is the principal moment of inertia of the molecule corresponding to the principal 

axis that is perpendicular to the symmetry axis of the CH3Cl molecule. Here we derive the 

change of the revival period due to the isotope substitution. We use the rigid molecule 

approximation and assume that the two isotopologues have the same structure. Figure 4.7 

(b) can be used to calculate 𝐼cc, with fluorine being replaced by hydrogen, and iodine by 

chlorine. The z axis is along the symmetry axis of the molecule (C-Cl), with x and y axes 

perpendicular to it, and the origin is at the center of mass of the molecule. The moment of 

inertia is 

 𝐼𝑐𝑐 = ∑ 𝑚𝑘(𝑧𝑘
2 + 𝑦𝑘

2)𝑘  ,                                          (4.9) 

where k indicates all the constituent atoms. The mass change of the isotope is small 

𝛿𝑚Cl 𝑚Cl⁄ ≅ 0.057 and the change of the coordinates is |𝛿𝑧k 𝑧k⁄ | ≤ |𝛿𝑧Cl 𝑧Cl⁄ | ≅ 0.046. 

Thus, we calcualte the variation of 𝐼cc by keeping only the first order terms, given by 

𝛿𝐼𝑐𝑐 = 𝛿𝑚Cl ∙ 𝑧𝐶𝑙
2 + 2∑ 𝑚𝑘 ∙ 𝑧𝑘 ∙ 𝛿𝑘 𝑧𝑘,   

where 𝛿𝑚𝑘 = 0 for 𝑘 ≠ Cl, 𝑦Cl
2 = 0 and 𝛿𝑦𝑘

2 = 0 are used to obtain the above equation. 

Also, the shift of  𝑧𝑘 due to the change of the center of mass shows that 𝛿𝑧𝑘 = −𝛿𝑧MC, 

where 𝛿𝑧MC is the shift of the center of mass. The origin of the coordinate system is at the 

center of mass, leading to  ∑ 𝑚𝑘 ∙ 𝑧𝑘 = 0𝑘  and 𝛿𝐼cc = 𝛿𝑚Cl ∙ 𝑧Cl
2 .  Therefore, change of the 

rotational period 𝛿𝒯 is given by 
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𝛿𝒯 =
2𝜋

ℏ
∙ 𝛿𝐼cc = 

2𝜋

ℏ
∙ 𝑧Cl
2 ∙ 𝛿𝑚Cl,                                      (4.10) 

where |𝑧Cl| is the distance from the Cl atom to the center of mass of the molecule. 

 

Figure 4.14: Temporal evolution of anisotropy. (a) Theoretically calculated anisotropy of 

CH3
35Cl and CH3

37Cl using the laser parameters from the experiment and assuming the 

rotational temperature of the molecular ensemble to be 50 K. (b) Simulated anisotropy 

contributed from the two isotopologues by using eqn. (4.11). (c) Experimental anisotropy 

Aex(t). The revival indices are listed at the top of graph (b). The simulated anisotropy is 

scaled by an excitation ratio of 0.45, which indicates the percentage of excited molecules 

in the interaction region. (This figure is reproduced from [196]; used under the terms of the 

Creative Commons Attribution 4.0 licence.) 

The temporal evolutions of the simulated anisotropy for CH3
35Cl and CH3

37Cl displayed 

together in the same graph are shown in figure 4.14 (a). The structure of the isotopologues 

are optimized with ORCA [185] and the level of theory (B3LYP, DEF2-SVP).  The laser 



128 
 

parameters in the experiment are used to solve the TDSE and rotational temperature of the 

molecular ensemble is assumed to be 50 K based on previous operation of the gas jet. The 

MOD and degree of alignment can be obtained from the coefficients of wavepackets and 

the weight factor determined by Boltzmann distribution and nuclear spin statistics. The 

simulated diffraction pattern at each time delay is calculated by averaging the scattering 

intensity of a single molecule, which is parametrized by the Euler angles, with the 

theoretically calculated MOD. The anisotropy of each simulated diffraction pattern is 

calculated using eqn. (4.1) with the range 1.4 Å -1 < s < 3 Å -1 and an opening angle of 60 

degrees for the horizontal and vertical cones. The maximum degree of alignment at the 

revival peak is 0.45. The revivals in the time dependent signal from the two isotopologues 

overlap in the prompt peak and the first few revivals since their difference is much smaller 

than the duration of each revival. The difference in the revival periods can be seen more 

clearly as the revival index increases.  

The relative abundances of 35Cl and 37Cl are 75.76% and 24.24% respectively according to 

the previous reports in [209-211]. In order to compare with the data, the simulated 

anisotropy contributed from CH3
35Cl and CH3

37C, shown in figure 4.12 (b), is calculated 

by  

Atotal(t) = 75.76% × ACH335Cl(t) + 24.24% × ACH337Cl(t).                (4.11)    

The temporal evolution of anisotropy calculated from the experimental data is shown in 

figure 4.14 (c). The indices for revivals are listed at the top part of figure 4.14 (b). The 

excitation factor is determined to be 0.45 by the comparison of the amplitudes of the 

experimental Atotal(t) to the simulated counterpart. For better comparison between the 

simulation and experiment, the simulated anisotropy, figure 4.14 (a) and (b) are scaled by 
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an excitation factor of 0.45, indicating 45% of the molecules in the interaction region are 

excited. The experimental signal is in good agreement with the simulated anisotropy signal 

in figure 4.14 (b).  

The acquisition time of each experimental image is 8 seconds, and we use a variable time 

step for each scan, in which a time step of 133.33 fs is used for the revivals and 3.33 ps for 

the region between the revivals. As figure 4.14 (c) shows, the signal has a complex structure 

in the first few revivals due to the overlapping of the revivals from the two isotopologues. 

However, the revivals begin to separate in time and a double revival structure shows up in 

the signal for time delays longer than 200 ps. The two revivals have different amplitudes 

due to the different abundance of the two isotopes. 

We now demonstrate that the rotational periods, mass difference, and relative abundance 

of the two isotopologues can be determined by the temporal evolution of the experimental 

anisotropy Atotal(t). The revival period from laser aligned CH3
35Cl and CH3

37Cl can be 

calculated by using the time delay and the indices of revivals, formulated as  

𝒯 =
Δ𝑡

Δ𝑛
 ,                                                         (4.12) 

where Δ𝑡 is the difference of time delays at two revival peaks in Aex(t) and Δ𝑛 is the 

difference of revival indices. The rotational periods of the two isotopologues are shown in 

table 1. By using eqn. (4.10) and (4.12), we can calculate the mass difference of the two Cl 

isotopes, denoted as 𝛿𝑚Cl, shown in table 1.  

The relative abundance of the two isotopologues can be determined by using the relative 

amplitudes of their anisotropy signals, shown in figure 4.14 (c), at longer time delays where 

the two revival peaks are separated. At these longer time delays, the main revival peaks are 
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separated, whereas there is still some overlapping of the smaller features around the revival, 

which needs to be corrected. A close-up of the revivals with index 0 and ½ are shown in 

figure 4.15 (a), and revivals 4½ and 5 in figure 4.15 (b). The time at the peak of the 0th 

revival is defined to be t = 0, and 𝑡1, 𝑡2, 𝑡3 are time delays of the peak at revival ½, the main 

peak and minor peak of revival 4½, respectively. The main peak and minor peak of index 

4½ are separated, whereas the anisotropy at 𝑡3 is not only from CH3
37Cl but also is affected 

by the base line of the main peak at 𝑡2.  

 

Figure 4.15: Anisotropy at different times. (a) The revival 0 (left) and ½ (right). The time 

delay of the peak in revival ½ is t1, and the anisotropy at time delay 𝑡1 + 𝑡3 − 𝑡2  is 

Aex(𝑡1 + 𝑡3 − 𝑡2). (b) The revival 4½ (left) and 5 (right). The main peak is from the revival 

of CH3
35Cl and the minor one is mostly from CH3

37Cl. The time delay and anisotropy at 

the peak of the CH3
35Cl revival are 𝑡2, Aex(𝑡2), respectively. The time delay and anisotropy 

at the peak of the CH3
37Cl revival are 𝑡3, Aex(𝑡3), respectively.  (This figure is reproduced 

from ref [196]; used under the terms of the Creative Commons Attribution 4.0 licence.) 

The anisotropy at 𝑡3 in figure 4.15 (b) is contributed from two parts. The major portion is 

from the signal of CH3
37Cl, and the other part is the base line at 𝑡3 − 𝑡2 after the peak at 𝑡2 
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from the signal of CH3
35Cl. We use the anisotropy value of revival ½ at 𝑡1 + 𝑡3 − 𝑡2 in 

figure 4.15 (a), in which the two revivals are well overlapped in time (timing difference is 

0.22 ps), to estimate the base line for the anisotropy at 𝑡3 in figure 4.15 (b). 

By assuming the abundance ratio of CH3
37Cl to CH3

35Cl to be 𝑝: 1, we can calculate the 

anisotropy contribution from CH3
35Cl at 𝑡3 to be 

1

𝑝+1
Aex(𝑡1 + 𝑡3 − 𝑡2) and the anisotropy 

from CH3
37Cl at 𝑡3  to be Aex(𝑡3) −

1

𝑝+1
Aex(𝑡1 + 𝑡3 − 𝑡2). The anisotropy at 𝑡2  is from 

CH3
35Cl and has a value of  Aex(𝑡2). The ratio of the two anisotropies should be equal to 

p:  

Aex(𝑡3)−
1

𝑝+1
Aex(𝑡1+𝑡3−𝑡2)

Aex(𝑡2)
= 𝑝 .                                      (4.13) 

The solution of p can be found by solving the quadratic equation, and Aex(𝑡) is determined 

by the experimental measurement, shown in figure 4.14 (c). The solution of p is  

𝑝 =
Aex(𝑡3)−Aex(𝑡2)+√[Aex(𝑡3)−Aex(𝑡2)]

2−4Aex(𝑡2)[Aex(𝑡1+𝑡3−𝑡2)−Aex(𝑡3)]

2Aex(𝑡2)
 .        (4.14)                               

The abundance ratio is calculated using eqn. (4.14) and listed in table 1. The experimental 

results of the rotational periods, mass difference and abundance ratio of the isotopologues 

are average measurements of three independent measurements, and the uncertainty, which 

is the standard deviation of the measurements, indicates the meaningful range of the results 

determined by the experiment.  The measurement could be improved by increasing the data 

acquisition time and capturing the anisotropy evolution at longer time delays such that the 

revivals are well separated. The theoretical calculation of the rotational periods, isotopic 

mass difference, and abundance ratio from ref. [209-211] are listed in table 4.1 for 
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comparison. The experimental measurements are in good agreement with the theoretical 

calculations and previous reports.  

Table 4.1. Comparison of experimental results to theoretical calculations or values given 

in literature. Experimental measurement and theoretical calculation, or previous reports in 

ref. [209-211], of the rotational period, mass difference, and abundance ratio of CH3
37Cl to 

CH3
35Cl.  (This table is reproduced from [196]; used under the terms of the Creative 

Commons Attribution 4.0 licence.) 

 𝒯CH335Cl (ps) 𝒯CH337Cl (ps) 𝛿𝑚Cl (amu) Abundance ratio p 

Measurement 38.08±0.11 38.79±0.08 2.28±0.44 0.347±0.022 

Theory or literature 38.13 38.73 2.00 0.320 

By capturing the dynamics of impulsively aligned molecules with UED, we are able to 

determine the isotopic composition in a sample of gas phase molecules. The rotational 

period, mass difference, and relative abundance were determined from experiment in 

chloromethane with 35Cl and 37Cl isotopes. This technique in principle could be used to 

differentiate molecules with small differences in their moments of inertia and is not limited 

to only linear and symmetric top molecules. For asymmetric top molecules, there is no 

periodic revival structure. However, the dynamics of the revival spectra are still sensitive 

to the moment of inertia of the molecule [123]. The nonadiabatic laser-induced alignment 

of asymmetric top molecules can be produced in the same manner with an ultrafast laser 

pulse, and the temporal evolution of the anisotropy can be captured by UED. By comparing 

the measurements to the simulations, the moment of inertia of each isotopologue in the 

sample can be determined.  
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4.5.2 Discussions 

The technique could also be used to determine the end products of a reaction more 

accurately with small structural differences. In cases when a reaction produces multiple 

products, it is challenging to determine the end products of the reaction based on UED data 

alone because it consists of the superposition of the diffraction signal from all products. It 

has been shown that this problem can be circumvented by combining UED and mass 

spectrometry measurements in ref. [69]. When combining two different measurements, it 

is always a challenge to match the experimental conditions exactly. An alternative method 

would be to carry out two measurements using a UED setup. In this scenario, a reaction is 

triggered by a laser pulse and is probed by an electron pulse in a UED configuration. A 

second laser pulse could be brought in to impulsively align the products after the reaction 

is completed. Different products would show different revival structures. The combination 

of the UED signal and the moment of inertia of the products from the rotational dynamics 

would help to accurately determine the outcome of a reaction when multiple products are 

present. The interpretation of the measurements could be more challenging if the reaction 

products are in highly excited vibrational states, which might modify the revival structure. 

However, in most cases it should be possible to identify at least some of the reaction 

products.  

Another possible application would be to bring in the second laser pulse (the alignment 

pulse) during the reaction as a way to determine the timescale for product formation. Here, 

one would expect to see the rotational revivals of the products only if the alignment pulse 

is applied after the products are formed. Thus, the time delay between the pump and 
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alignment laser pulses could serve as a probe of the reaction timescale to enhance the 

temporal resolution of UED experiments.  
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Chapter 5   

Ultrafast electron diffraction of ionized toluene molecules produced by a 

near-infrared strong laser field 

Portions of this material have previously appeared in the publication [69].  

5.1 Introduction  

The toluene system (C7H8) has been investigated extensively in recent years by the use of 

mass spectrometry, such as the exploration of the isomer pathway of C7H7
+ [212-218]. 

Multiple fragments can be generated, and structure rearrangement reactions take place 

during the ionization of toluene, including the sigmatropic shifts of hydrogen atoms and 

the formation of the symmetric 7-ring tropylium cation (see figure 5.1). The ionization 

products and the corresponding yields produced from intense laser fields depend on the 

laser intensity [219-222] and wavelength [223]. Mass spectrometry is able to differentiate 

different ionization products by mass but is unable to identify isomers alone. Therefore, 

measurements by mass spectrometry are often combined with other experimental methods 

to determine isomers, such as Coulomb explosion imaging [224]. Gas phase electron 

diffraction has recently been combined with synchronous mass spectrometry to study 

molecular structure and intermolecular inversions [225, 226]. Electron diffraction has also 

been used to investigate the structure of cluster ions captured in a Paul trap [227-230]. Gas 

phase ultrafast electron diffraction (UED) has been proven to be a powerful tool to 

determine the structure of neutral molecules and to capture molecular structural dynamics 

induced by femtosecond laser pulses with great details, but there has not been reports of 

gas phase ionized molecules studied with UED. 
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Figure 5.1: Three-dimensional models of some of the products generated from toluene 

ionization. The structures were calculated using the methods described in section 5.4.2. 

The fragments are: (a) (C4H4
+,C3H4

+),  (b) (C6H5
+,CH3

+),  (c) (C5H3+,C2H3
+),  (d) tropylium 

Tr+,  (e) benzylum (Bz+), and  (f) ionized toluene (Tol+). (The figure is reproduced from 

Faraday Discuss., 2021, 228, 39 DOI: 10.1039/D0FD00125B) 

Gas phase UED experiments for ions are more challenging when compared to UED 

experiments with neutral gas phase molecules. The first challenge is that ionization in the 

gas sample generates a plasma which distorts the incident electron beam through the 

plasma lensing effect [231]. The second challenge is that the electron scattering theory 

based on the independent atom model (IAM) is not a good approximation to describe the 

electron diffraction from ions. The IAM scattering theory [60] approximates the scattered 

wavefunction as a sum of the scattering from the constituent atoms making up the molecule, 

which neglects effects of bonding electrons and any net charge. Corrections have been 

made to improve the IAM scattering theory by inducing the bonding effect to determine 

the structure of neutral molecules more accurately [232]. However, for scattering from ions, 

there is no straightforward way to make corrections for the net charge since the charge 

might not be localized in one of the constituent atoms but may instead be diffused across 

the molecule. Thus, an ab-initio scattering calculation is necessary.  
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Here we present an experimental investigation of ionization, fragmentation and 

isomerization of toluene molecules produced by a near-infrared strong laser field. The ionic 

products and fragments from the laser-induced ionization of toluene molecules are 

measured using gas phase keV-UED and momentum-resolved coincidence time-of-flight 

ion mass spectrometry (TOF-MS). The TOF-MS measurement determines the mass-to-

charge ratio, momentum, and yield of each ion product, but is not sensitive to structure of 

the products. For example, it cannot differentiate the C7H7
+ isomers tropylium and 

benzylum (see figure 5.1). In the measurements of keV-UED, electrons are scattered from 

the products a few picoseconds after the ionization of toluene molecules produced by the 

strong laser field. The diffraction signal consists of neutral molecules and multiple ionic 

products. Since there are multiple products with unknown structures present, unambiguous 

determination of molecular structures is generally not possible. Therefore, we use the TOF-

MS measurement to identify the most abundant products, which is helpful to determine the 

structures for analysis of the UED results. Based on the TOF-MS measurements, we 

perform ab-initio computation to determine the structure of each product using the level of 

theory (complete active space self-consistent field, CASSCF), and then conduct an ab-

initio scattering computation to simulate the electron scattering from each product. By 

comparing the measured signal to the simulated scattering signals, the UED measurement 

is able to determine the relative yields of different fragments, including isomers, which is 

in good agreement with the TOF-MS measurement. The UED result is in good agreement 

with the ab-initio scattering calculation, while the electron diffraction calculation based on 

the IAM is not able to provide a good approximation for scattering from ions. This work 

establishes a method to conduct UED measurement from ions, and to combine the 



138 
 

measurement from TOF-MS and UED. It shows that electron diffraction from ions cannot 

be accurately described with the electron scattering theory based on the IAM but is in good 

agreement with the ab-initio scattering calculation.  

5.2 Experiment 

A brief introduction of the UED and TOF-MS is given in this section. 

5.2.1 Ultrafast electron diffraction 

 

Figure 5.2: Diagram of the UED experiment. An ultrafast, near-infrared laser pulse is used 

to produce the ionization and fragmentation of toluene molecules, and an electron pulse is 

used to probe the products. The arrow indicates the polarization of the laser field. The 

toluene sample is introduced into the chamber using a nozzle with an orifice of 50 µm. The 

toluene molecules are seeded in helium as a carrier gas and the ratio of helium to toluene 

is 6 to 1.  (This figure is modified from  ref. [114], with the permission of APS Publishing.) 

The keV-UED instrument has been described in detail in chapter 2, 4 and ref. [26, 32]. We 

use an ultrafast near-infrared laser pulse to ionize the toluene molecules, and an electron 
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pulse with a kinetic energy of 90 keV to probe the products generated from the ionization 

and fragmentation. The time delay between the laser and electron pulses is controlled by a 

translational optical stage. Figure 5.2 shows the diagram of the interaction region of the 

experiment. The toluene sample is seeded in helium with a helium to toluene mixture ratio 

of 6 to 1, which is introduced into the chamber using a nozzle with a 50 µm diameter orifice. 

The total backing pressure in the nozzle is 140 torr, and the diameter of the gas jet at the 

interaction region is estimated to be 350 µm (FWHM). The gas jet is perpendicular to the 

plane made up of the electron and laser beams, with the laser incident at an angle of 60° 

with respect to the electron beam.  

To increase the laser intensity on the sample, we use here an untilted laser pulse, instead of 

the titled pulse demonstrated in chapters 2 and 4, to create the ionization and fragmentation 

of toluene molecules. The laser pulse has a temporal duration of 50 fs (FWHM), an energy 

of 1.2 mJ and a spot size of 100 µm (H) × 170 µm (V) FWHM on the sample. The peak 

intensity of the laser pulse is 116 ± 20 TW/cm2. The peak laser intensity is obtained based 

on measurements of the pulse duration, laser pulse energy, beam size, and assumption of 

Gaussian temporal and spatial profiles. The uncertainty in the peak intensity is due to the 

uncertainty in the measurement of the beam size. The overall temporal resolution of the 

experiment is estimated to be 600 fs based on the diameters of the laser and electron beams, 

and the angle between the laser and electron beam. The resolution of keV-UED is 

dominated by the temporal broadening due to the group velocity mismatch between the 

electron and laser pulses [30], which can in principle be improved by using a tilted laser 

pulse [32]. The spatial overlap of the gas jet, laser, and electron pulses is determined by 

the maximum florescence intensity generated by focusing the laser beam onto the gas jet, 
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described in chapter 2. The temporal overlap of the laser and electron pulses is obtained by 

using the plasma lensing effect. The transmitted electron beam is blocked by a copper beam 

stop held by a thin metal wire. The electron diffraction signal is recorded using a phosphor 

screen which is imaged onto an electron-multiplying charge-coupled device (EMCCD). 

5.2.2 Momentum-resolved coincidence ion time-of-flight mass spectrometry 

We use a complementary momentum-resolved coincidence ion time-of-flight mass-

spectrometry (TOF-MS) to determine the ionic products generated from the strong-field 

ionization of toluene molecules with the laser peak intensity similar to that used in the keV-

UED experiment. The TOF-MS instrument has been reported in ref. [69, 233], and the only 

difference is that the laser beam in this experiment is not split into pump and probe pulses. 

Briefly, a linearly polarized ultrafast laser pulse is focused on a gaseous toluene sample 

with a 75 mm back-focusing spherical mirror. The focal spot diameter (1/e2) of the laser 

beam is estimated to be ~ 3 µm. The laser pulse duration in the experiment is measured to 

be 29 fs. The laser peak intensity can be adjusted ranging from 30 to 220 TW/cm2 to 

produce the ionization of toluene molecules. The toluene sample is introduced 

continuously into the chamber as a supersonic molecular beam with a 30 µm flat nozzle 

and is collimated by a series of skimmers and apertures that separate the expansion 

chamber from the interaction chamber. The molecular beam is mixed with 250 torr of 

helium as a carrier gas. The molecular beam is crossed by the laser beam at an angle of 90°, 

and the diameter of the molecular beam at the interaction region is about 4000 m. Ions 

generated from the strong field ionization of toluene molecules are detected by using a 

COLTRIMS-type [234, 235] ion momentum imaging spectrometer with a uniform electric 

field with a strength of 125 V/cm. The electric field is parallel to the laser polarization to 
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guild all the ions emitted in the full 4π solid angle to a temporal-spatially sensitive delay-

line anode microchannel plate (MCP) detector with a -2950 V bias at the front of the 

detector, which provides an approximately uniform detection efficiency for all ions 

independent of their mass-to-charge ratio. The amplified MCP and delay-line signals for 

all ions are processed by a constant fraction discriminator and a multi-hit, time-to-digital 

converter and are recorded shot-by-shot in a list-mode event file. The mass-to-charge ratio 

and three-dimensional momentum of each ion are determined from the time-of-flight and 

hit positions on detector with the assumption of classic motion in the homogeneous electric 

field of the spectrometer. 

5.3 Theory 

5.3.1 Electron scattering based on IAM 

The theory of electron scattering has been described in detail in chapter 1. Based on the 

approximation of the IAM, the elastic scattering from a neutral molecule is given by 𝐼(𝑠) =

|∑ 𝑓𝑗(𝑠) exp(−𝑖𝐬 ∙ 𝒓j)
𝑁𝑎 
𝑗=1 |

2
, where 𝑁𝑎  is the total number of constituent atoms in the 

molecule, 𝑓j(𝑠)  is the atomic scattering amplitude of the jth atom, s is the vector of 

momentum transfer with magnitude 𝑠 = 4𝜋

𝜆
sin(𝜃

2
), θ is the scattering angle, λ is the de 

Broglie wavelength of the electron wave and  𝒓j is the location of the jth atom. The total 

electron scattering cross-section of a randomly oriented molecular ensemble is obtained by 

averaging over all possible orientations of the molecules. The total scattering cross-section 

𝐼total can be separated into the atomic scattering term 𝐼at and molecular scattering term 

𝐼mol. The modified scattering intensity 𝑠𝑀 is defined by using the  𝐼at and 𝐼mol to highlight 
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the information of the molecular structure encoded in 𝐼mol. The scattering intensities are 

given below: 

𝐼total = 𝐼at + 𝐼mol ,                                                     (5.1) 

                                      𝐼at = ∑ |𝑓𝑗(𝑠)|
2𝑁𝑎 

𝑗=1 ,                                                     (5.2) 

𝐼mol = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁𝑎 
k=1,j≠k

𝑁𝑎 
j=1  ,                                (5.3) 

𝑠𝑀 =
𝑠𝐼mol

𝐼at
 ,                                                              (5.4) 

where 𝑟jk  is the distance between jth and kth nucleus, and ∗  stands for the complex 

conjugate. To investigate the change of the molecular structure experimentally, we 

calculate the diffraction-difference intensity, formulated as ∆𝐼(𝑠, 𝑡) = 𝐼total(𝑠, 𝑡) −

𝐼total(𝑠, 𝑡ref) ≅ ∆𝐼mol(𝑠, 𝑡), where 𝑡ref  refers to the time before the arrival of the reaction-

initiating laser pulse. 𝐼total(𝑠, 𝑡ref) is a reference diffraction pattern used to remove the 

atomic scattering intensity and most of the experimental background. Correspondingly, we 

can define the ∆𝑠𝑀 as  

∆𝑠𝑀 =
𝑠∆𝐼mol(𝑠,𝑡)

𝐼at
.                                                    (5.5) 

5.3.2 Ab-initio computation of electron scattering   

The elastic electron scattering intensity of a single molecule has been given by eqn. (1.27). 

Omitting the constants, we can write the total scattering intensity of a single molecule as 

[52, 66, 70, 72] 

𝐼𝑎 =
1

𝑠4
|∫ 𝜌t(𝒓) 𝑒

−𝑖𝒔∙𝒓𝑑𝜏|
2
,                                       (5.6) 
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where 𝜌t(𝒓)  is the distribution of total charge density including both the nuclei and 

electrons, which can be calculated by the molecular electronic wavefunction and the 

geometry of the molecule. Eqn. (5.6) not only provides a better description of the elastic 

electron scattering than the theory based on the IAM, but also enables a correct 

representation of the cationic products generated in the strong field ionization of molecules. 

The distribution of total charge density can be written as  

𝜌t(𝒓) = ∑ 𝑍j𝛿(𝒓 − 𝑹j)j − 𝜌el(𝒓) ,                                     (5.7) 

where ∑ 𝑍j𝛿(𝒓 − 𝑹j)j  is the charge density due to the nuclei in the molecule, 𝑹n is the 

vector indicating the coordinates of the nth nucleus, and 𝜌el(𝒓) is the charge density of the 

electrons. Inserting eqn. (5.7) into eqn. (5.6), we have  

𝑠4𝐼𝑎 = ∑ ∑ 𝑍j
𝑁𝑎 
k=1 𝑍k𝑒

𝑖𝒔∙𝑹jk𝑁𝑎 
j=1 − 2∑ 𝑍j

𝑁𝑎 
j=1 ∫𝜌el(𝒓) cos [𝒔 ∙ (𝒓 − 𝑹j)]𝑑𝜏 + |∫ 𝜌el(𝒓) 𝑒

𝑖𝒔∙𝒓𝑑𝑟|
2
. (5.8) 

The three terms in eqn. (5.8) represent the interferences of the scattered electron 

wavefunctions contributed from different parts of the molecule. The first term is the 

interference of scattered wavefunctions due to the pair of nuclei, which only depends on 

the charge of the nuclei and the vector pointing from jth nucleus to kth nucleus. The second 

term is due to the scattering interaction from the electronic and nucleic charge densities. 

The third term stands for the interference of scattered wavefunctions due to the electron 

charge density distribution. In the electron scattering theory based on the IAM, the 

interference is due to the electron wavefunctions scattered from the constituent atoms of 

the molecule, which does not account for the effect of the chemical bonding and the extra 

charges in the system.  
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For a molecular ensemble with a randomly oriented distribution, the total scattering 

intensity 𝐼total
𝑎  is obtained by the rotational average of eqn. (5.8), given by   

𝑠4𝐼total
𝑎 = ∑ 𝑍jj,k 𝑍k

sin (𝑠𝑅jk)

𝑠𝑅jk
− 2∑ 𝑍jj 〈∫ 𝜌el(𝒓) cos [𝒔 ∙ (𝒓 − 𝑹j)]𝑑𝜏〉 + 〈|∫ 𝜌el(𝒓) 𝑒

𝑖𝒔∙𝒓𝑑𝑟|
2
〉, (5.9) 

where 〈. . 〉 stands for the average over randomly distributed orientations. The analytical 

evaluation of (5.9) using ab-initio molecular wavefunctions can be performed according to 

the methods described in ref. [236, 237]. The ab-initio calculation adequately accounts for 

distortion of the electron density in the molecule due to chemical bonding [238], and is 

valid to describe electron scattering from a charged system and excited molecule. The 

modified diffraction intensity sM can be calculated using the atomic scattering term 𝐼atom, 

and 𝐼total
𝑎 . The molecular scattering term is  𝐼mol

𝑎 = 𝐼total
𝑎 − 𝐼atom. The atomic scattering 

amplitude term can be calculated by using the ab-initio calculated electronic wavefunctions 

and the charge of nuclei.  

5.4 Results 

In this section, we first demonstrate the measurement of TOF-MS, by which the most 

prevalent products of the ionization of toluene molecules are determined. We then show 

the results of the ab-initio electron scattering calculations for products from the toluene 

ionization and fragmentation. Finally, the yield of fragments and isomers are determined 

by fitting the UED measurement to the electron scattering intensity of the most prevalent 

products from the ab-initio calculation.  

5.4.1 Momentum-resolved ion time-of-flight mass spectra  

The momentum-resolved ion time-of-flight mass spectra of the toluene molecules being 

ionized by the strong-field laser are recorded at the peak laser intensity which ranges from 
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30 to 220 TW/cm2. Figure 5.3 shows the TOF spectrum at a peak laser intensity of 130 

TW/cm2. The TOF spectrum shows that strong contributions from the parent ion (C7H8
+), 

parent dication (C7H8
2+), and the parent ion with one hydrogen or proton lost (C7H7

+) are 

observed, and that several broad distributions corresponding to the singly charged CmHn
+ 

fragments (m = 1 to 6, n = 0 to 8) are also present. The broad width of the distribution is 

due to the significant range in the amount of kinetic energy released as a result of the 

fragmentation of the various dicationic intermediate states. Therefore, in the TOF 

spectrum, we can resolve the groups of products with different numbers of carbon atoms 

(m), but we are not able to resolve individual peaks corresponding to a certain number of 

hydrogen atoms (n). The abundances of C7H8
2+, C7H7

+, and each of the CmHn
+ fragment 

groups, which are normalized to that of the C7H8
+ parent ion, for a series of laser peak 

intensities are shown in table 5.1. 

The kinetic energy of the fragments can be obtained by analyzing the detector hit position 

as a function of the TOF, shown in the two-dimensional mass spectrum of figure 5.3. The 

ions that have very low kinetic energies, corresponding to ionic fragments generated by 

dissociative single ionization, are recorded around the center (Y = 0 mm) of the detector, 

and their time-of-flight are approximately equal to the nominal values expected for the 

corresponding mass-to-charge ratio. In most cases, these ions are generated along with one 

neutral fragment that carries the remaining mass. In contrast, fragment ions can be 

generated by the Coulomb explosion of a dication stemming from double ionization of a 

toluene molecule and carry a significant kinetic energy. The distribution of these ions 

spread out in both the detector hit position and the time-of-flight, leading to a ring or disk 

like profile in the two-dimensional spectrum in figure 5.3.  
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Figure 5.3: TOF mass spectrum of ions and two-dimensional spectrum on the detector. The 

1D (top) and 2D spectrum are plotted as a function of ion time-of-flight (bottom) after the 

toluene molecules are ionized by an infrared strong laser field. The peak laser intensity is 

130 TW/cm2. The direction of laser polarization is along the time-of-flight axis. 

Contributions from residual gas are labeled in grey, i.e. N2
+. The spectra contributed the 

parent ion, dication, and the parent ion with one hydrogen loss are cut highlight the 

distribution of fragment ions. The white and black dashed rectangles show the regions of 

interest used to extract the yield of fragments due to the single and double ionization, 

respectively. (This figure is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B) 
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Table 5.1. Abundance of fragment ions normalized to the yield of the C7H8
+ parent ion. 

The time scale of the TOF measurements is on the order of microseconds. (This table is 

reproduced from Faraday Discuss., 2021, 228, 39 DOI: 10.1039/D0FD00125B.) 

I (TW/cm2) CHn
+ C2Hn

+ C3Hn
+ C4Hn

+ C5Hn
+ C6Hn

+ C7H8
2+ C7H7

+ 

220 17.1% 26.3% 30.9% 17.6% 17.2% 2.3% 4.8% 16.0% 

170 8.6% 17.2% 21.0% 12.9% 13.9% 1.8% 3.5% 15.8% 

130 4.7% 11.2% 13.9% 9.1% 10.9% 1.4% 2.5% 15.1% 

90 1.2% 3.7% 5.0% 3.7% 5.7% 0.6% 1.1% 12.3% 

65 0.5% 1.6% 2.4% 1.9% 3.4% 0.4% 0.6% 10.0% 

30 0.4% 0.5% 0.8% 0.7% 1.3% 0.1% 0.1% 6.3% 

Table 5.2. Abundance of fragment ions with high kinetic energies, normalized to that of 

the C7H8
+ parent ion. The peak laser intensity is denoted as I, and the unit is TW/cm2. (This 

table is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 10.1039/D0FD00125B.) 

I (TW/cm2) CHn
+(high) C2Hn

+(high) C3Hn
+(high) C4Hn

+( high) C5Hn
+( high) C6Hn

+ (high) 

220 14.2% 20.2% 22.3% 12.9% 10.5% 0.6% 

170 7.0% 13.6% 15.4% 9.2% 8.0% 0.5% 

130 3.8% 8.9% 10.2% 6.4% 5.8% 0.4% 

90 1.0% 2.9% 3.6% 2.5% 2.4% 0.2% 

65 0.4% 1.2% 1.6% 1.2% 1.2% 0.1% 

30 0.4% 0.3% 0.5% 0.4% 0.4% 0.0% 

The ion signal of each CmHn
+ group from single and double ionizations can be obtained by 

integrating the counts within the regions of interest. For example, for the C4Hn
+ group 

shown in figure 5.3, the data inside the white dashed rectangle indicates the ions with low 
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kinetic energies, and the black rectangle for ions with high kinetic energies. The abundance 

of ions with high and low kinetic energies are given in table 5.2 and 5.3. Note that the 

separation of ion signals with low and high kinetical energies is approximated based on the 

distribution of the spectrum on the detector. A precise measurement of the three-

dimensional momentum and kinetic energy is not possible for signals with different mass-

to-charge ratios since their signals are overlapped on the detector.  

Table 5.3. Abundance of fragment ions with low kinetic energies, normalized to that of the 

C7H8
+ parent ion. (This table is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B.) 

I (TW/cm2) 

 

CHn
+(low) C2Hn

+(low) C3Hn
+(low) C4Hn

+(low) C5Hn
+(low) C6Hn

+(low) 

220 

 

2.9% 6.1% 8.6% 4.7% 6.7% 1.7% 

170 

 

1.6% 3.6% 5.6% 3.6% 5.9% 1.3% 

130 

 

0.9% 2.3% 3.7% 2.7% 5.1% 1.0% 

90 

 

0.2% 0.8% 1.5% 1.3% 3.3% 0.4% 

65 

 

0.0% 0.4% 0.8% 0.7% 2.2% 0.3% 

30 

 

0.0% 0.3% 0.3% 0.3% 0.9% 0.1% 

Nevertheless, the abundances in table 5.2 and 5.3 show that the majority of CmHn
+ 

fragments have high kinetic energies and are therefore created from double ionization, 

except for C6Hn
+ fragments produced at the lower end of the covered intensity range. These 

measurements are in agreement with the analysis of a photoion-photoion coincident 

spectrum, which is not shown here. We use this spectrum and the 2D TOF vs. position 

spectra to identify the most prevalent ion species in each of the CmHn
+ fragment groups, 

which are listed in parentheses for each group below. The strongest fragments for each 
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group are shown in bold font: CHn
+(CH2

+, CH3
+), C2Hn

+(C2H2
+, C2H3

+), C3Hn
+(C3H3

+, 

C3H4
+, C3H5

+), C4Hn
+(C4H3

+, C4H4
+, C4H5

+), C5Hn
+(C5H3

+, C5H5
+, C5H6

+), C6Hn
+(C6H5

+, 

C6H6
+). This information is used to restrict the number of ions and fragment pairs for fitting 

of the UED measurements, explained in the following section.  

5.4.2 Ab-initio calculated electron scattering of fragments 

The fragmentation products of strong laser field induced toluene ionization captured by the 

UED instrument are assumed to be the same as those measured in the TOF-MS, shown in 

table 5.1. Neutral fragments generated from dissociative single ionization cannot be 

measured by TOF-MS, whereas their diffraction signal can be recorded by the UED 

measurement. The abundance of the neutral fragments corresponding to each CmHn
+ group 

can be estimated with table 5.3.  

To simplify the ab-initio calculations, the structure optimization of the fragments after the 

ionization is performed in their respective electronic ground states, even though some of 

the fragments might be generated in electronically and/or vibrationally excited states. An 

accurate computation for fragments at excited states is challenging and is beyond the scope 

of this work. Previous X-ray diffraction experiments [49, 239, 240] have demonstrated that 

the electronic excitation manifests as a secondary contribution to the scattering signal and 

is approximately an order of magnitude smaller than the effect of molecular geometry 

changes. Most of the fragments, many of which are open-shell systems, are expected to 

return to their electronic ground state very quickly. The inclusion of fragments in 

vibrationally excited states is unlikely to make a significant difference in the scattering 

signal. Furthermore, no corrections are made to account for the effect on the electron 

scattering signal due to the vibrational excitation of the fragments, since very little is known 
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about the internal energy with which fragments are born in the photoionization process. 

Previous reports have demonstrated that the effect from vibrational excitation on the 

scattering signal, at least for rigid molecules, is small even at very high temperatures [241, 

242]. Therefore, it is reasonable to model the electron scattering signal of the fragments in 

the experiment by using the structure of the fragments in their ground states.  

Table 5.4. CASSCF level of theory is used for the structure optimization and electron 

scattering intensity computation. The number of active orbitals is denoted by α, and the 

number of active electrons by β. Each fragment is considered to be in its cationic or neutral 

form. The multiplicity of the fragments is changed accordingly. (This table is reproduced 

from Faraday Discuss., 2021, 228, 39 DOI: 10.1039/D0FD00125B.) 

Ions CH3 
+ CH3 CH2

+ CH2 C2H3 
+ C2H3 C2H2

+ C2H2 C3H4
+ C3H5

+ 

(α, β) 8,6 8,7 7,7 7,8 10,11 10,12 10,9 10,10 12,17 12,18 

C3H3
+ C3H2 

+ C3H3 C3H4 C3H5 C3H2 C4H3 
+ C4H4 C4H4

+ C4H5
+ C4H5 

12,16 10,17 12,17 12,18 12,19 10,18 8,10 8,12 8,11 8,12 8,13 

C4H3 C5H6
+ C5H3 C5H6 C5H3

+ C5H5 C5H5 
+ C6H6

+ C6H3 C6H6 C6H3
+ 

8,10 11,15 11,13 11,16 11,12 11,15 10,14 9,11 9,9 9,12 9,8 

C6H5 
+ C6H5 Bz+ CHT+ Tr+ Tol+ Tol2+ Tol H   

8,10 9,11 8,9 8,9 8,8 8,9 8,8 8,10 3,1   

We calculate the geometry of the neutral and ionic fragments in their ground states by use 

of the complete active space self-consistent field (CASSCF) level of theory and 6-311G 

basis sets with the electronic structure package Molpro [243]. The multiconfigurational 
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character of the method correctly accounts for static electron correlation and improves the 

accuracy of the molecular structure in the ground state in comparison to other single 

reference methods. The number of active orbitals (denoted as α) and electrons (β) 

considered in the electron scattering computation of each fragment are listed in table 5.4. 

They are chosen to allow for a multideterminant wavefunction which yields an accurate 

description of the system, while maintaining a balance between accuracy and 

computational time. The electron scattering intensity of each product is calculated using 

the method described in section 5.3.2 and in ref. [236, 238].  

To model the electron scattering from the ionization fragments, we assume that only two 

fragments are produced from one fragmentation event, resulting in a pair of fragments. 

These fragment pairs scatter the high-speed incident electrons in the UED experiment. This 

assumption does not consider the possibility of one event leading to more than two 

fragments, since the contribution to the signal from these events is assumed to be small at 

the given peak laser intensities. The distance between the fragment pairs is long enough 

such that there is no interference produced from the scattered wavefunction between the 

two fragments. Furthermore, according to the TOF-MS measurement, one of the fragments 

is considered to be charged and the other one neutral in the case of dissociation after single 

ionization, and both fragments are charged, when they are formed from double ionization 

and subsequent Coulomb explosion.  

The theoretically calculated diffraction difference signal for a certain fragment pair, i.e., 

C6H5, CH3
+, is given by 

∆𝐼(𝑠) = 𝐼C6H5(𝑠) + 𝐼CH3+(𝑠) − 𝐼toluene(𝑠),                             (5.10) 
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and for benzylum (Bz+, C7H7
+) and hydrogen, ∆𝐼(𝑠) = 𝐼Bz+(𝑠) + 𝐼H(𝑠) − 𝐼toluene(𝑠). The 

corresponding modified diffraction signal is defined as  

 ∆𝑠𝑀(𝑠) =
𝑠∙∆𝐼(𝑠)

𝐼atom_toluene
 ,                                             (5.11) 

where 𝐼atom_toluene is the atomic scattering intensity of the neutral toluene molecule. The 

ab-initio calculation of the electron scattering for fragment pairs is shown in figure 5.4 

using the 𝑠𝑀(𝑠) convention.  

 

Figure 5.4: Theoretically calculated ΔsM(s) of fragment pairs and other ionic products 

using the ab-initio method. (This figure is reproduced from Faraday Discuss., 2021, 228, 

39 DOI: 10.1039/D0FD00125B)  

In the last panel of figure 5.4, the ∆𝑠𝑀(𝑠)  of tropylium (Tr+) is similar to that of 

cycloheptatriene (CHT+), and the ∆𝑠𝑀(𝑠)  of the toluene cation (tol+) is close to the 

∆𝑠𝑀(𝑠) of Tol2+ scaled by a factor of 1/3. Therefore, the ∆𝑠𝑀(𝑠) of fragment pairs can be 
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approximately classified into 6 groups, (C3Hm, C4Hn), (C6Hm, CHn), (C2Hm, C5Hn), (Tr+, 

CHT+), (Tol+, Tol2+), and Bz+.  

The electron scattering intensities of the abovementioned fragment pairs using the theory 

based on the IAM described in section 5.3.1 are shown in figure 5.5 for comparison. The 

most obvious difference is the scattering intensity at the low s values, corresponding to the 

large impact parameters in Rutherford scattering. The ab-initio calculated ∆𝑠𝑀(𝑠) of most 

prominent cations from each group determined by the TOF-MS measurement described in 

section 5.4.1 are used to fit the UED signals, explained in the following section.  

 

Figure 5.5:  Simulated ΔsM(s) for fragment pairs using the diffraction theory based on the 

IAM. (This figure is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B) 

5.4.3 Ultrafast electron diffraction measurements 

In this section, we show the electron diffraction signal of the fragments formed from the 

ionization and fragmentation of toluene induced by the strong laser field. We show the 
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static diffraction pattern of toluene which is taken by setting the arrival time of the electron 

pulse to before that of the laser pulse, corresponding to a negative time delay. We then 

demonstrate the diffraction signal at different positive time delays between the electron and 

laser pulses.  

5.4.3.1 Static diffraction of toluene  

 

Figure 5.6: Static diffraction signal of neutral toluene molecules. The blue curve is the total 

diffraction intensity, denoted as 𝐼total(𝑠) , which is the azimuthal average of the 2D 

experimental diffraction pattern. The red curve is the background fitted using the zeros of 

the theoretical 𝑠𝑀(𝑠), including the atomic scattering and other background scattering. The 

green curve is 𝐼mol(𝑠) , obtained by taking the difference of 𝐼total(𝑠)  and the fitted 

background. The inset shows the molecular structure of toluene. (b) The theoretical (red) 

and experimental (blue) 𝑠𝑀(𝑠) of toluene. The experimental 𝑠𝑀(𝑠) is calculated from the 

experimental 𝐼mol(𝑠) using eqn. (5.4). (This figure is reproduced from Faraday Discuss., 

2021, 228, 39 DOI: 10.1039/D0FD00125B.) 

Figure 5.6 shows the static diffraction signal of toluene in ground state. The circularly 

symmetric 2-dimensional static diffraction pattern is azimuthally averaged to obtain the 1-
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dimensional  𝐼total(𝑠). We use the zero values of the theoretically calculated 𝑠𝑀(𝑠) of 

toluene, which is based on the IAM, to fit and remove a background of the experimental  

𝐼total(𝑠) to obtain the experimental 𝐼mol(𝑠) according to the method described in ref. [3]. 

The removed background consists of the atomic scattering, and most of the experimental 

background scattering and noise. The 𝐼total(𝑠), 𝐼mol(𝑠) and the background being removed 

are shown in figure 5.6 (a). The fitting of the experimental to theoretical 𝑠𝑀(𝑠) is shown 

in figure 5.6 (b). There is good agreement between the experimental and theoretical 𝑠𝑀(𝑠). 

5.4.3.2 Diffraction signal of ions 

The electron scattering at small angles from ions can be distorted by the laser-induced 

plasma through the lensing effect [231], described in section 2.4.2 of chapter 2. 

Macroscopic electric fields are present in the plasma which distort and deflect the incident 

electron beam, preferentially in the direction along the laser polarization [244, 245]. This 

results in a small amount of electron beam leaking out of the beam stop at small s values. 

However, the signal at low s on the detector due to the plasma deflection shows a strong 

anisotropy, while the diffraction signal from the randomly oriented fragments is isotropic. 

We apply a Legendre projection on to the 2D diffraction patterns to get rid of the 

anisotropic contributions and keep the isotropic part of the diffraction intensity. By doing 

so, we are able to remove the plasma-deflected electrons in the diffraction patterns.  

The pump-probe diffraction patterns are recorded at four delay times: -5 ps, 5 ps, 10 ps, 

and 15 ps. The total diffraction intensity 𝐼total(𝑠, 𝑡 = −5 ps) contains scattering from the 

toluene molecules in the ground state and other background signals, such as scattered laser 

light and background electrons, which is used as a reference. The total integration time of 

the diffraction pattern at each time delay is 100 minutes. The procedures of calculating the 
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experimental ∆𝑠𝑀(𝑠) are described below. First, the data behind the beam stop and outliers 

are removed from each image for the analysis, and each image is normalized by the average 

number of data counts within 60 × 60 pixels around s=2.4 Å-1. Second, the 2D diffraction-

difference patterns are calculated by taking the difference between the pattern at positive 

time delays and the reference pattern at -5ps, formulated as ∆𝐼2D(𝑠, 𝑡) = 𝐼2D(𝑠, 𝑡) −

𝐼2D(𝑠, 𝑡ref = −5ps). Third, the Legendre projection is applied to the  ∆𝐼2D(𝑠, 𝑡) to obtain 

the isotropic component in the 2D pattern [246], which is then azimuthally averaged to 

calculate the 1D diffraction-difference intensity ∆𝐼exp(𝑠, 𝑡) and the standard error 𝜎(𝑠, 𝑡) 

at each s. The experimental ∆𝑠𝑀(𝑠) at each time delay is calculated using eqn. (5.11) and 

is shown in figure 5.7. The signal shows larger statistical variations at larger s due to the 

lower signal level.  

 

Figure 5.7: ΔsMexp for different time delays using reference time tref=-5 ps. (a) 5 ps, (b) 10 

ps, (c) 15 ps. (This figure is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B.) 

A residual background shows up in the ∆𝑠𝑀exp, which can be fitted using the zero values 

of the theoretical ∆𝑠𝑀(𝑠), a similar method to the one used to find the background for the 

static diffraction signal of toluene [3]. However, the ∆𝑠𝑀exp  contains more than one 
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structure, as fragments shown in the measurement of TOF-MS. Therefore, we model the 

∆𝑠𝑀(𝑠) by using the linear expansion of the ab-initio calculated ∆𝑠𝑀(𝑠) for fragment 

pairs: (C4H4
+,C3H4

+), (C6H5
+,CH3

+), (C5H3
+,C2H3

+),  Tr+, Bz+ and Tol+, which are the most 

prevalent fragments determined by the measurement from TOF-MS, as shown in section 

5.4.1. The fragments in parenthesis are fragment pairs generated after the breakup of the 

parent ions. All fragments are assumed to have a charged fragment partner since the TOF-

MS measurements show that most of the fragments are generated by double ionization. 

Figure 5.1 shows three-dimensional models of the fragment pairs from the calculated 

structures.  

The fitting procedure is described in the following section of text. The ab-initio calculated 

∆𝑠𝑀(𝑠) of each fragment pair is labeled as 𝑦𝑖(𝑠) for convenience. We construct a linear 

combination of 𝑦𝑖(𝑠) to model the experimental ∆𝑠𝑀(𝑠), formulated as  

∆𝑠𝑀t(𝑠, 𝑐𝑖) = ∑ 𝑐𝑖
𝑛
𝑖=1 𝑦𝑖(𝑠) ,                                          (5.12) 

where n is the number of fragment pairs and ionization products, and 𝑐𝑖 are the coefficients 

to be determined by the fitting, which indicate the amplitude of each component in the 

experiment. To remove the residual background, we use the zero values of ∆𝑠𝑀t(𝑠, 𝑐𝑖) to 

fit a background, denoted as 𝑏(𝑠, 𝑐𝑖), with a 2nd order polynomial. The set of coefficients 

𝑐𝑖 is determined by the minimum of 𝜒2,  given by 

𝜒2(𝑐1, 𝑐2, … , 𝑐𝑛) =
1

𝑁𝑠−𝑛
∑ [

∆𝑠𝑀exp(𝑠)− 𝑏(𝑠,𝑐𝑖)−∆𝑠𝑀t(𝑠,𝑐𝑖)

𝜎(𝑠)
]
2

𝑠 ,             (5.13) 

where the sum is over all the s values in the experimental data, and the number of s values 

is 𝑁𝑠 . The coefficient 𝑐𝑖  gives the abundance of each fragment pair produced after 

ionization and fragmentation of toluene molecules. The sum of the coefficients obtained 
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by the fit, formulated as 𝑒𝑓 = ∑ 𝑐𝑖
𝑛
𝑖=1 , indicates the percentage of the toluene ionized in 

the interaction region. Bootstrapping is used to obtain the standard error of the fitted 

parameters. We use the combined data set, which is the average of the ∆𝑠𝑀exp at three-

time delays, to obtain the ef, and keep it the same in the fitting for all the time delays. The 

fittings of the experimental ∆𝑠𝑀exp to the theoretical ∆𝑠𝑀t for the three-time delays are 

displayed in figure 5.8.    

 

Figure 5.8: The fitting of the experimental ΔsMexp (blue) to the theoretical ΔsMt (red) for 

time delays : (a) 5ps, (b) 10ps, (c) 15ps.  (This figure is reproduced from Faraday Discuss., 

2021, 228, 39 DOI: 10.1039/D0FD00125B) 

The coefficients 𝑐𝑖  and the corresponding confidence intervals obtained from the least-

squares fit are shown in table 5.5. The last row is the fit result with the averaged ∆𝑠𝑀exp 

data at the three-time delays. Although there is some indication that yields of some 

fragment pairs might increase or decrease after 5 ps, further investigations are needed to 

reduce the uncertainties to address this point. Overall, fitting to the individual time steps 

gives the fragment yields observed at different time delays, which are consistent within the 

experimental uncertainties. The fitting of the combined data set, which is an average of the 
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∆𝑠𝑀 at 3-time delays, reduces the uncertainties. The results of the fitting are similar when 

using the theoretical ∆𝑠𝑀 of different fragment pairs from each group, other than the ones 

chosen here, to do the fitting [69].  

Table 5.5 Fitted abundance of the experimental ΔsM at different time delays. The last row 

(C) is the fitted parameters with the combined data at the 3-time delays. The total excitation 

fraction is denoted as ef. (This table is reproduced from Faraday Discuss., 2021, 228, 39 

DOI: 10.1039/D0FD00125B.) 

% 

C4Hm, 

C3Hn 

C6Hm, 

CHn 

C5Hm, 

C2Hn 

Tr+, 

CHT+ 

Bz+ 

Tol+, 

Tol2+ 

ef χ2 

5ps 3.13±2.14 1.48±2.08 15.77±2.79 4.41±1.41 1.44±3.17 73.78±3.41 0.12 1.88±0.09 

10ps 7.26±2.19 4.37±2.51 13.73±2.91 3.70±1.45 9.78±6.34 61.18±6.70 0.12 1.85±0.11 

15ps 8.09±2.31 4.95±2.15 13.79±2.34 2.29±1.47 4.63±5.63 66.27±5.58 0.12 1.82±0.09 

C 7.30±1.71 5.40±1.82 13.14±2.01 2.66±1.15 5.31±4.68 66.20±4.44 0.12 1.88±0.08 

The analysis gives an excitation fraction of 12%, denoted as ef in the table, corresponding 

to the percentage of molecules within the interaction volume that are ionized by the laser 

field. The most prevalent products obtained by the fit are the parent ion, as expected. In 

our analysis, we included also the doubly ionized parent (Tol2+) since the ab-initio 

calculated ∆𝑠𝑀(𝑠) of Tol+ and Tol2+ are very similar and cannot be separated by the UED 

measurement. The singly ionized parent (Tol+) is supposed to be more prevalent according 

to the TOF-MS measurements. The abundances of fragment pairs produced in descending 

order are (C5Hm, C2Hn), (C4Hm, C3Hn) and (C6Hm, CHn). The UED experiment also detects 
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a significant amount of Benzyl+ and (Tr+, CHT+). However, the structure of tropylium and 

CHT cations are very similar. Thus, their abundances cannot be determined independently 

by the UED measurement.  

5.5 Discussions  

5.5.1 Comparison of UED and TOF-MS measurements  

In this section, we compare the abundance of the fragments generated from the 

measurements by TOF-MS and by UED. We hope to make the measurements as 

comparable as possible though there are some significant differences in the experimental 

conditions. The first difference is the time scale of the two measurements. The UED data 

are recorded within 5 ps to 15 ps after the ionization by the laser pulse, while the spectra 

of TOF-MS are detected when the ions reach the detector, which is on the order of micro-

seconds after the ionization. This leaves the possibility that there could be further 

fragmentations during the time between the ionization and when the ions are captured by 

the TOF-MS. Furthermore, the pulse duration of the laser used to induce the fragmentation 

for TOF-MS was 30 fs, while it was 50 fs for UED measurement, which might lead to some 

differences in the branching ratios. 

The other significant difference is the intensity distribution of the laser field that creates 

the ionization of the toluene molecules. In the TOF-MS experiment, fragments are 

generated from the focal volume determined by the intersection of the molecular beam and 

the laser beam, in which the size of molecular beam is much larger than that of the laser 

beam. In the UED experiment, the probe electron beam is smaller than the laser beam. 
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Thus, the scattering signal is mostly from the higher intensity region of the laser focus 

when compared to the TOF-MS measurement.  

Here we analyze the difference in the laser intensity distribution and signal collection in 

the TOF-MS and UED experiments. Assume 𝑃(𝑘, 𝐼) is the probability of the cation k being 

created from one toluene molecule per laser pulse with an intensity I, and 𝜌(𝐼)𝑑𝐼 is the 

number of molecules ionized by the laser field in the intensity range 𝐼~𝐼 + 𝑑𝐼. The number 

of cations k generated is 𝑑𝑁(𝑘, 𝐼) = 𝑃(𝑘, 𝐼)𝜌(𝐼)𝑑𝐼. The molecule number density can be 

numerically calculated according to the interaction geometry. The total number of cations 

k is given by the integral over all the laser intensities, 𝑁(𝑘) = ∫𝑃(𝑘, 𝐼)𝜌(𝐼)𝑑𝐼. The relative 

abundance of cation k is 𝑁(𝑘) ∑ 𝑁(𝑘)𝑘⁄ . While 𝑃(𝑘, 𝐼)  cannot be determined by the 

experiments, we are able to determine 𝜌(𝐼) by analyzing the interaction region of the UED 

and TOF-MS configurations.  

 

Figure 5.9: Geometry of the interaction region. (a) In the UED experiment, the gas jet is 

perpendicular to the plane made up of the electron and laser beams, with the laser incident 

at an angle of 60° with respect to the electron beam. (b) In TOF-MS, the laser beam is 

focused on a gas jet with a much larger beam size. The signal is produced from the red 
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region in both measurements. (This figure is reproduced from Faraday Discuss., 2021, 228, 

39 DOI: 10.1039/D0FD00125B.) 

Figure 5.9 shows the geometry of the interaction region in the UED and TOF-MS 

experiments. In the UED experiment, the diameter (FWHM) of the gas jet is 350 μm, laser 

beam 100 μm (H) × 170 μm (V), and electron beam 100 μm. The Rayleigh length is 1.13 

mm, and the laser focus (diameter 20 μm) is 5 mm upstream of the interaction region, 

where the laser, electron and molecule beams intersect. The size of the laser beam can be 

approximated as a constant over the 350 μm gas jet. Therefore, the laser intensity 

distribution in the gas jet for the UED experiment can be written as  

𝐼laser_UED(𝑥, 𝑦) = 𝐼0𝑒
−(

𝑥2

2𝑐𝑥
2+

𝑦2

2𝑐𝑦
2)

 .                                   (5.14) 

The integral of 𝐼laser_UED(𝑥, 𝑦) exp(−
𝑡2

2𝑐𝑡
2) over space and time is equal to the pulse energy 

E. For example, based on measurements of pulse duration, energy, and spot size, the peak 

intensity in UED is 𝐼0 =
𝐸

(2𝜋)3/2𝑐𝑥𝑐𝑦𝑐𝑡
= 116 TW/cm2. The intensity of the electron beam 

and gas jet can be written as  

𝐼e_UED =
1

2𝜋𝑐e
2 𝑒
−
(
1
2
𝑥+
√3
2
𝑧)

2

+𝑦2

2𝑐e
2

,      (5.15) 

𝐼gas_UED =
1

2𝜋𝑐g
2 𝑒
−(
𝑥2+𝑧2

2𝑐g
2 )

.    (5.16) 

The toluene molecules in the interaction region that contribute to the electron diffraction 

signal are given by the three-dimensional distribution, formulated as 𝐼e_UED × 𝐼gas_UED. In 

this distribution, molecules at different positions are pumped by the laser intensity given 
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by 𝐼laser_UED(𝑥, 𝑦). We use the 1/e2 width of the electron beam and gas jet to determine the 

effective interaction region and assume that the relative yield of fragments generated below 

the laser intensity 𝐼L (1 TW/cm2 is used below) is negligible. The laser intensity with a 

range from 𝐼L  to 𝐼0  is considered to calculate the molecule number density 𝜌(𝐼) 

numerically.  

 

Figure 5.10: The cumulative number of molecules and number density distribution. (a) 

Cumulative number of molecules 𝑛(𝐼). (b) number density 𝜌(𝐼) = −𝑑𝑛(𝐼) 𝑑𝐼⁄ . UED is 

displayed in blue, and TOF-MS in red. Cumulative number of molecules 𝑛(𝐼)  is the 

number of molecules pumped by an intensity larger than I. (This figure is reproduced 

Faraday Discuss., 2021, 228, 39 DOI: 10.1039/D0FD00125B.) 

In TOF-MS, the diameter of the gas jet is 4000 μm, the diameter of laser focus 3.53 μm, 

and Rayleigh length is 10 μm, as shown in figure 5.9 (b). The laser intensity can be written 

as  
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𝐼laser_TOF = 𝐼0 [
𝑤0

𝑤(𝑧)
]
2
𝑒
−2(𝑥2+𝑦2)

𝑤(𝑧)2  ,          (5.17) 

where 𝑤(𝑧) = 𝑤0√1 + (𝑧 𝑧𝑅⁄ )2  , waist radius 𝑤0 = 1.5 μm, and Rayleigh length 𝑧𝑅 =

𝜋𝑤0
2 𝜆⁄  . The gas jet can be expressed as eqn. (5.16) with cg=4000 μm. The 1/e2 width of 

the gas jet and the laser intensity ranging from 1 TW/cm2 to 𝐼0 are used for the numerical 

calculation.  

The cumulative number of molecules 𝑛(𝐼), which is normalized to 1, and number density 

𝜌(𝐼) = 𝑑𝑛(𝐼) 𝑑𝐼⁄  for UED and TOF-MS are shown in figure 5.10. Figure 5.10 (b) shows 

that the UED measurement will sample more molecules at higher intensities in comparison 

to the TOF-MS measurement. 

5.5.2 Fragment yields in UED and TOF-MS 

UED is sensitive to all fragments, whereas TOF-MS is not able to capture the neutral 

fragments. To compare the fragment abundances in the two measurements, we assume that 

for singly ionized fragments (low kinetic energy fragments in the TOF spectra) captured in 

TOF-MS, shown in table 5.3, there is a complementary neutral fragment. For example, the 

abundance of the neutral fragment C3Hm is taken to be equal that of the C4Hn
+ fragment in 

table 5.3. In the case of double ionization (high kinetic energy fragments, shown in table 

5.2), the molecule is assumed to be broken into two fragments, both of which are detected 

by the TOF-MS. Based on this assumption, the two complementary charged fragments 

should have the same yield in the double ionization, but the TOF-MS measurement shows 

some differences, most likely due to three-body fragmentation events that have been 

neglected here, or due to the non-uniformity of the detection efficiency for different 

fragments in the detector.  
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To calculate the total yield for a fragment pair including neutrals, we take the sum of the 

yield of complementary pairs in the single ionization signal (table 5.3), and the yield of one 

of the complementary fragments in the doubly ionized signal (table 5.2). Using the lower 

or higher yield of the certain fragments in table 5.2 gives the lower or higher bounds of the 

total yield of the fragment pair, respectively. For example, for the fragment pair (C4Hm, 

C3Hn), the lower bound is given by C4Hm
+(SI) + C3Hn

+(SI) + C4Hm
+(DI), where SI and DI 

indicate fragments produced by single and double ionization, respectively. The 

corresponding higher bound for the yield of (C4Hm, C3Hn) is given by C4Hm
+(SI) + 

C3Hn
+(SI) + C3Hm

+(DI). Table 5.6 demonstrates the relative fragment pair yields including 

both charged and neutral fragments, obtained from the TOF-MS data. 

Table 5.6. Relative yield of fragment pairs normalized to that of C7H8
+ in TOF-MS 

measurement. The two values in each column represent the lower and upper bounds for the 

yield of the fragment pair.  (This table is reproduced from Faraday Discuss., 2021, 228, 39 

DOI: 10.1039/D0FD00125B.) 

I (TW/cm^2) C4Hm, C3Hn (%) C6Hm, CHn (%) C5Hm, C2Hn (%) 

170 18.86~24.56 3.44~9.95 17.44~23.15 

130 12.98~16.51 2.30~5.68 13.19~16.29 

90 5.15~6.30 0.78~1.62 6.54~6.98 

Table 5.7 shows the equivalent yields of fragment pairs in the UED measurement, 

normalized with respect to the yield of the parent ion, as calculated from data in the last 

row of table 5.5. The comparison shows that the fragment yield in the UED measurement 

best agrees with TOF-MS measured yield in the peak laser intensity range between 130 
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TW/cm2 and 170 TW/cm2. The peak laser intensity for the UED experiment is 116 ± 20 

TW/cm2. However, due to the different sampling distribution described in the last section, 

we expect that the yield in UED measurement would best match the TOF-MS data at a 

higher laser intensity. Overall, the results from the two measurements are consistent. The 

possible reasons for the discrepancy are listed below. First, the laser intensity distributions 

over the sample volume in the two experiments are different, leading to the fragments being 

sampled differently. Second, the fragments are assumed to be in their vibronic ground state 

for the ab-initio computation of electron scattering. Thus, the other possible fragment 

structures that might give a different fitting result are ignored. Third, three-body 

fragmentation events could in principle have a role in the strong-field induced 

fragmentation, although the TOF-MS suggests that it is a minor fragmentation pathway.  

Table 5.7. Relative yield of fragment pairs normalized to C7H8
+ in UED measurement. 

(This table is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B) 

I (TW/cm^2) C4Hm, C3Hn (%) C6Hm, CHn (%) C5Hm, C2Hn (%) 

116 ± 20 11.03±2.69 8.16±2.80 19.85±3.32 

5.4.1 Comparison of Ab-initio and IAM scattering calculations 

In this section, we demonstrate the comparison of modelling the UED signal with ab-initio 

scattering calculations and with a calculation based on IAM. A previous UED experiment 

on photo-excited pyridine has shown that the electron diffraction theory based on the IAM 

does not provide an accurate description of the diffraction signal at low s for time delays 
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within 1.5 ps after excitation [247]. An enhancement of the electron scattering signal shows 

up at low s due to the increased inelastic scattering from the molecules in electronically 

excited states, and the diffraction signal can be well simulated by using ab-initio scattering 

calculations and high-level computation of the excited state dynamics. Here we 

demonstrate that the elastic electron scattering theory based on the IAM does not provide 

a good approximation for the diffraction signals from ions, and that an ab-initio calculation 

for elastic electron scattering is needed. The main difference between the two is present at 

small s, in which the electron scattering from the charged system approaches Rutherford 

scattering.  

Figure 5.11 shows a comparison of the modeling of the experimental ∆𝑠𝑀(𝑠) with the ab-

initio scattering calculations, figure 5.11 (a), and with the electron scattering simulation 

based on the IAM, figure 5.11 (b).  The same fitting procedure, described in section 5.4.3.2, 

was used in both cases. The fit displayed in figure 5.11 (a) corresponds to the fitting 

parameters given in the last row of table 5.5. Figure 5.11 (c-d) display the difference 

between the experimental and best fit plots of ∆𝑠𝑀(𝑠). A clear upward trend shows up in 

the ∆𝑠𝑀(𝑠) at low s values, which is accurately modeled in the ab-initio calculations and 

is completely missed in the scattering calculation based on the IAM. This upward trend at 

low s is due to the net charge of the ions. There is also a significant discrepancy in the 

signal at larger s when compared to the calculation based on the IAM, in part because a 

good fit cannot be obtained with the low-s signal. The residuals show that the fit of the 

signal using the ab-initio calculation is very accurate. Figures 5.11 (c-d) show that the trend 

in the residuals is a flat line for the fit with the ab-initio calculations but contains significant 
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modulations for the fit with the IAM, with the modulations being larger than the statistical 

variations in the data. 

 

Figure 5.11: Fitting of the ΔsM(s) from the combined data at 3-time delays in the UED 

measurement. (a) Fitting with ab-initio electron scattering calculation; (b) Fitting with 

electron diffraction calculation based on the IAM; (c-d) are the residuals of the fits 

displayed in (a-b). (This figure is reproduced from Faraday Discuss., 2021, 228, 39 DOI: 

10.1039/D0FD00125B) 
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Chapter 6  

Ultrafast electron diffraction of UV-induced molecular dissociation 

6.1 Introduction 

Investigating structural changes of molecules upon photoexcitation is of importance to the 

understanding, and ultimately controlling of chemical reactions [248]. The energy of 

photons are converted into chemical and mechanical energy of molecules through the 

molecular photoexcitation process [66], which plays an essential role in biological 

processes, like photosynthesis [249], vision [250], the photodamage of DNA [251, 252] 

and the formation of vitamin D [253]. After photoexcitation, the absorbed energy leads to 

the generation of photoproducts often driven by the complex interplay of electronic and 

nuclear dynamics, including isomerization, bonding breaking and formation of new bonds, 

and energy dissipation by hot vibrations [66]. The transformation of the molecules from 

excited state to the end products takes place on ultrafast timescales. Understanding the 

mechanisms of the photochemical reaction requires capturing the full dynamics of the 

molecular structure change upon the photoexcitation.  

Experiments that is able to capture such dynamics with enough temporal and spatial 

resolution can be used to accurately mode the photochemical reactions. Time-resolved 

spectroscopic experiments have been applied to study the energy landscape of the molecule 

and the relevant dynamics upon photoexcitation on the timescales of femtoseconds to 

attoseconds [254-256]. As a complementary to the spectroscopic measurements, time-

resolved diffraction methods are sensitive to the molecular structure, and thus directly 

provide the spatial information of the molecule as it evolves in time [248]. Recently, both 
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ultrafast X-ray diffraction and UED have demonstrated the capacity to capture the 

dynamics of structural change of molecule upon photoexcitation on the order of 

femtosecond time scales [20, 21, 48-50, 52, 53]. However, in comparison to ultrafast X-

ray diffraction, UED has the advantage of higher cross section that is about six orders of 

magnitude stronger than that of X-ray scattering [58]. More recently, sufficient 

spatiotemporal resolution of gas phase UED experiments has been achieved by the use of 

MeV-UED instrument, enabling the scientific advances of ultrafast molecular dynamics 

upon photoexcitation [19, 21, 52, 53, 89, 90].  

In this chapter, I present the preliminary experimental results of dissociation of 

trifluoroiodomethane (CF3I) and iodobenzene (C6H5I) upon UV excitation, captured by the 

keV-UED. In previous chapters, the keV-UED has demonstrated the capability to capture 

the ultrafast dynamics of laser-induced molecular alignment with a temporal resolution of 

240 fs. Here we replace the IR pump pulse with a UV pump pulse with a central wavelength 

of 266 nm. The femtosecond UV laser pulse excites the molecules, such as CF3I, C6H5I, to 

A-band electronically orbitals, followed by the relaxation associated with the fission of C-

I bond. The electron pulse with a kinetic energy of 90 keV is used to probe the sample upon 

the photoexcitation. Using the rapid relaxation dynamics of CF3I, the overall temporal 

resolution of the keV-UED setup is estimated to be ~200 fs.   

6.2 Experiment setup 

The details of the keV-UED setup with an IR laser as a pump have been previously reported 

in ref. [26, 32] and described in chapter 2. The diagram of the UED instrument with the 

UV laser pulse as a pump is shown in figure 6.1, including the RF compression, UV laser 

as a pump and electron pulse as a probe.  



171 
 

 

Figure 6.1: Schematic of experimental layout using a UV laser pulse as the pump. The path 

drawn in red color represents the laser pulse at 800 nm wavelength. The IR pulse with an 

energy of 2.9 mJ is frequency tripled to 266 nm as a pump laser. The UV pulse from the 

trippler has a maximum energy of ~400 µJ, and after considering the efficiency of the 

grating and reflectance of the mirrors, ~46% of the pulse energy can be delivered onto the 

gas jet to pump the sample. A pulse energy of 0.2 mJ is converted to the third harmonic at 

266 nm to generate the electron as a probe, shown here in light blue. The path drawn in 

green corresponds to the electron beam, guided by the magnetic lenses and deflectors, from 

the photocathode to the phosphor screen. The path in purple represents the RF signal used 

to compress the electron pulse with the RF cavity. OSC = oscillator, BS = beam splitter, 

PD = photo diode, FLT = filter, AMP = amplifier, ISO = isolator, SDG = synchronization 

and delay generator, HWP= zero order half wave plate, Att. = attenuator, RF.S = RF switch, 

DIV = power divider, PS = phase shifter, C.V.= control voltage, F.E.= feedback electronics, 

P.DET = phase detector, D.C. = directional coupler, ML = magnetic lens, MD = magnetic 

deflector, COL = collimator, GJ = gas jet, BST= beam stop, PH.S = phosphorus screen, 
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Cam = camera. (This figure is modified from ref [32], used in accordance with the Creative 

Commons Attribution 4.0 International license.) 

Each laser pulse from Ti: Sapphire amplifier is split into two parts, both of which are 

frequency tripled. One of the UV pulses with a higher energy is used to pump the molecules, 

and the other one with a lower energy to produce the photoelectrons as a probe. The pulse 

duration of the pump laser is estimated to be ~60 fs, the maximum pulse energy is 180 µJ 

and the beam diameter is 200 µm on the sample. We use a zero-order half wave plate to 

adjust the polarization of the UV laser pulse. The probe electron pulse is produced by 

shining the UV laser pulse with a lower energy onto a copper cathode. The electron pulse 

is accelerated to 90 keV in a DC electric field and then longitudinally compressed by using 

a time-varying field with an RF cavity. The electron pulse is guided by magnetic lens, 

deflectors, collimated by a platinum aperture, and then is delivered to the sample to probe 

the sample. The beam current is 8 pA on the sample, corresponding to 50,000 electrons per 

pulse, when using a 300 μm platinum aperture. The repetition rate of the instrument is 1 

kHz.  

The group velocity mismatch between UV and electron pulses is compensated by using a 

tilted UV laser pulse with a certain incident angle between the laser and electron beams 

[25, 32]. To remove velocity mismatch between the 90 keV electron pulse (𝑣𝑒 = 0.526𝑐) 

and the laser pulse, the tilted angle of the UV pulse is 58.24°. The tilted intensity front is 

produced by introducing an angular chirp to the UV laser pulse using grating. An 

aluminum-coated grating with the grating constant d =400 mm-1 is used to generate the 

tilted pulse with an efficiency of ~50% for the energy of the incident pulse diffracted into 

the first order (𝓀 = 1). Using the theory described in section 2.3.1, the incident angle of 
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the UV beam is 𝜃in = 6.1°. The demagnification factor is 𝑀𝐷 = tan(𝛾t) /(d𝜆0) = 15.18. 

The velocity matching between the laser and electron pulses within the gas jet is shown in 

the inset of figure 6.1. We use the method described in section 2.4.2 of chapter 2 to overlap 

the gas jet, electron, and laser beams. The electron scattering signals are recorded using an 

electron-multiplying charge-coupled device (EMCCD) through a phosphor screen that is 

imaged onto the EMCCD.  

6.3 Electron diffraction measurement 

The electron scattering theory has been introduced in detail in chapter 1. Electron 

diffraction theory based on the IAM is able to provide a good approximation that describes 

the electron scattering signals from neutral molecules. The total diffraction intensity for a 

molecule ensemble in a random distribution is given by 

 𝐼total(𝑠) = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁𝑎 
k=1

𝑁𝑎 
j=1  ,                                   (6.1) 

where 𝑁𝑎  is the total number of constituent atoms in the molecule, 𝑓j(𝑠) is the atomic 

scattering amplitude of the jth atom, 𝑠 = 4𝜋

𝜆
sin(𝜃

2
) is the amplitude of momentum transfer, 

θ is the scattering angle, λ is the de Broglie wavelength of the electron wave and  𝑟jk is the 

distance between jth and kth nucleus. The total scattering intensity can be separated into 

two parts: the atomic scattering term  𝐼atom and molecular scattering term  𝐼mol, given by 

𝐼atom = ∑ |𝑓𝑗(𝑠)|
2𝑁𝑎 

𝑗=1  ,                                                (6.2) 

𝐼mol = ∑ ∑ 𝑓𝑗
∗(𝑠)𝑓𝑘(𝑠)

sin(𝑠𝑟jk)

𝑠𝑟jk

𝑁𝑎 
k=1,j≠k

𝑁𝑎 
j=1  .                               (6.3) 
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The modified scattering intensity 𝑠𝑀(𝑠) = 𝑠𝐼mol/𝐼atom is used to get rid of the damping 

terms, and to highlight the features of oscillations in 𝐼mol, in which the molecular structure 

is encoded [2]. The pair distribution function 𝑓𝑟(𝑟) , which shows the peaks that 

corresponds to the internuclear distance 𝑟jk between atom pairs, is obtained by the sine-

transform of 𝑠𝑀(𝑠): 

𝑓𝑟(𝑟) ≅ ∫ 𝑠𝑀(𝑠) sin(𝑠𝑟)𝑒−𝜅𝑠
2
𝑑𝑠

𝑠max
0

 ,                               (6.4) 

where 𝑠max  is the maximum measured value of s, and 𝜅  is a damping constant that 

suppresses the noises at high s range and minimizes the edge effects of the transform. To 

investigate to change of molecular structure experimentally, we calculate the diffraction-

difference intensity, formulated as 

      ∆𝐼(𝑠, 𝑡) = 𝐼total(𝑠, 𝑡) − 𝐼total(𝑠, 𝑡ref)          

  = 𝐼mol(𝑠, 𝑡) − 𝐼mol(𝑠, 𝑡ref) ≅ ∆𝐼mol(𝑠, 𝑡) ,                        (6.5) 

where 𝑡ref  refers to the time before the arrival of the pump laser that initiates the molecular 

structure change. 𝐼total(𝑠, 𝑡ref)  is the static diffraction pattern of the molecules in the 

ground state and can be used to remove the atomic scattering intensity and most of the 

experimental background. Correspondingly, we can define the ∆𝑠𝑀(𝑠, 𝑡) as  

∆𝑠𝑀(𝑠, 𝑡) =
𝑠∆𝐼mol(𝑠,𝑡)

𝐼atom
.                                               (6.6) 

The fractional difference signal [52, 239, 257] is defined as 𝐹𝐷(𝑠, 𝑡) =

∆𝐼mol(𝑠, 𝑡) 𝐼total(𝑠, 𝑡ref)⁄ . ∆𝑠𝑀(𝑠, 𝑡)  and 𝐹𝐷(𝑠, 𝑡)  can be converted into each other by 

using the factor 𝑠𝐼total(𝑠, 𝑡ref) 𝐼atom⁄ . The difference of pair distribution function is defined 

as 
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∆𝑓𝑟(𝑟, 𝑡) ≅ ∫ ∆𝑠𝑀(𝑠, 𝑡) sin(𝑠𝑟)𝑒−𝜅𝑠
2
𝑑𝑠

𝑠max
0

,                          (6.7) 

where ∆𝑓𝑟(𝑟, 𝑡) < 0 indicates a loss of internuclear distance r comparing to the parent 

molecule, and ∆𝑓𝑟(𝑟, 𝑡) > 0 corresponds to an increase of the internuclear distance r in the 

product. 

6.4 Electron diffraction of CF3I dissociation 

We use a UV femtosecond pulse to pump the CF3I molecules to initiate the prompt breakup 

of C-I bond. I will first present in this section the static diffraction and the corresponding 

pair distribution functions of CF3I molecules, and then the time-dependent signal of CF3I 

dissociation. The theoretically calculated diffraction signal using IAM is used to model the 

electron scattering signal for the products of photodissociation. The temporal evolution of 

the diffraction signals due to the breakup of C-I bond is used to characterize the temporal 

resolution of the keV-UED.  

6.4.1 Static diffraction and pair distribution function 

A static diffraction pattern of CF3I is recorded by setting the arrival time of electron pulse 

to be ahead of the pump laser pulse. The two-dimensional static diffraction pattern is 

azimuthally averaged to obtain the one-dimensional 𝐼total(𝑠) . The zero values of the 

theoretically calculated 𝑠𝑀(𝑠)  is used to fit and remove a background 𝑏(𝑠)  of the 

experimental 𝐼total(𝑠, 𝑡ref)  to obtain the experimental 𝐼mol(𝑠) = 𝐼total(𝑠) − 𝑏(𝑠) 

according to the method introduced in ref. [3].  

Figure 6.2 shows the comparison of the experimental and theoretical static diffraction 

results. The comparison of experimental and theoretical 𝑠𝑀(𝑠) is shown in figure 6.2 (a). 

The pair distribution function of CF3I is calculated using eqn. (6.4), shown in figure 6.2 
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(b). The experimental data at low s values, 𝑠𝑀(𝑠 < 1.3 Å−1), are missing due to the beam 

stop. The low s values for the experimental data are filled with theoretical values prior to 

the sine transform. The atom pairs are marked for each pair distribution function in figure 

6.2 (b), and the internuclear distances are rCF= 1.33 Å, rCI = 2.14 Å, rFF =2.15 Å and rFI 

=2.89 Å. The internuclear distances rCI and rFF cannot be resolved with the spatial 

resolution of the current setup. There is a good agreement between the experimental to 

theoretical results.  

 

Figure 6.2: Static diffraction signal of CF3I molecules in ground state. (a) The fitting of 

experimental to theoretical 𝑠𝑀(𝑠). Experimental results are shown in blue curves, and 

theory in red.  The zero values of the theoretical 𝑠𝑀(𝑠) is used to fit a background 𝑏(𝑠) 

for 𝐼total(𝑠) , including the atomic scattering 𝐼at  and other background scattering. The 

experimental molecular scattering term is obtained by 𝐼mol(𝑠) = 𝐼total(𝑠) − 𝑏(𝑠). (b) The 

experimental and theoretical pair distribution functions. 
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6.4.2 Time-dependent signal  

The first UV absorption band of the alkyl iodides, called the A-band continuum between 

210 nm and 350 nm, involves promotion of a non-bonding (n) electron from the iodine 

atom valence shell to the σ* anti-bonding orbital of the C-I bond, resulting in a rapid fission 

of the C-I bond [258-262].  The time scale of the rapid bond breakup is on the order of 

~100 fs [21, 263]. The A-band consists of three repulsive states that is overlapped in energy, 

denoted as 3Q1, 3Q0, and 1Q1 in the ascending order by Mulliken [264, 265]. The 3Q0  state 

excitation involves a transition dipole moment parallel to the C-I bond, and the 

corresponding photodissociation product is the spin-orbit excited state iodine I∗(2P1/2) 

[263]. The transition dipole moment for the excitation of 3Q1 and 1Q1 states is perpendicular 

to the C-I bond, producing ground state of iodine I(2P3/2)  followed by the corresponding 

dissociation [266]. The dominant transition upon 266 nm laser pulse excitation is the 3Q0 

state producing I∗(2P1/2). However, I(2P3/2) can be generated by the coupling of 3Q0 and 

1Q1 potential energy surfaces through the conical intersection [263, 264].  

The photodissociation dynamics through A-band excitation of CF3I [264, 267-270] exhibit 

broadly similarities to those observed in CH3I [262]. The A absorption band of CF3I is 

centered around 270 nm, and the excitation results in prompt and direct dissociation via 

two relaxation channels [260, 271-278], shown below:  

CF3I
ℎ𝜈
→ CF3 + I(

2P3/2),                        (6.10) 

CF3I
ℎ𝜈
→ CF3 + I

∗(2P1/2).                             (6.11) 

We assume that the double photon excitation is negligible using the pump laser intensity. 

In this experiment, the end products of the dissociation are neutral CF3 and iodine atom.  
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Figure 6.3: Theoretically calculated electron diffraction signal for CF3I → CF3 + I based 

on IAM model. (a) 𝑠𝑀(𝑠)  for CF3I and CF3+I. (b) Theoretically calculated  

∆𝑠𝑀(𝑠) = 𝑠∆𝐼mol 𝐼atom,CF3I⁄ , and ∆𝐼mol = 𝐼CF3(𝑠) + 𝐼I(𝑠) − 𝐼CF3I(𝑠).  

UED measurement is directly sensitive to the structure of the molecule, whereas it is 

difficult to differentiate the iodine atoms in its ground and spin-orbit excited states with the 

current signal-to-noise level. However, it has been shown in the case of X-ray scattering 

experiments that electronic excitation manifests as a secondary contribution to the 

scattering signal [49, 239, 240], and electron scattering signal that cannot be approximated 

by the independent atom model (IAM) due to electronic excitation is mostly limited to the 

low s range [52]. In addition, no corrections relating to vibrational excitation of the end 

product CF3 have been applied to the signal as previous works [241, 242] have 

demonstrated that the vibrational excitation has minor effects on scattering signals for rigid 

molecules, even at high temperatures. Therefore, we use the electron scattering theory 
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based on the IAM to approximate the diffraction signal from the neutral end products of 

the dissociation, and the vibrational motion of CF3 is ignored. The level of theory B3LYP, 

DEF2-SVP is used to optimize the structure of CF3 in ground state with ORCA [185]. The 

diffraction-difference intensity for CF3I dissociation is given by ∆𝐼mol(𝑠, 𝑡) = 𝐼CF3(𝑠) +

𝐼I(𝑠) − 𝐼CF3I(𝑠) , and ∆𝑠𝑀(𝑠) = 𝑠∆𝐼mol 𝐼atom,CF3I⁄ , where 𝐼atom,CF3I  is the atomic 

scattering term of CF3I. The calculated electron diffraction intensities using IAM are shown 

in figure 6.3. The blue curve in figure 6.3 (a) corresponds to the 𝑠𝑀(𝑠) for CF3I molecules, 

and red curve is corresponding to the end products CF3+I. Figure 6.3 (b) corresponds to 

∆𝑠𝑀(𝑠) for the dissociation of CF3I → CF3 + I.  

The pump-probe diffraction patterns are recorded at a series of time delays around the time 

when UV-induced dissociation starts. The total integration time of the diffraction pattern 

at each time delay is 10 minutes. The procedures of calculating the experimental ∆𝑠𝑀(𝑠, 𝑡) 

are described below. 1st, the data behind the beam stop and outliers are removed from each 

diffraction image for the analysis. 2nd, the 2D diffraction-difference patterns are calculated 

by taking the difference between diffraction patterns at positive time delays and reference 

patterns that no dissociation signal is observed, formulated as ∆𝐼mol(𝒔, 𝑡) = 𝐼total(𝒔, 𝑡) −

𝐼total(𝒔, 𝑡ref < 0ps). 3rd, ∆𝐼mol(𝒔, 𝑡) is azimuthally averaged to calculate 1D diffraction-

difference intensity ∆𝐼mol(𝑠, 𝑡) and the standard error 𝜎(𝑠, 𝑡) at each s. The experimental 

∆𝑠𝑀(𝑠) at each time delay are calculated using eqn. (6.6). The temporal evolution of the 

experimental ∆𝑠𝑀(𝑠) for CF3I dissociation induced by the UV laser pulse is shown in 

figure 6.4. The time step is 133.3 fs, and the time zero is defined as the time delay when 

the signal starts. The signal shows larger statistical variations at larger s due to the lower 

signal level.  
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Figure 6.4: Temporal evolution of ΔsM(s,t) for UV laser induced CF3I dissociation. The 

integration time of diffraction signal at each time delay is 10 minutes.  

 

Figure 6.5: Temporal evolution of Δfr(r, t). For 𝑡 > 0, the signal becomes negative at 2.13 

Å, 2.89 Å corresponding to the internuclear distance of CI and IF, which indicates the 

breakup of C-I bond of CF3I upon the UV excitation, and forming of end products CF3 and 

I. 
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The sine transform is applied to ∆𝑠𝑀(𝑠, 𝑡) at each time delay to obtain the temporal 

evolution of ∆𝑓𝑟(𝑟, 𝑡), shown in figure 6.5. A low pass filter is applied to the experimental 

∆𝑠𝑀(𝑠, 𝑡 > 0) to remove the fast oscillatory noise, and its low s values (s < 1.4 Å-1) are 

filled with the corresponding theoretical simulated values prior to the sine transform. For 

𝑡 > 0 , ∆𝑓𝑟(𝑟, 𝑡)  becomes negative around r = 2.13 Å, 2.89 Å corresponding to the 

internuclear distance of CI and IF, which indicates the breakup of C-I bond of CF3I upon 

the UV excitation, and subsequent forming of end products CF3 and I. To evaluate the 

excitation ratio of the CF3I molecules, all the images after time zero are averaged to 

calculate ∆𝑠𝑀(𝑠), shown in figure 6.6. The blue curve in figure 6.6 (a) is the experimental 

∆𝑠𝑀(𝑠)  multiplied by 𝑒−0.008𝑠
2
 to dampen the statistical uncertainty at high s, and the red 

curve is the theoretically simulated ∆𝑠𝑀(𝑠). 

The experimental ∆𝑠𝑀(𝑠)  is in good agreement to the simulation in figure 6.6 (a). The 

simulated ∆𝑠𝑀(𝑠) is scaled by a rescale factor that accounts for the excitation ratio of the 

sample in the interaction volume. The rescale factor is determined to be 0.016 by 

comparing the experimental 𝐹𝐷(𝑠) to its simulated counterpart, which indicates that 1.6% 

of sample in the interaction region is excited by the UV pulse. The sine transform is applied 

to the experimental and theoretically calculated ∆𝑠𝑀(𝑠) to obtain the ∆𝑓𝑟(𝑟, 𝑡), shown in 

figure 6.6 (b). The data points corresponding to s < 1.4 Å-1 that are missing due to the beam 

block are filled with the corresponding theoretical simulated values before the sine 

transform. The experimental and simulated ∆𝑓𝑟(𝑟, 𝑡) are in good agreement. The negative 

values of ∆𝑓𝑟(𝑟, 𝑡) at 2.13 Å, 2.89 Å corresponds to the fission of C-I bond of CF3I 

molecules upon the UV excitation, and forming of end products CF3 and I. 
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Figure 6.6: Fitting of the experimental ΔsM to its corresponding simulation. (a) The blue 

curve stands for the experimental ∆𝑠𝑀(𝑠), and the red curve for the theoretically calculated 

∆𝑠𝑀(𝑠) with IAM. The fitting gives an excitation ratio of 1.6%. (b) The sine transform is 

applied to the ∆𝑠𝑀(𝑠) to obtain ∆𝑓𝑟(𝑟, 𝑡). The experimental ∆𝑓𝑟(𝑟, 𝑡) is shown in blue, and 

simulated counterpart in red.  

6.4.3 Instrumental temporal resolution 

The temporal evolution of the ∆𝑠𝑀(𝑠, 𝑡) or 𝐹𝐷(𝑠, 𝑡) with s range of 1.6 Å-1 < s < 2.2 Å-1 

can be used to characterize the instrumental temporal resolution. The intrinsic relaxation 

time of the molecules and temporal resolution of the UED setup are encoded in the 

experimental measurement 𝑖𝐸(𝑡), defined as 𝑖𝐸(𝑡) = ∫ 𝐹𝐷(𝑠, 𝑡) 𝑑𝑠
2.2

1.6
. The measurement 

is a convolution of the response function of the molecular system to the laser excitation 

and instrumental response function [53]. The response of the molecule can be modeled by 

an error function, which is a convolution of a Heaviside step function ℎ(𝑡) and a gaussian 
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function 𝑔1(𝑡) whose width corresponding to the molecular intrinsic response time 𝜏1 

upon the laser excitation. The response function of the instrument is modeled by a gaussian 

𝑔2(𝑡) and the temporal resolution is indicated by the width 𝜏2. Therefore, the measurement 

is described by 𝑖𝑀(𝑡) = ℎ(𝑡)⨂𝑔(𝑡), where 𝑔(𝑡) = 𝑔1(𝑡)⨂𝑔2(𝑡), and the width of 𝑔(𝑡) is 

given by 𝜏 = √𝜏1
1+𝜏2

2.  

 

Figure 6.7: Fitting of changes in the iE(t) with an error function to determine the instrument 

response time. The fitting of experimental data 𝑖𝐸(𝑡) (blue) to the model 𝑖𝑀(𝑡) (red). The 

time step in this measurement is 66.7 fs. Statistical error bars for the first seven points, 

which is the standard error calculated by the data points with negative time delays, are used 

to estimate the uncertainty of the measurement at each data point. The inset shows the 𝜒2 

value of the fit as a function of 𝜏. The minimum of 𝜒2 is corresponding to 𝜏 = 0.23 ps.  

While 𝜏1 and 𝜏2 cannot be determined separately from the experimental measurement,  𝜏 

can be determined by fitting 𝑖𝐸(𝑡) to 𝑖𝑀(𝑡). Figure 6.7 shows the fitting and 𝜒2 value of 

the fit as a function of 𝜏 (FWHM temporal resolution). The 𝜒2 function is defined by  𝜒2 =
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1

𝑁−𝑛
∑ [

𝑖𝐸(𝑡)−𝑐×𝑖𝑀(𝑡,𝜏)

𝜎(𝑡)
]
2

𝑡 , where c denotes the rescale factor for the amplitude of the 

modeled function, N is the number of the time delays, n is the number of fitted parameters, 

and 𝜎(𝑡) is the standard error estimated by the data points with negative time delays. The 

best fitting gives 𝜏 = 0.23 ps, and it can be considered as an upper limit of the temporal 

resolution of the experiment as 𝜏2 < 𝜏. The time scale of rapid C-I bond fission is estimated 

to be 𝜏1 ≅ 100 fs [21, 263]. Therefore, the instrumental temporal resolution is 𝜏2 ≅ 200 fs. 

This result is consistent with the temporal resolution determined by the alignment signal 

of nitrogen molecules in chapter 4 and in ref. [32]. 

6.5 Electron diffraction of iodobenzene 

In this section, the preliminary experimental results of iodobenzene pumped by an ultrafast 

UV laser pulse and captured by the keV-UED are presented. The iodobenzene sample was 

purchased from Millipore Sigma with a purity of 98%. We heated the liquid sample to 

70 °C and flowed helium as a carrier gas to increase the diffraction signal. The pump UV 

laser energy is 80 µJ, which is kept in the range of one phone excitation.  

6.5.1 Static diffraction and pair distribution function 

A static diffraction pattern of iodobenzene was recorded when the molecules are not 

pumped by the UV laser pulse. The same procedures described in the CF3I section were 

used to calculate and to fit the experimental 𝑠𝑀(𝑠) to its theoretical counterpart, shown in 

figure 6.8. The experimental results are in very good agreement with the simulation. Since 

many of the internuclear distances are close and the diffraction pattern is truncated at ~10 

Å-1, some of the internuclear distances overlap in the pair distribution function.   
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Figure 6.8: Static diffraction signal of iodobenzene molecules in ground state. (a) The 

fitting of experimental to theoretical 𝑠𝑀(𝑠). Experimental results are shown in blue, and 

simulations in red. The simulated 𝑠𝑀(𝑠) is calculated with the IAM. The zeros of the 

simulated 𝑠𝑀(𝑠) are used to fit a background for the total electron diffraction intensity, 

which is subtracted to calculate the experimental 𝑠𝑀(𝑠) . (b) The experimental and 

theoretical pair distribution functions calculated with the sine transform.  

6.5.2 UV induced dissociation of iodobenzene  

We study the photodissociation of iodobenzene in the A-band, pumped by a UV 

femtosecond laser pulse centered around 266 nm, using the setup described in the last 

sections. Comparing to alkyl iodides, aryl halides show additional complexities [279]. 

Besides the dominant transition 𝑛 → 𝜎∗ in A band observed in alky iodides, originating 

from the promotion of a non-bonding (n) electron from the iodine atom valence shell to the 

σ* anti-bonding orbital of the C-I bond, aryl iodides are supplemented by the dissociative 

states of 𝜋 → 𝜎∗  excitation which involves the phenyl 𝜋 orbital, and by bound 𝜋 → 𝜋∗ 
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state [261, 262, 280]. The 𝑛 → 𝜎∗  excitation of iodobenzene leads to a rapid direct 

dissociation that produces a phenyl radical and an iodine atom either in its ground state 

I(2P3/2) or spin-orbital excited state I∗(2P1/2) [261]. The 𝜋 → 𝜋∗  and 𝑛 → 𝜎∗  states are 

overlapped in the same energy region, and the coupling between the two states could make 

𝜋 → 𝜋∗ states predissociative to generate the same products as 𝑛 → 𝜎∗ [261].  

 

Figure 6.9: Theoretically calculated electron diffraction signal for C6H5I → C6H5+I based 

on IAM model. (a) 𝐼mol 𝐼C6H5I⁄  for C6H5I  and C6H5 + I . (b) Theoretically calculated 

fractional difference signal ∆𝐼/𝐼C6H5I = ∆𝐼mol 𝐼C6H5I⁄ , and ∆𝐼mol = 𝐼I + 𝐼C6H5−𝐼C6H5I.  

The theoretical explanation of the detailed dissociation process requires complex quantum 

mechanical modeling of the photon excitation and relaxation of the iodobenzene molecule, 
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and the corresponding electron scattering calculations. Here I present a simple simulation 

based on the IAM to explain that the dissociation of iodobenzene was captured by the UED 

setup. Similar to the CF3I section, the UED setup cannot identify the iodine atom in the 

ground and excited states, and the vibrations of phenyl radical and iodobenzene are ignored. 

Therefore, the dissociation is simplified to be C6H5I
ℎ𝜈
→ C6H5 + I, where the structures of 

reactant and products are approximated by their ground states structures, respectively. 

Figure 6.9 shows the calculated electron diffraction intensity for C6H5I and dissociated 

products C6H5 + I followed by the UV excitation in (a), and the fractional difference signal 

∆𝐼/𝐼C6H5I = ∆𝐼mol 𝐼C6H5I⁄  is shown in (b), where ∆𝐼mol = 𝐼I + 𝐼C6H5−𝐼C6H5I.  

6.5.3 Time dependent signal of iodobenzene  

A series of diffraction patterns at different time delays were recorded to capture the 

dissociation signal after the UV laser pulse excitation. The diffraction patterns with a 

negative time delay indicates that the arrival time of electron pulse is prior to that of the 

laser pulse, which were used as a reference pattern as they contain the signal from 

iodobenzene in the ground state and other background signals.  

The experimental fractional difference signal ∆𝐼/𝐼C6H5I is calculated with the procedure 

below. 1st, the data behind the beam stop and the wire, and the outliers exceeding the 

confidence interval with three times of standard deviation, are removed from each 

diffraction image for the analysis. 2nd, the reference diffraction signal 𝐼C6H5I is taken by 

setting the time delay to be negative, denoted as 𝐼total(𝒔, 𝑡ref < 0ps). the 2D diffraction-

difference patterns are calculated by ∆𝐼mol(𝒔, 𝑡) = 𝐼total(𝒔, 𝑡) − 𝐼total(𝒔, 𝑡ref < 0ps). 3rd, 

∆𝐼mol(𝒔, 𝑡) is azimuthally averaged to calculate ∆𝐼mol(𝑠, 𝑡) and the corresponding standard 
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error 𝜎(𝑠, 𝑡). The fractional difference signal is calculated by 𝐹𝐷𝐸(𝑠, 𝑡) = ∆𝐼mol(𝑠, 𝑡)/

𝐼total(𝒔, 𝑡ref < 0ps). 4th, there is a residual background in ∆𝐼mol(𝑠, 𝑡), which causes the 

𝐹𝐷𝐸(𝑠, 𝑡) to be tilted. The background is obtained by fitting 𝐹𝐷𝐸(𝑠, 𝑡) to a 3rd order 

polynomial function, which is then subtracted from the 𝐹𝐷𝐸(𝑠, 𝑡) . To compare the 

experimental data to the simulation, the same procedure in 4th step is also applied to the 

theoretically calculated 𝐹𝐷𝑇(𝑠) to correct the offset.  

A series of diffraction patterns at different time delays are recorded to calculate the 

𝐹𝐷𝐸(𝑠, 𝑡), shown in figure 6.10. The experimental data is displayed in blue, and a low pass 

filter 'rlowess' (Matlab function) is applied to reduce the high oscillatory noise. The 

theoretically calculated 𝐹𝐷𝑇(𝑠) based on the IAM is displayed with the red curve, and is 

fitted to the experimental data to obtain the signal amplitude using  𝜒2 =

1

𝑁−1
∑ [

𝐹𝐷𝐸(𝑠,𝑡)−𝑎×𝐹𝐷𝑇(𝑠)

𝜎(𝑠,𝑡)
]
2

𝑠 , where a is the amplitude of the signal, N is the total number of 

data points. The fitted amplitude of the dissociation at different time delays are shown in 

figure 6.11.  

We see a clear dissociation signal appearing after t = 0 ps, increasing from 0 ps to ~ 1.5 ps, 

and reaching a plateau after 1.5 ps. Here we compare the experimental data to a simple 

model in which the C-I bond is broken after the absorption of one UV photon and the 

phenyl ring remains unchanged. The simulation agrees with the experimental data. To 

determine the time constants and products from reaction channels 𝜋 → 𝜋∗ and 𝑛 → 𝜎∗, a 

more detailed simulation of the molecular dissociation and an ab-initio electron scattering 

calculation are required. Nonetheless, the preliminary experimental demonstrates that the 

keV-UED setup is sufficient to perform the UV-induced molecular reaction experiments. 
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Figure 6.10: Fractional difference signal FD(s,t) taken at different time delays. The 

experimental data are shown in blue, and the theoretical calculation, displayed in red, is 

fitted to the data to obtain the signal amplitude. The time zero is determined to be the time 

that the dissociation signal starts. The last panel is the theoretical calculation. The black 

curve is the theoretical 𝐹𝐷(𝑠, 𝑡), purple curve is the third order polynomial to fit an offset, 

and the red curve is the 𝐹𝐷(𝑠, 𝑡) with the offset subtracted.  
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Figure 6.11: Temporal evolution of the dissociation signal amplitude. Statistical error bars 

for the first five points, which are the standard deviation calculated from data points with 

negative time delays, are used to show the uncertainty of dissociation amplitude at each 

time delay. 
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Chapter 7  

Conclusions and outlook 

In this chapter, I give a summary of development of the apparatus and demonstration of 

experiments with the keV-UED in this dissertation, and a brief outlook. In chapter 1, a brief 

history, and principles of gas phase UED experiments were reviewed, followed by the 

quantum theory of electron scattering by a Coulomb potential. Based on the far field and 

first-Born approximations, the scattering amplitude is proportional to the Fourier transform 

of the potential of the target, and differential cross section, which is the observable, is the 

square modulus of the scattering amplitude. Using the potential operator, the scattering 

amplitude can be further written as the Fourier transform of the charge distribution of the 

target, such as an isolated molecule, divided by s2. The inelastic electron scattering is 

shown to be related to the exchange charge density. At last, with the approximation of IAM, 

the widely used electron scattering formula for an isolated molecule and molecular 

ensemble are presented.  

In chapter 2, I focused on the apparatus development to optimize the temporal resolution 

of the keV-UED. The temporal resolution of gas phase keV-UED setup has been limited 

by the long electron pulse duration due to space charge effect, and group velocity mismatch 

between the laser and electron pulses. A linear space-momentum distribution is developed 

as the electrons propagating from the cathode to the gas jet due to the space charge 

Coulomb repulsion. I have used a homemade RF synchronization system, inspired by the 

system described in Otto et al. [23], to reverse the space-momentum distribution with a 

time-varying field in a RF cavity so that the electron pulse duration can be compressed on 

the sample. Optimal compression is achieved when the electron pulse is synchronized to 
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the RF field accurately, which is demonstrated with a streaking camera. The temporal 

broadening due to group velocity mismatch is a major factor that deteriorates the temporal 

resolution of gas phase keV-UED. We use a laser pulse with a tilted intensity front to excite 

the sample in a geometry that compensates the velocity mismatch between the laser and 

the electrons. The tilted angle of the pump laser and the angle between the laser and 

electron beams are designed to be 58.24° with a diffraction grating and an imaging system 

for matching the speed of 90 keV electron pulse and the longitudinal component of laser 

velocity. The measurement of the tilted angle and tilted pulse duration are presented, and 

the analysis of the temporal broadening due to residual velocity mismatch is given. By 

combining these two techniques in our keV-UED, we achieved an overall resolution of the 

instrument of 240 fs. The slow timing drift of the instrument is characterized to be on the 

order of 50 fs rms over several hours.  

The contents of chapter 3 focus on the theories required for the experiments of laser 

induced molecular alignment, which are the theoretical prerequisite for chapter 4. First, we 

reviewed the quantum theory of nonadiabatic alignment of a molecule by a non-resonant 

IR ultrafast laser pulse. The rotational wavepacket of a rigid molecule excited by an IR 

ultrafast laser pulse can be numerically calculated by solving the time-dependent 

Schrödinger equation with the initial rotational state and laser parameters. For a molecular 

ensemble with a certain temperature, the molecular orientation distribution (MOD) is 

obtained by the summation of probability density from each wavepacket weighted by the 

Boltzmann distribution and nuclear spin statistics. However, in general cases, the MOD for 

nonlinear molecules cannot be measured directly with experimental methods, except for 

special cases in which the molecule contains detectable atoms located along the principal 
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axes of inertia tensor of the molecule. To determine the MOD from the experimental 

observables, I derived an equation that maps the MOD to the atom-pair angular 

distributions for nonlinear molecules and developed the retrieval methods for three 

different cases. In each case, the retrieving process is equivalent to finding solutions of a 

system of linear equations. The retrieval method is in general working for any molecular 

alignment methods, like adiabatic and nonadiabatic alignment, and in principle allows for 

retrieving MOD of an asymmetric-top molecule excited by an arbitrarily polarized pulse. 

At last, I demonstrated the equation for retrieving the atom-pair angular distributions from 

the experimentally measured diffraction patterns. The angular distribution and internuclear 

distance of the atom pairs can be extracted by the inverse Fourier transform, followed by 

the Abel inversion, to the molecular scattering intensity. 

In chapter 4, I presented three experiments of rotational dynamics from laser induced 

molecular alignment, captured with the keV-UED instrument.  First, we captured the full 

rotational dynamics of impulsively aligned nitrogen molecules. MeV-UED has been 

demonstrated to be able to capture the fast rotational dynamics of laser induced alignment 

of nitrogen molecules [19], whereas due to the low electron beam current and signal-to-

noise level, the measurement was limited to a few frames of diffraction patterns. With the 

high electron beam current of our keV-UED, we were able to retrieve a continuous movie 

of the rotational motion of a nitrogen ensemble with high fidelity and with shorter 

acquisition time in comparison to the MeV-UED. The fast rotational dynamics of the 

nitrogen molecules allows us to characterize the instrumental response function and timing 

drift of the UED setup. The second experiment is the full evolution of rotational dynamics 

of laser aligned trifluoro-iodomethane (CF3I) molecules. Due to the overlapping of angular 
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distributions of CI and FF, we used the angular distribution of FI to successfully retrieve 

the MOD according to the theory described in chapter 3. The retrieved MOD is in good 

agreement with the theoretical calculation by directly solving TDSE with the experimental 

parameters in the experiment. In the last experiment, the detection of isotopes was 

demonstrated by using the impulsive alignment of isotopologues, captured by the keV-

UED. The principle of differentiating isotopes in molecules relies on the difference of 

alignment dynamics for molecules with different moment of inertia. We demonstrate the 

technique experimentally by observing the anisotropy in the diffraction signal of 

chloromethane with two naturally occurring chlorine isotopes 35Cl and 37Cl over multiple 

revivals. The measurement enables us to determine rotational period, mass difference, and 

abundance ratio of CH3
37Cl to CH3

35Cl accurately. 

In chapter 5, I demonstrated an investigation of ionization, fragmentation and isomerization 

of toluene generated by a strong IR laser field. We used the keV-UED to determine the 

structure and yields of the ionized and neutral fragments from ionization and fragmentation 

of toluene molecules. As multiple products with unknown structures are presented from 

the reaction induced by the strong IR laser field, it is generally not possible to 

unambiguously determine the structures of products. Thus, we use a momentum-resolved 

coincidence time-of-flight ion mass spectrometry (TOF-MS) to determine the mass-to-

charge ratio, momentum, and yield of each ion product, and the most abundant products 

from the TOF-MS measurement are helpful to determine the structures for analysis of UED 

results. With the help of ab-initio electron scattering calculation, the UED measurement is 

able to determine the relative yields of main reaction channels, which is in good agreement 

with the TOF-MS measurement. The electron diffraction signal is in good agreement with 
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ab-initio scattering calculation, while scattering computation based on independent atom 

model (IAM) is not able to provide a good approximation for electron scattering from ions.  

In chapter 6, we used an ultrafast UV laser pump with a central wavelength 266 nm to 

pump the gas phase sample, trifluoroiodomethane (CF3I) and iodobenzene (C6H5I), and 

captured the products of reaction with the keV-UED. The frequency of the IR laser pulse 

from Ti: Sapphire laser is tripled using a commercial trippler to produce the UV laser pulse 

as the pump laser. To remove the group velocity mismatch, an aluminum-coated grating 

with the grating constant 400 mm-1 is used to generate the UV tilted pulse. The UV pulse 

excites CF3I molecules to A-band orbitals, which involves promotion of a non-bonding (n) 

electron from the iodine atom valence shell to the σ* anti-bonding orbital of the C-I bond 

[258-262], followed by a rapid fission of the C-I bond with a time scale of ~100 fs [21, 

263]. The keV-UED is able to capture the rapid fission of the molecule after UV excitation. 

The experimental diffraction signal is in good agreement with the electron scattering signal 

calculated with the theory based on IAM. The time-dependent signal of the rapid fission of 

C-I bond is used to evaluate the temporal resolution of the UED setup. The best fit of the 

time-dependent signal to the theoretical model gives a temporal resolution of ~200 fs, 

which is consistent with the result determined by the impulsive alignment of nitrogen 

molecules in chapter 4 and in ref. [32]. We also conducted an experiment of iodobenzene 

dissociation upon UV excitation and presented the preliminary results. The experimental 

signal of dissociation agrees to the theoretical calculation based on IAM. The dynamics of 

the signal amplitude has been determined by comparing the experimental fractional 

difference signal to its theoretical counterpart.   
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Finally, I will give a brief discussion about the possible future development and 

experiments with the keV-UED as follows. In the first stage experiments with gas phase 

samples, we have achieved a temporal resolution of ~ 200 fs for the keV-UED. We expect 

to further improve the temporal resolution of the setup by optimizing the RF electronics 

and the velocity matching with the tilted laser pulse. For example, the RF electronics, 

including the cavity, could be further optimized, or updated, to increase the stability of the 

phase and amplitude of the time-varying electric field for electron pulse compression. As 

for the velocity mismatch compensation, further tuning of the imaging system could 

improve the accuracy of the incidence and tilted angles such that the temporal broadening 

could be further reduced.  

With the MOD retrieval method, only the result of 1D molecular alignment has been 

demonstrated with CF3I molecules aligned with a linear polarized laser. It would be 

interesting to conduct laser induced alignment experiments for asymmetric top molecules 

using an ultrafast laser pulse with a more complex polarization or using multiple laser 

pulses with different polarizations. In these experiments, retrieval of MOD for 2D and 3D 

molecular alignment with the theory developed in chapter 3 will be interesting.  

We have replaced the IR laser pulse with a UV laser pulse as a pump to study 

photodissociation of molecules and conducted the proof-of-principle experiment with CF3I. 

We expect to carry out more experiments with molecules that could show more 

complicated, interesting reaction channels upon the UV excitation. Also, the investigation 

of photodissociation with additional reaction parameters would be interesting and possible 

with the high beam current. For example, we can pump the molecules with different 

excitation conditions, such as different laser wavelengths and pulse energy. Such 
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comprehensive studies on how the molecules respond to the different excitation conditions 

would be crucial to the understanding of the underlying mechanisms governing reaction 

dynamics.  

With the higher pulse energy from the updated laser amplifier Astrella, we can also carry 

out experiments to investigate molecular reactions with two laser pulses, one of which is 

an IR pulse to produce the alignment of molecules, and the other one is a UV laser pulse 

to pump the molecules to electronically excited states. In this scenario, the arrival time of 

the UV laser pulse is synchronized to the molecular alignment or revivals to study the 

molecular reactions in the molecular frame. One of the previous work was reported in [143]. 

Another experiment that is interesting to conduct with the two laser pulses is to excite the 

molecules with the UV laser first, and then determine and products and time scales of the 

reaction with the IR laser and electron pulses, discussed in section 4.5.2. The keV-UED 

can also be used to study rotational echoes for more complex molecules than linear 

molecules [281-283], when both the laser pulses are IR pulses. 
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Appendix A  

Feedback electronics  

In this appendix, the feedback electronics in figure 2.3 is shown in figure A1. The circuit 

contains two amplifier channels. The left one is with the positive gain of the input voltage, 

and the right one for a negative gain.  In the figure, S1, S2 and S3 are triple pole switches. 

By choosing the 1st connections, the circuit acts as a positive gain circuit, and the gain 

factor is K(1+R2/R1), where K is determined by potentiometer R0. For the 2nd connections, 

it acts as a negative gain circuit, and the gain factor is -K(R_2/R_1). The 3rd state is NULL, 

and gain is 0. The output voltage of the circuit is V1+GAIN ×V2, where V1, GAIN and 

V2 are corresponding to Voffset, A and  VPDC  in the equation  𝑓4(t) = A ∙ VPDC + Voffset 

(see chapter 2 for details). The voltage V1 is provided by a lead battery, a voltage precision 

reference chip, and a potentiometer.  
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Figure A 1: Feedback electronics. There are two amplifier channels. S1, S2 and S3 are triple pole switches. By choosing the 1st connections, the 

circuit acts as a positive gain circuit, and the gain factor is K(1+R2/R1), where K is determined by potentiometer R0. For the 2nd connections, we 

have a negative gain circuit, and the gain factor is -K(R_2/R_1). The 3rd state is NULL. The output voltage of the circuit is V1+GAIN ×V2, where 

V1, GAIN and V2 are corresponding to Voffset, A and  VPDC  in the equation  𝑓4(t) = A ∙ VPDC + Voffset.  
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