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Due to a lot of attention for the multi-agent system in recent years, the consensus algorithm

gained immense popularity for building fault-tolerant systems in system and control theory.

Generally, the consensus algorithm drives the swarm of agents to work as a coherent group

that can reach an agreement regarding a certain quantity of interest, which depends on

the state of all agents themselves. The most common consensus algorithm is the average

consensus, the final consensus value of which is equal to the average of the initial values. If

we want the agents to find the best area of the particular resources, the average consensus will

be failure. Thus the algorithm is restricted due to its incapacity to solve some optimization

problems.

In this dissertation, we want the agents to become more intelligent so that they can

handle different optimization problems. Based on this idea, we first design a new consensus

algorithm which modifies the general bat algorithm. Since bat algorithm is a swarm

intelligence method and is proven to be suitable for solving the optimization problems, this

modification is pretty straightforward. The optimization problem suggests the convergence

direction. Also, in order to accelerate the convergence speed, we incorporate a term related to

flux function, which serves as an energy/mass exchange rate in compartmental modeling or a

heat transfer rate in thermodynamics. This term is inspired by the speed-up and speed-down

strategy from biological swarms. We prove the stability of the proposed consensus algorithm

for both linear and nonlinear flux functions in detail by the matrix paracontraction tool and

the Lyapunov-based method, respectively.



Another direction we are trying is to use the deep reinforcement learning to train the

agent to reach the consensus state. Let the agent learn the input command by this method,

they can become more intelligent without human intervention. By this method, we totally

ignore the complex mathematical model in designing the protocol for the general consensus

problem. The deep deterministic policy gradient algorithm is used to plan the command of

the agent in the continuous domain. The moving robots systems are considered to be used

to verify the effectiveness of the algorithm.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The multi-agent systems (MAS) generally refers to a group of autonomous agents which can

operate in a networked environment. A MAS is a system composed of multiple interacting

intelligent agents which can communicate with each other, such that they can finish a general

work together. MAS usually is used to solve some difficult problems which are not easy

or sometimes impossible for a single agent or a monolithic system to solve. Intelligence

generally includes some methodical, functional, procedural or algorithmic procedure to

find the processing approaches which can be used to make an agent to finish its work more

efficiently. In this area, some research methods related to the MAS are performed, an on-line

trading method was studied in [1], disaster response was studied in [2], and modeling social

structures was studied in [3].

The definition of the agent can be found in [4], where the concept of multi-agent systems

is presented as well as its application. According to the authors, some of the characteristics

of the agent can be defined as:

• Reactivity capabilitity: An agent has the ability to satisfy its own goal.

• Autonomy: An agent is at least partially autonomous.

• Perception: An agent can perceive its environment.
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• Local view: An agent should not have the global view of the whole system, or the

system is too complex such that the agent can only use partial understand of the whole

knowledge.

• Communication capabilitity: An agent can be communicated with other agents in the

same system.

A MAS often is composed of an environment, agents, and relationship between them.

The general objective is to finish certain tasks through the agent performing operations to the

environment. As a result, the environment is changed and the goal is finally achieved. MAS

often is used to address the problem in automatic control, computer science, distributed

computation, game theory, and social science. In these cases, a multi-agent system may

include computer’s agents, human teams and agent-human teams.

The MAS problems are studied widely in automatic control, specifically the system is

consisted with multiple agents. These agents are supposed to equip with several sensors

and actuators to perform a coordinated task. This is an important and challenging research

area, which is motivated by a large number of applications. These applications include

surveillance, collaborative search and rescue, environmental monitoring, and distributed

reconfigurable sensor networks. In order to make these applications perform well, different

cooperative control methods have been proposed and analyzed, such as formation control,

rendezvous, attitude alignment, flocking, congestion control for different connected networks,

air traffic control, coverage and cooperative search. In most cases, a multi-agent system can

be seen as a group of nodes which denote different entities such as vehicles, sensors, and

plants, etc. These entities can exchange their own information in a communication network

in order to achieve the final goal. From this view, the MAS can be represented by a network

of nodes which are connected through a communication topology. This communication

topology can be represented by the graph theory.
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Some of the classical objectives of the MAS include but are not limited to:

• Consensus and average consensus: this often refers to an agreement to which the value

of the state can be reached by the multi-agent system. For the average consensus, the

final state value of all the agents is the average of the initial state value if they follow

the agreement protocol.

• Synchronization: If the state of all the agents reach the same point asymptotically, then

the MAS reached synchronization. This is similar to the consensus algorithm, however,

synchronization is generally applied in the mainfolds with particular symmetries.

• Formation control: The agents in the network are designed according to a particular

configuration, where the objectives of all the agents are to achieve to a common goal.

There are several formation control strategies in order to make the agents converge to

the designed configuration or maintain the inter-agent distance.

• Exploration and coverage: By exploring the environment, all the agents can collect

the information around the area of interest. Especially, the coverage is a collaborative

task for all the agents to finish. They may reach the optimal state status in order to

maximize their own interested area.

For all of these topics, consensus algorithms receive wide attention. Among those,

average consensus is a popular distributed algorithm which can be used to compute the

arithmetic mean of the state value of all the agents {xi}Ni=1, where the state value for agent i

is xi for all of the agents N . The average consensus is used to compute the average state

value of all the agents, 1
N

∑N
i=1 xi, in the distributed way.

The consensus problems of multi-agent systems have gained a lot of attention from

various scientific communities in recent years. With the development of the artificial

intelligence in recent years, it is desired that each agent can handle different situations for
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the general algorithm. That means the agents can have a better cooperation and collaboration

among them, thus the whole group can be driven to find a better state. In this process,

information sharing, ideas generating, and decision making are better communicated

between these agents and the whole group will reach a better decision when compared

with previous methods. Thus the multi-agent learning algorithms are studied to demonstrate

the need for a comprehensive understanding of the dynamic environment. The learning

ability in mulit-agent system is not only related with the field of artificial intelligence but

also studied extensively in game theory and economics as well.

1.2 Overview

This dissertation focuses on three aspects of designing consensus algorithm. First is to

design the consensus algorithm based on the bat inspired swarm algorithm, which makes

the proposed protocol more intelligence, meanwhile the flux function is incorporated in the

protocol to accelerate the convergence rate. The second is to explore the privacy preserving

for the proposed protocol. The last is to use deep reinforcement learning based method to

reach the consensus.

In Chapter 2, a comprehensive review of the consensus and its application are provided.

In Chapter 3, a bat-inspired consensus algorithm is proposed based on the bat optimization.

The bat optimization is proven to be suitable for solving the optimization problem and thus

the proposed consensus algorithm can get this ability while reaching the consensus. In order

to accelerate the convergence rate, a linear vector-valued flux function is considered to be

incorporated into the algorithm. The proposed protocol uses a double-check technique to

ensure that the minimum value can be found in each iteration. After that, the stability

of the algorithm is proven by using the matrix paracontraction technique, which is a

nonexpansive property and generally used for studying the convergence of linear iterations.
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The stability of the proposed protocol can be regarded as the linear matrix problem such

that the paracontraction can be used to solve it.

In Chapter 4, the nonlinear flux function is incorporated into the proposed consensus

algorithm. In this chapter, since the flux function is nonlinear, we cannot transform the

protocol in the matrix form. Under this condition, the Lyapunov-based method is used to

analyze the stability of the proposed consensus algorithm. We also consider the performance

of the consensus algorithm with some small disturbances. In this case, the stability of the

protocol is studied. In order to show the effectiveness of the proposed protocol, two different

optimization problems are presented and solved by this protocol. Meanwhile, all the agents

can reach the consensus state at the same time. The final consensus state is the solution of

the optimization problem.

In Chapter 5, the privacy characteristics of the proposed protocol is investigated. For

this case, in each iteration, each agent may not want to share its own full state to others

outside of the network. Instead, they can transmit its own state information encrypted. In

this chapter, we consider to add noise to the state information transmitted for each agent.

The ε-differential privacy of the proposed consensus algorithm is defined. With the help of

d-accurate, we prove that the proposed consensus algorithm is ε-differential privacy. Finally,

the convergence of the consensus algorithm is analyzed. The simulation result is presented

to show that the proposed differential privacy consensus algorithm is effective.

In Chapter 6, we focus on another way to make the agent more intelligent. The deep

reinforcement learning method is used to train the agent to reach the consensus state. By

using this method, the agent can become more intelligent. They can learn different strategies

to handle different problems. The deep deterministic policy gradient (DDPG) algorithm is

used to train the agent since it can handle the continuous domain case for the input command

of the agent. We use the mobile robots to test the proposed algorithm.

Finally, the conclusion is given in Chapter 7. The contribution of this research is also
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shown. Moreover, the comments for future research work are discussed.
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CHAPTER 2

LITERATION REVIEW

This chapter provides a comprehensive literature review of the state-of-the-art consensus

protocol. The applications of the consensus protocol are also reviewed. After that, the privacy

protection methods for the network are then reviewed. Finally, the deep reinforcement

learning methods for consensus are summarized.

2.1 Consensus Protocol

One of the origins for cooperative learning in multiagent systems is from biomimicry

of animal swarm behaviors, such as bird flocking and fish schooling [5, 6]. There is

a long history of people being fascinated by these stunning behaviors demonstrated by

many creatures when they aggregate together to achieve a common goal. Biologists [7, 8],

physicists [6,9], and mathematicians [10] have constructed mathematical models to simulate

these bio-inspired collective behaviors. These models always consist of constant local

interaction and information exchange among individual subsystems to form a collective

system. Although simulation of the collective system reveals quite a few intrinsic, surprising

phenomena that are not exhibited by individual subsystems, no clear interpretation or little

rigorous analysis of these phenomena was given at the inception of the models. See a recent

survey related to this topic in [11]. Later, many control researchers took on this issue and

developed several rigorous control-theoretic frameworks, using various mathematical tools,
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such as nonnegative matrix analysis [12], algebraic graph theory [13], convex analysis [14],

and Lyapunov-based stability tools [15, 16], to explain why these interconnected systems

can exhibit such bizarre group behaviors. All of these results ended with the same problem

named after the consensus or agreement problem. It turns out that this problem has appeared

in different contexts or fields, for example, stochastic algorithms [17], random processes [18],

game theory [19], load balancing [20], etc.

The summary of recent progress about the consensus of multiagent systems can be

found in [21, 22]. Moreover, the authors in [23] develop a mean field game to study the

consensus behavior of agents, where the initial states of the agents are not necessarily

Gaussain distribution. Finite-time consensus for agents having the integrator-like continuous

dynamic model is proposed in [16,24,25], where semistability theory is introduced in [16,24]

to guarantee its convergence while the communication network in [25] exists directional

link failure. In [26], a Nussbaum-type function is used to design the control law such that

the agents can seek the unknown control direction, therefore these agents can achieve the

consensus cooperatively. The consensus behavior of agents, whose dynamics are modeled

by diffusion partial differential equations, is studied in [27], where the agents dynamics are

corrupted by additive persistent disturbances. In this case, a sliding mode based consensus is

proposed. The author in [28] studies the consensus protocol among agents with antagonistic

interactions, where the necessary and sufficient conditions are proposed to guarantee the

consensus. This result is extended by authors in [29], where they study the opinion dynamics

in social groups with ubiquitous competition and distrust between some pairs of agents.

Parallel with this advance in control research communities, researchers in computational

intelligence also used similar biomimetic inspiration to develop highly successful swarm-inte-

lligence-based optimization approaches during the last two decades. Among them, the most

celebrated approaches involve ant colony optimization [30], particle swarm optimization

[31], and differential evolution [32]. Although many of them are heuristic, they appear to
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be very successful in solving complicated optimization problems in critical infrastructures,

such as power distribution management [33]. Due to the simple update formula of those

algorithms, swarm-intelligence-based optimization algorithms can handle complex optimiza-

tion algorithms with higher efficiency [33], which is hard to achieve by use of conventional

optimization methods. Moreover, since usually no derivative or gradient operation is

involved in the swarm-intelligence-based algorithms, they are able to solve more general

optimization problems, such as mixed-integer, discontinuous optimization problems [34].

Of these swarm-intelligence-based optimization algorithms, the bat searching (BS)

algorithm [35], based on the echolocation behavior of bats, gains our attention due to

its striking analogue to the consensus problem for multiagent systems in control systems

engineering. More specifically, BS uses a frequency-tuning technique to increase the

diversity of the solutions in the population when solving an unconstrained optimization

problem. Automatic zooming is used to balance exploration and exploitation during the

search process for an optimal solution by mimicking the variations of pulse emission rates

and loudness of bats. The BS algorithm has shown significant improvement compared to

other swarm intelligence algorithms, such as particle swarm optimization, when solving

unconstrained optimization problems whose objective functions are given by some standard

test functions [35].

2.2 Application of the Consensus Protocol

Many apparently different problems that involve inter information exchange of the dynamical

systems in various areas are closely related to consensus problems for MAS. Some of these

problems are shown below.

• Firstly, the synchronization of coupled oscillators has attracted numerous engineers

and scientists from diverse fields [36–38]. The general coupled neural oscillators
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system is the synchronous oscillations. The generalized Kuramoto model of coupled

oscillators can be modeled as follows:

θ̇i = κ
∑
j∈Ni

sin(θj − θi) + ωi

where θi and ωi are the phase and frequency of the ith oscillator. In [39], the authors

show that if the parameter κ is sufficient large, then synchronization to the aligned

state of the network with all-to-all links is globally achieved for all initial states. Other

references such as [40] study the synchronization of networked oscillators under

variable time-delays. The spectral properties of graph Laplacians can be used to

analyze the convergence of the oscillator network.

• The flocks of mobile agents equipped with sensing and communication devices is

another application for the consensus protocol. These mobile robots can serve as

mobile sensor networks for distributed sensing in an environment [41]. A design and

analysis of flocking algorithms for mobile robots with obstacle-avoidance capabilities

can be found in [42]. Generally, the consensus algorithm can make the agent in

flocking to achieve velocity matching with respect to its neighbors.

• Another application of the consensus is the rendezvous activity. This is equivalent

to reaching a consensus in position with an interaction topology graph in [43]. This

problem is challenging under the switching of the network topology.

• Moreover, the distributed sensor fusion in sensor networks also uses the principle of

the consensus protocol. Implementing some methods such as Kalman filter [44] by

the consensus manner for various sensors, a distributed sensor fusion can be done.
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2.3 Privacy Protection

In some applications, such as surveillance and monitoring network, the designer of the

network would not want the information collected by the network to be leaked. In this

scenario, the participating agents in the network would not want to release more information

about its initial value than strict necessary to reach the consensus agreement. Thus, the

privacy protection is important for the consensus protocol.

A privacy preserving average consensus algorithm is proposed in [45], where the

algorithm can compute the exact average of the initial values. Meantime, it can ensure that

the initial value of each agent cannot be perfectly inferred by other participating agents. In

this method, the agent needs to design a correlated noise process to ensure that the noise

does not affect the consensus result. In order to converge to the exact average, the noise

is designed to be decaying. Thus, the asymptotic sum of the noise needs to be 0 to avoid

affecting the results.

Another choice is to use the differential privacy technique. The concept of the differential

privacy comes from the database literature [46]. After that, a popular adopted differentially

private mechanism is to be used in the database query to guarantee that the data stored from

a wide users will be protected from the external observer. Recently, this notation is borrowed

by the dynamical system. In [47], by adding white Gaussian perturbations to the dynamical

system, a differentially private filter is designed. The differentially private mechanisms

randomize the responses to dataset analysis requests and guarantee that whether or not an

individual chooses to contribute his data only marginally changes the distribution over the

outputs. Consequently, the adversary who can acquire these outputs cannot infer much

more information of the individuals after the publication of the outputs. Then, a differential

private Kalman filter is proposed to release the output of the dynamical system while

preserving differential privacy for the inputs. They also consider the systems processing as
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a single integer-valued signal describing the occurrence of events originating from different

participants. The differential private version of the iterative averaging algorithm is proposed

in [48], where the private consensus problem is studied. The agents need to preserve the

privacy of their initial values from an adversary who can access all the messages exchanged

and these agents finally reach the agreement. This algorithm can protect the initial value of

the agent instead of its participation status.

2.4 Deep Reinforcement Learning

Reinforcement learning (RL) formalizes control problems generally as finding a policy π

that can maximize expected future rewards. Value functions V (s) is important to the RL, and

they can catch the utility of any state s in achieving the agent’s overall objective. Recently,

value functions have also been generalized as V (s, g) in order to represent the utility of

state s for achieving a given goal g ∈ G [49]. When the environment provides delayed

rewards, we adopt a strategy to first learn ways to achieve intrinsically generated goals, and

subsequently learn an optimal policy to chain them together. Each of the value function

V (s, g) can be used to generate a policy that terminates when the agent reaches the goal

state g. A collection of these policies can be hierarchically arranged with temporal dynamics

for learning or planning within the framework of semi-Markov decision processes [50]. In

some high-dimensional problems, these value functions can be approximated by neural

networks as V (s, g : θ).

Recently, the advancement in function approximation with deep neural networks has

shown promise in handling high-dimensional sensory input. Deep Q-Networks and its

variants have been successfully applied to various domains including Atari games [51] and

Go [52].

However, for some challenging physical control problems that involve complex multi-joint
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movements, unstable and rich contact dynamics, the DQN is not sufficient to solve it. Thus,

the actor-critic approach with insights from the DQN is developed. By doing so, the network

is trained off-policy with samples from a replay buffer to minimize the correlation between

samples and the network is trained with a target Q network to give consistent targets during

temporal difference backups.

The nature of interaction between agents can be cooperative is considered in some DRL

algorithm. Most studies stress the strategies such as Q function update [53], which assume

that the actions of other agents made can improve collective reward. Another method is to

indirectly arrive at cooperation via sharing of policy parameters [54], however, this method

needs the requirement that the agent is homogeneous.

In [55], the authors propose a DRL framework by using policy gradient method with

a centralized critic, and test their approach on a StarCraft micromanagement task. This

method can learn a single centralized critic for all agents. Moreover, they combine recurrent

policies with feed-forward critics.
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CHAPTER 3

THE BIO-INSPIRED COOPERATIVE LEARNING CONSENSUS

UNDER SUGGESTED CONVERGENCE DIRECTION: LINEAR

CASE

3.1 Introduction

While the consensus problem for multiagent systems has drawn a great attention in recent

years in different areas, it was until recently that some analogy between this problem

and swarm intelligence algorithms, such as particle swarm optimization, has been noticed

by [33,56]. This similarity has inspired us to improve the performance of swarm intelligence

algorithms by modifying them using some techniques from the various consensus protocols

in the literature. Such a combination from a control problem and a computational intelligence

algorithm offers a brand new perspective to design efficient swarm intelligence algorithms,

not just from the bio-inspired direction, but also from the control-theoretic methodology,

leading to a one-way exploration from control theory to swarm optimization. Now the

question lies in the other direction: Is it possible to design consensus protocols for multiagent

systems using some techniques or concepts from swarm intelligence, so that the state

convergence direction of these systems can be guided, but not completely given, for

flexibility? This is the question we will address in this chapter, and an affirmative answer

will be given to this question. Hence, a two-way, positive feedback of mutual exploration



15

and interplay is unraveled between networked control theory and swarm optimization based

algorithms, based on the result in this chapter and the results in [33, 56].

We will address the above question by designing new consensus protocols with two

additional attributes of agents being “smart” to data transmission and their state convergence

direction being totally guidable but not totally controllable. In this chapter, motivated by

the multiagent coordination optimization (MCO) algorithm [33, 56] and the bat searching

algorithm [35], a new bat-inspired consensus protocol is proposed. More specifically,

by incorporating a separate, unrelated optimization problem into the protocol, our new

consensus algorithm can fully guide its state convergence direction leaning toward the best

solution (i.e., the optimal solution among the population of candidate solutions) to this

separate, unrelated optimization problem. At the same time, although the optimal solution

to this optimization problem may always exist (e.g., convex optimization), its best solution

form may not be precisely calculated or numerically found. Hence, such an issue actually

creates an uncertainty for exactly predicting the final state convergence direction, which

turns out to be a good merit for protecting multiagent systems from adversaries. Moreover,

the proposed consensus algorithm further takes advantage of the mechanism behind the

BS algorithm to enhance agents’ data transmission capability so that they become “smart”

enough to not only process the neighboring and their own data, but also relay the processed

data among agents in a multi-hop way.

Thus, the most notable feature of the proposed cooperative learning consensus protocols

is their ability to simultaneously solve an optimization problem and a consensus problem

altogether. The embedded optimization problem serves as a suggested convergence direction

for the consensus problem. When the proposed cooperative learning consensus protocols

run in a convergence way, both problems obtain their solutions accordingly. This feature

is particularly appealing in high performance computing in which multitask jobs are quite

common in many parallel computing problems. Hence, the proposed method paves a
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way to develop corresponding algorithms for parallel solutions to multitask computing

and optimization problems. A detailed convergence analysis of the proposed cooperative

learning consensus protocols will be presented in this chapter. In the end, the numerical

comparison between the proposed cooperative learning consensus protocols and the average

consensus [12, 13] is provided to show the features of the proposed ones. Specifically, not

only do the proposed consensus protocols converge under certain conditions like the average

consensus [12, 13], but also the proposed consensus protocols optimize a direction function

during the convergence process.

3.1.1 Swarm-Intelligence-Inspired Consensus

To begin with, we define some time-dependent, algebraic, graph-related notations to describe

our cooperative learning consensus protocols. Specifically, let G(t) = (V , E(t)) denote a

dynamic directed graph (or dynamic digraph) with the set of vertices V = {v1, v2, . . . , vq}

and E(t) ⊆ V × V representing the set of edges, where t ∈ Z+ = {0, 1, 2, . . .}. The

time-varying matrix A(t) ∈ Rq×q with nonnegative adjacency elements ai,j(t) associated

with E(t) serves as the adjacency matrix of G(t), where R denotes the set of real numbers, Rn

denotes the set of n-dimensional real column vectors, and Rn×m denotes the set of n-by-m

real matrices. The node index of G(t) is denoted as a finite index set N = {1, 2, . . . , q}. An

edge of G(t) is denoted by ei,j(t) = (vi, vj), and the adjacency elements associated with

the edges are positive. We assume ei,j(t) ∈ E(t) if and only if ai,j(t) = 1, ei,j(t) 6∈ E(t)

if and only if ai,j(t) = 0, and ai,i(t) = 0 for all i ∈ N . The set of neighbors of the node

vi is denoted by N i(t) = {vj ∈ V : (vi, vj) ∈ E(t), j = 1, 2, . . . , |N |, j 6= i}, where |N |

denotes the cardinality of N . In many cases, for brevity, we simply take V = N . The

degree matrix of a dynamic digraph G(t) is defined as D(t) = [di,j(t)]i,j=1,2,...,|N |, where

di,j(t) =


∑|N |

j=1 ai,j(t), if i = j,

0, if i 6= j.
The Laplacian matrix of the dynamic digraph G(t) is
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defined by L(t) = D(t)−A(t). If L(t) = LT(t), where (·)T denotes the transpose operation,

then G(t) is called a dynamic undirected graph (or simply dynamic graph). If there is a

path from any node to any other node in a dynamic digraph, then the dynamic digraph

is called strongly connected. From now on, we use short notations, At, Dt, Lt,Gt,N i
t , to

denote A(t), D(t), L(t),G(t),N i(t), respectively.

Consider a group of q bats (agents) who have directional communications via a communi

cation digraph topology Gt at each time instant t. Each node k in Gt corresponds to a

labeled bat k, k = 1, . . . , q. Throughout this chapter, we make the following two standing

assumptions. The first one is about the connectivity of Gt.

Assumption 1. The communication digraph Gt is strongly connected.

The second one is about a separate optimization problem embedded in the proposed

consensus protocol.

Assumption 2. The minimization problem minx∈Rn F (x) has a solution, where F : Rn → R.

The original BS algorithm was based on the echolocation or bio-sonar characteristics

of microbats [35]. More specifically, the bats can update their position information by

following the below position-velocity rules to find their “prey”, which tends to be the best

solution to an optimization problem minx∈Rn F (x):

fi(t) = fmin + (fmax − fmin)βi, (3.1)

vi(t+ 1) = vi(t) + [xi(t)− p(t)]fi(t), (3.2)

xi(t+ 1) = xi(t) + vi(t+ 1), i = 1, . . . , q (3.3)

where xi(t) ∈ Rn and vi(t) ∈ Rn are the position and velocity of Bat i at each time instant t,

respectively, fi(t) ∈ R is the frequency information for Bat i at time instant t, fmin and fmax

are the lower bound and upper bound of the frequency for Bat i, respectively, βi ∈ [0, 1] is
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a random coefficient drawn from a uniform distribution, and p(t) ∈ Rn is the current best

global solution at time instant t, i.e., p(t) = arg min1≤i≤q,0≤s≤t F (xi(s)).

Based on this algorithm, we propose a cooperative learning consensus protocol for this

group of q bats. The scenario we are considering here is that all of the bats have the same

constant speed, but with different heading angles. From the control-theoretic perspective, a

consensus protocol for heading angles of the bats is a semi-distributed control algorithm

used to asymptotically achieve a common heading angle among all of the bats. Using this

concept, the proposed cooperative learning consensus protocol for heading angles of the bats,

under a given minimization problem minx∈Rn F (x) as its suggested convergence direction,

is given as follows:

θ1,min(t) = θ1(t), (3.4)

θk+1,min(t) = arg min{F (θk,min(t)), F (θk+1(t))}, k = 1, . . . , 2q − 2 (3.5)

θ2q,min(t) = θ2q−1,min(t), (3.6)

θi(t+ 1) = θi(t) + fi(t)

{
arg min

θ∈Rn

∑
j∈N it

[θj(t)− θ]TΦi,j(θj(t)− θ)− θi(t)
}

+ fi(t)µi(t)[θq+i,min(t)− θi(t)], (3.7)

fi(t) = fmin + βi(t)(fmax − fmin), i = 1, . . . , q (3.8)

where t ∈ Z+, θi(t) = θq+i(t) ∈ Rn denotes the heading angle vector of Bat i at iteration

t, respectively, fi(t) > 0 is the frequency of Bat i, fmin > 0 is a given lowerbound of

the frequency, fmax > 0 is a given upperbound of the frequency, Φi,j : Rn → Rn is a

vector-valued flux function satisfying Φi,j(x) = 0 if and only if x = 0 and xTΦi,j(x) ≥ 0

for every x ∈ Rn and every i, j = 1, . . . , q, i 6= j, 0 ≤ βi(t) ≤ 1 is a normalized range

parameter for the frequency, 0 < µmin ≤ µi(t) ≤ µmax is the zooming parameter for

Bat i, i = 1, . . . , q, t ∈ Z+, θ ∈ Rn is a vector variable, and θq+i,min(t) is defined as
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arg min1≤i≤q F (θi(t)), which denotes the suggested convergence direction.

For brevity, we use the short notations βit , f
i
t , and µit to denote βi(t), fi(t), and µi(t) for

every i = 1, . . . , q, respectively.

The flux function Φi,j(·) can be interpreted as an energy/mass exchange rate in compartm-

ental modeling [15, 57] or a heat transfer rate in thermodynamics [58]. Furthermore, Φi,j(·)

is not necessarily convex or not necessarily continuous. Next, the original BS algorithm does

not have the interconnected term arg minθ∈Rn
∑

j∈N it
[θj(t)− θ]TΦi,j(θj(t)− θ) in (3.7).

The addition of this term is motivated by the speed-up and speed-down strategy derived

from biological swarms [59]. This term is calculated through a multihop relay protocol [60]

based on the communication ring routing path. More specifically, it consists of the following

two steps:

1) Bat k + 1 can receive the information of θk,min(t) from Bat k at time instant t, k =

1, . . . , q−1. At the same time, Bat k+1 determines θk+1,min(t) = arg min{F (θk,min(t))

, F (θk+1(t))} and serves as a router to send θk+1,min(t) to the next bat.

2) After θq,min(t) is determined by Bat q, this information is passed to Bat (q+1 mod q),

which is essentially Bat 1, where mod denotes the modulo operation. Bat (k

mod q), k = q+1, . . . , 2q−1, again determines θk,min(t) = arg min{F (θk−1,min(t)),

F (θ(k mod q)(t))} and serves as a router to send θk,min(t) to Bat (k + 1 mod q) by

sequentially following the directed communication path

Bat q → Bat (q + 1 mod q)→ Bat (q + 2 mod q)

→ · · · → Bat (2q − 1 mod q)
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which is equivalent to

Bat q → Bat 1→ Bat 2→ · · · → Bat q − 1

.

Note that we used a “double-check” technique in these two steps to obtain

arg min1≤i≤q F (θi(t)). It is clear that after Step 1, θq,min(t) obtained by Bat q is indeed

arg min1≤i≤q F (θi(t)). Hence, in Step 2, θq+i,min(t) obtained by Bat i is identical to θq,min(t)

for every i = 1, . . . , q − 1. However, we still let Bat i perform the comparison operation

θq+i,min(t) = arg min{F (θq+i−1,min(t)), F (θi(t))} in Step 2 to ensure that we end up with

the correct arg min1≤i≤q F (θi(t)).

Hence, the proposed cooperative learning consensus protocol is distinct from the

existing consensus protocols in the literature. Moreover, the proposed cooperative learning

consensus protocol is a semi-distributed, localized algorithm by determining θq+i,min(t) =

arg min1≤i≤q F (θi(t)) locally, unlike the BS algorithm which computes arg min1≤i≤q

F (θi(t)) in a global manner in the sense that all of the bats’ position information is shared

in the group.

A fundamental question regarding the cooperative learning consensus protocol (3.4)–(3.8)

is about its (absolute) convergence property. How can we guarantee the convergence of

(3.4)–(3.8) for a given minimization problem minx∈Rn F (x) and arbitrary initial condition?

Here, the precise meaning of (absolute) convergence is that limt→∞ θ1(t) = · · · = limt→∞

θq(t) exists for (3.4)–(3.8) with any initial condition θi(0) ∈ Rn, i = 1, . . . , q. To answer

this question for (3.4)–(3.8), we first need to study the form or the property of Φi,j(·). The

most commonly used one is the linear form

Φi,j(x) = x. (3.9)
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Other forms include the signum form Φi,j(x) = sgn(x), where sgn denotes the signum

function and sgn(x) denotes an elementwise operation for the vector x. In this chapter, we

consider both the linear form (3.9) and some nonlinear form for Φi,j(·).

The basic idea of conducting convergence analysis for (3.4)–(3.8) under the linear

form of Φi,j(·) is to convert the proposed iterative algorithm into a discrete-time linear

time-varying system and then to discuss its convergence property using some matrix analysis

tools. It is motivated by some recent works done in semistable control and paracontraction

analysis [61,62]. More specifically, we consider the discrete-time linear time-varying system

given by the form

X(t+ 1) = W (t)X(t), t ∈ Z+ (3.10)

whereX(t) = [θT1 (t), . . . ,θTq (t)]T ∈ Rn×· · ·×Rn = Rnq. Then in this case the cooperative

learning consensus protocol given by (3.4)–(3.8) can be rewritten as the compact form (3.10)

by defining a corresponding W (·) appropriately. The frequency equation (3.8) stands alone

with the rest of the equations, and it can be viewed as a time-dependent parameter in the

cooperative learning consensus protocol. Thus, the convergence analysis of the proposed

cooperative learning consensus protocol can be converted into a convergence problem of

a discrete-time linear time-varying system given by the form (3.10). Here two different

approaches will be used for the convergence analysis of (3.10): the matrix paracontraction

approach [63] and the nonnegative matrix approach [64].

3.1.2 Mathematical Preliminaries

Paracontraction is a nonexpansive property for a class of linear operators which can be

used to study convergence of linear iterations [63, 65], communication protocols [66],

and biomimetic models [67]. In this chapter, we will use this idea to derive sufficient
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convergence conditions for (3.10). To this end, some new results on matrix paracontraction

will be developed in this section. These new results play a key role to derive simple

sufficient conditions to guarantee the convergence of the proposed cooperative learning

consensus protocol. They also disclose some interesting properties for paracontraction that

have not been discovered before and complement many existing paracontraction results

in the literature [62, 63, 65, 67]. The following definition, due to [63], gives the notion of

paracontracting matrices.

Definition 1 ([63]). LetW ∈ Rn×n. W is called paracontracting if for any x ∈ Rn,Wx 6= x

is equivalent to ‖Wx‖ < ‖x‖, where ‖ · ‖ denotes the (vector and matrix) 2-norm.

Next, we introduce the following fact needed later in the chapter.

Lemma 1. Let W ∈ Rq×q. Then ‖W‖ ≤ 1 if and only if WTW ≤ Iq, where Iq denotes the

q-by-q identity matrix. Furthermore, ‖W‖ ≤ 1 if and only if WWT ≤ Iq.

Proof. First, it follows from Proposition 9.4.9 of [68, p. 609] that ‖W‖ = σmax(W ), where

σmax(W ) denotes the maximum singular value of W . Next, it follows from Fact 5.11.35

of [68, p. 358] that σmax(W ) ≤ 1 if and only if WTW ≤ Iq. The second conclusion is a

direct consequence of the first one by noting that ‖W‖ = ‖WT‖.

The following result, motivated by Lemma 3.5 of [62], connects paracontraction with

the singular value decomposition.

Lemma 2. Let W ∈ Rq×q and r = rank(W ), where rank(W ) denotes the rank of W .

Suppose that the singular value decomposition of W is given by W = V

 Σ 0

0 0

UT,

where Σ = diag(σ1(W ), . . . , σr(W )) ∈ Rr×r, diag(X) denotes a diagonal matrix whose ith

diagonal entry is the ith component of X , U = [u1, . . . , uq] ∈ Rq×q and V = [v1, . . . , vq] ∈

Rq×q are orthogonal matrices, ui ∈ Rq, and vi ∈ Rq. Define m to be the positive

integer satisfying ‖W‖ = σ1(W ) = · · · = σm(W ) > σm+1(W ) ≥ · · · ≥ σr(W ) >
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0. Then ker(WTW − ‖W‖2Iq) = span{u1, . . . , um} and ker(WWT − ‖WT‖2Iq) =

span{v1, . . . , vm}, where ker(A) denotes the kernel of A and spanS denotes the span of S .

Proof. For every x ∈ ker(WTW − ‖W‖2Iq), let x =
∑q

i=1 αiui, where αi ∈ R. It follows

from the singular value decomposition of W that W =
∑r

i=1 σi(W )viu
T
i . Hence, WTW =∑r

i=1 σ
2
i (W )uiu

T
i and xTWTWx =

∑r
i=1 σ

2
i (W )α2

i . Note that xTx =
∑q

i=1 α
2
i . Thus,

‖Wx‖2 − ‖W‖2‖x‖2 = 0 if and only if
∑r

i=1 σ
2
i (W )α2

i −
∑q

i=1 ‖W‖2α2
i = 0. Note that

0 =
∑r

i=1 σ
2
i (W )α2

i −
∑q

i=1 ‖W‖2α2
i =

∑r
i=1[σ

2
i (W ) − ‖W‖2]α2

i −
∑q

j=r+1 ‖W‖2α2
j =∑r

i=m+1[σ
2
i (W )− ‖W‖2]α2

i −
∑q

j=r+1 ‖W‖2α2
j . Since σi(W ) < ‖W‖ for every i = m+

1, . . . , r, this equality holds if and only if αs = 0 for every s = m+ 1, . . . , q. This implies

that x =
∑m

i=1 αiui for arbitrary αi ∈ R, i = 1, . . . ,m. Hence, ker(WTW − ‖W‖2Iq) =

span{u1, . . . , um}.

Analogously, for every y ∈ ker(WWT − Iq), let y =
∑q

i=1 βivi, where βi ∈ R. Using

W =
∑r

i=1 σi(W )viu
T
i , WWT =

∑r
i=1 σ

2
i (W )viv

T
i , ‖WT‖ = ‖W‖, and the similar

arguments as above, it follows that ker(WWT − ‖WT‖2Iq) = span{v1, . . . , vm}.

The next result is due to Proposition 3.2 of [62].

Lemma 3. Let W ∈ Rq×q and r = rank(W ). Suppose that the singular value decomposition

of W is given by W = V

 Σ 0

0 0

UT, where Σ = diag(σ1(W ), . . . , σr(W )) ∈ Rr×r,

and U ∈ Rq×q and V ∈ Rq×q are orthogonal matrices. Define m to be the positive integer

satisfying ‖W‖ = σ1(W ) = · · · = σm(W ) > σm+1(W ) ≥ · · · ≥ σr(W ) > 0. Then

‖W‖ ≤ 1 and ker(WTW − Iq) = ker(WWT − Iq) if and only if W is paracontracting.

Proof. It follows from Proposition 3.2 of [62] that W is paracontracting if and only if

‖W‖ ≤ 1 and ui = vi, i = 1, . . . ,m, where ui, vi, andm are defined in Lemma 2. If ‖W‖ =

‖WT‖ = 1, then it follows from Lemma 2 that ker(WTW − Iq) = span{u1, . . . , um}

and ker(WWT − Iq) = span{v1, . . . , vm}. Hence, the conclusion holds. Otherwise, if



24

‖W‖ = ‖WT‖ < 1, then 1 is not an eigenvalue of W and WT. Hence, ker(WTW − Iq) =

{0} = ker(WWT − Iq).

For a matrix W ∈ Rq×q whose 2-norm is less than or equal to 1, the following result

says that its complement W − Iq is range symmetric.

Lemma 4. Let W ∈ Rq×q and ‖W‖ ≤ 1. Then ker(W − Iq) = ker(WT − Iq).

Proof. If 1 is not an eigenvalue of W , then both W − Iq and WT − Iq are nonsingular.

In this case, ker(W − Iq) = {0} = ker(WT − Iq). Now, we assume that 1 is an

eigenvalue of W . Note that for nonzero x ∈ ker(W − Iq), we have x = Wx. Now

it follows from the Cauchy-Schwarz inequality and ‖WT‖ = ‖W‖ ≤ 1 that ‖x‖2 =

xTx = (Wx)Tx = xTWTx ≤ ‖x‖‖WTx‖ ≤ ‖x‖‖WT‖‖x‖ = ‖W‖‖x‖2 ≤ ‖x‖2, which

implies that xTWTx = ‖x‖‖WTx‖. This equality holds if and only if WTx = λx for

some λ ∈ C, where C denotes the set of complex numbers. Since ‖WT‖ = ‖W‖ ≤ 1,

it follows that |λ| ≤ 1. Next, it follows from WTx = λx and x = Wx that λ∗xTx =

(WTx)Tx = xTWx = xTx, which implies that λ = λ∗ = 1, where λ∗ denotes the complex

conjugate of λ. Hence, WTx = x, which indicates that x ∈ ker(WT − Iq), leading to

ker(W − Iq) ⊆ ker(WT − Iq). Similarly, for nonzero x ∈ ker(WT − Iq), it follows from

the similar arguments as above that Wx = x, and hence, x ∈ ker(W − Iq), leading to

ker(WT − Iq) ⊆ ker(W − Iq). Thus, ker(WT − Iq) = ker(W − Iq).

Remark 1. An alternative, equivalent statement of Lemma 4 is that if ker(W − Iq) 6=

ker(WT − Iq) for some square matrix W ∈ Rq×q, then ‖W‖ > 1. �

Now we have a series of necessary and sufficient conditions for paracontraction based

on Lemmas 1–4.

Theorem 1. Let W ∈ Rq×q. Then the following statements are equivalent:

i) W is paracontracting.
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ii) WT is paracontracting.

iii) ‖W‖ ≤ 1 and ker(WTW − Iq) = ker(W − Iq).

iv) ‖W‖ ≤ 1 and ker(WWT − Iq) = ker(WT − Iq).

v) WTW ≤ Iq and ker(WTW − Iq) = ker(WWT − Iq).

vi) WWT ≤ Iq and ker(WWT − Iq) = ker(W − Iq).

Proof. The equivalence between i) and iii) follows directly from Lemma 3.2 of [62].

Likewise, the equivalence between ii) and iv) follows from Lemma 3.2 of [62] as well.

Next, it follows from Lemma 3 that i) is equivalent to ‖W‖ ≤ 1 and ker(WTW − Iq) =

ker(WWT − Iq). By Lemma 1, ‖W‖ ≤ 1 is equivalent to WTW ≤ Iq. Hence, i) is

equivalent to v).

To show the equivalence between i) and iv), note that we have shown the equivalence

between i) and iii), the equivalence between ii) and iv), and the equivalence between i) and

v). Hence, if i) holds, then by v), WTW ≤ Iq and ker(WTW − Iq) = ker(WWT − Iq).

On the other hand, if i) holds, it follows from iii) and Lemma 3 that ker(WTW − Iq) =

ker(W − Iq) = ker(WWT − Iq). In this case, by Lemma 4, ker(WTW − Iq) = ker(W −

Iq) = ker(WWT − Iq) = ker(WT − Iq). Hence, if i) holds, then iv) holds.

Alternatively, if iv) holds, then it follows from the equivalence between ii) and iv)

that ii) holds. Now it follows from the equivalence between i) and v) that if ii) holds,

then WWT ≤ Iq and ker(WWT − Iq) = ker(WTW − Iq). By Lemma 1, WWT ≤ Iq

is equivalent to ‖W‖ ≤ 1. In this case, it follows from Lemma 4 that ker(WT − Iq) =

ker(W − Iq). Thus, if iv) holds, then ‖W‖ ≤ 1 and ker(WWT − Iq) = ker(WT − Iq) =

ker(WTW − Iq) = ker(W − Iq). Finally, it follows from the equivalence between i) and

iii) that if ‖W‖ ≤ 1 and ker(WTW − Iq) = ker(W − Iq), then i) holds.

Finally, the equivalence between iv) and vi) is immediate from Lemmas 1 and 4.
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Next, we present a matrix analysis result to connect null spaces of two matrices with

their ranks.

Lemma 5. Let A ∈ Rm×n and C ∈ Rl×n. Then ker(A) = ker(C) if and only if rank(A) =

rank(C) = rank

A
C

.

Proof. Note that both ker(A) and ker(C) are subspaces. Then it follows from Lemma 6

in [20] that ker(A) = ker(C) if and only if ker(A)⊥ = ker(C)⊥, where ker(A)⊥ denotes

the orthogonal complement of ker(A). Next, it follows from Theorem 2.4.3 of [68, p. 103]

that ker(A)⊥ = ran(AT) and ker(C)⊥ = ran(CT), where ran(A) denotes the range space

of A. Hence, ker(A) = ker(C) if and only if ran(AT) = ran(CT). Now it follows from

Fact 2.11.5 of [68, p. 131] that ran(AT) = ran(CT) if and only if rank(AT) = rank(CT) =

rank

[
AT CT

]
. Since rank(K) = rank(KT) for any matrix K, the conclusion follows

immediately.

Motivated by Theorem 1 and Lemma 5, we have the following rank results for paracont-

raction.

Theorem 2. Let W ∈ Rq×q. Then the following statements are equivalent:

i) W is paracontracting.

ii) ‖W‖ ≤ 1 and

rank(WTW − Iq) = rank(W − Iq) = rank

WTW − Iq

W − Iq

 . (3.11)

iii) ‖W‖ ≤ 1 and

rank(WWT − Iq) = rank(W − Iq) = rank

[
WWT − Iq W − Iq

]
. (3.12)
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Proof. It follows from Lemma 5 that (3.11) holds if and only if ker(WTW−Iq) = ker(W−

Iq). Likewise, (3.12) holds if and only if ker(WWT − Iq) = ker(WT − Iq). Now the

equivalence between i) and ii) in this result follows from the equivalence between i) and

iii) in Theorem 1. Also, the equivalence between i) and iii) in this result follows from the

equivalence between i) and iv) in Theorem 1 by noting that rank(WT−Iq) = rank(W −Iq)

and rank

WWT − Iq

WT − Iq

 = rank

[
WWT − Iq W − Iq

]
.

Based on Theorem 2 above and the proof of Theorem 5 in [67], we have the following

convergence result for sequences of paracontracting matrix functions.

Theorem 3. Let Σ be a finite index set and D ⊆ Rn be open and nonempty. Consider a

matrix function W : Σ×D → Rq×q. Assume that W (p, ·) is continuous for every p ∈ Σ.

Furthermore, assume that for every z ∈ Σ × D , ‖W (z)‖ ≤ 1 and rank(W (z)WT(z) −

Iq) = rank(W (z)− Iq) = rank

[
W (z)WT(z)− Iq W (z)− Iq

]
. For any compact subset

M ⊂ Σ×D and any sequence {zk}∞k=0 ⊆M , if there exists a constant matrix W∞ ∈ Rq×q

such that limk→∞ rank(W (zk) − Iq) = rank(W∞ − Iq) = limk→∞ rank

W (zk)− Iq

W∞ − Iq

,

then the sequence {xk}∞k=0 defined by xk+1 = W (zk)xk has a limit as k →∞.

Proof. First we claim that for every z ∈M , W (z) is paracontracting. In fact, Theorem 2

has shown that for every z ∈M , W (z) is paracontracting if and only if ‖W (z)‖ ≤ 1 and

rank(W (z)WT(z) − Iq) = rank(W (z) − Iq) = rank

[
W (z)WT(z)− Iq W (z)− Iq

]
for every z ∈ M . Next, we claim that if x 6∈ ker(W (z) − Iq) for any z ∈ M , then

maxz∈M ‖W (z)x‖ < ‖x‖. To see this, note that M is compact, W (z) is paracontracting

for every z ∈ M , and ‖W (z)y‖ is upper semicontinuous at z ∈ M for any y ∈ Rq.

Then it follows from Theorem 2.12 in [69, p. 44] that there exists z∗ ∈ M such that

maxz∈M ‖W (z)x‖ = ‖W (z∗)x‖ < ‖x‖ provided that W (z∗)x 6= x.
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Note that xk+1 = (
∏k

i=0W (zk−i))x0 for every k ≥ 0. To show that limk→∞ xk exists, it

suffices to show that limk→∞
∏k

i=0W (zk−i) exists. First, we claim that if limk→∞ rank

(W (zk)−Iq) = rank(W∞−Iq) = limk→∞ rank

W (zk)− Iq

W∞ − Iq

, then there exists a positive

integer N such that ker(W (zk)− Iq) = ker(W∞ − Iq) for all k ≥ N . To see this assertion,

it follows from the limit definition that for any given ε ∈ (0, 1), there exists a positive integer

N1 = N1(ε) such that |rank(W (zk) − Iq) − rank(W∞ − Iq)| < ε < 1 for every k ≥ N1.

Since rank(W (zk)− Iq) and rank(W∞ − Iq) are both nonnegative integers, the inequality

|rank(W (zk) − Iq) − rank(W∞ − Iq)| < 1 holds if and only if rank(W (zk) − Iq) =

rank(W∞ − Iq) for every k ≥ N1. Similarly, there exists a positive integer N2 = N2(ε)

such that rank

W (zk)− Iq

W∞ − Iq

 = rank(W∞−Iq) for every k ≥ N2. LetN = max{N1, N2}.

Then it follows that rank(W (zk)− Iq) = rank(W∞ − Iq) = rank

W (zk)− Iq

W∞ − Iq

 for every

k ≥ N . Now it follows from Lemma 5 that ker(W (zk) − Iq) = ker(W∞ − Iq) for all

k ≥ N . Thus, ker(Iq −W (zN)) = ker(Iq −W (zm)) for every m ≥ N . Note that it follows

from paracontraction of W (·) that ker(Iq −W (zN)) 6= {0q×1}. Let {e1, e2, . . . , er} be an

orthonormal basis for ker(Iq −W (zN)) and let R = [e1, e2, . . . , er] ∈ Rq×r. By definition

of R, we have (Iq −W (zm))R = 0q×r for every m ≥ N .

Next, it follows from Lemma 4 that ker(Iq −WT(zm)) = ker(Iq −W (zm)) for every

m ≥ N . Now (Iq − WT(zm))R = 0q×r for every m ≥ N . Hence, RTW (zm) =

(WT(zm)R)T = RT. Therefore, for every i ≥ N , we have (W (zi+1) − RRT)(W (zi) −
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RRT) = W (zi+1)W (zi)−RRT. By induction,

m∏
i=0

W (zm−i)−RRT

N−1∏
i=0

W (zN−1−i)

=

(m−N∏
i=0

W (zm−i)−RRT

)N−1∏
i=0

W (zN−1−i)

=

(m−N∏
i=0

(
W (zm−i)−RRT

))N−1∏
i=0

W (zN−1−i)

We show that limm→∞
∏m

i=0W (zm−i) = RRT
∏N−1

i=0 W (zN−1−i). To this end, it suffices

to show that for any x ∈ Rq, limm→∞(
∏m−N

i=0 (W (zm−i)−RRT))(
∏N−1

i=0 W (zN−1−i))x =

0q×1. Suppose, conversely, that there exists x ∈ Rq such that (
∏m−N

i=0 (W (zm−i)−RRT))

(
∏N−1

i=0 W (zN−1−i))x does not converge to 0q×1 as m→∞. First we claim that W (zk)−

RRT is paracontracting for every k ≥ N . To see this, let span{er+1, er+2, . . . eq} =

span{e1, e2, . . . , er}⊥ and let Q = [er+1, er+2, . . . eq] ∈ Rq×(q−r), where S⊥ denotes the

orthogonal complement of S. Next, let x 6∈ ker(W (zk) − RRT − Iq), k ≥ N . Then

x = Ry1+Qy2, where y1 ∈ Rr×1 and y2 ∈ R(q−r)×1. Note thatW (zk)R = R for all k ≥ N .

Then it follows that (W (zk)−RRT)x = W (zk)Qy2. Hence, x 6∈ ker(W (zk)−RRT − Iq)

if and only if W (zk)Qy2 6= Ry1 + Qy2, or, equivalently (W (zk) − Iq)Qy2 6= Ry1. Since

W (zk) is paracontracting, it follows from Proposition 3.2 of [65] that W (zk) is discrete-time

semistable. Then it follows from vi) of Proposition 11.10.2 of [68, p. 735] that Iq −W (zk)

is group invertible. Hence, by Corollary 3.5.8 of [68, p. 191], ran(Iq −W (zk)) ∩ ker(Iq −

W (zk)) = {0q×1}. Since (W (zk)−Iq)Qy2 ∈ ran(Iq−W (zk)) andRy1 ∈ ker(Iq−W (zk)),

it follows that (W (zk) − Iq)Qy2 6= Ry1 if and only if either (W (zk) − Iq)Qy2 6= 0q×1 or

Ry1 6= 0q×1.

If (W (zk) − Iq)Qy2 6= 0q×1, then it follows from the paracontraction of W (zk) that

‖W (zk)Qy2‖2 < ‖Qy2‖2 ≤ ‖Ry1‖2+‖Qy2‖2 = ‖Ry1+Qy2‖2, i.e. ‖(W (zk)−RRT)x‖ <
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‖x‖. Hence,W (zk)−RRT is paracontracting for every k ≥ N . Alternatively, ifRy1 6= 0q×1,

then ‖Ry1‖ > 0. Since ‖W (zk)‖ ≤ 1, it follows that ‖W (zk)Qy2‖2 ≤ ‖Qy2‖2 < ‖Ry1‖2 +

‖Qy2‖2 = ‖Ry1 + Qy2‖2, i.e., ‖(W (zk) − RRT)x‖ < ‖x‖. Hence, W (zk) − RRT is

paracontracting for every k ≥ N .

Now we have

∥∥∥∥(m−N∏
i=0

(
W (zm−i)−RRT

))(N−1∏
i=0

W (zN−1−i)

)
x
∥∥∥∥

≤
(m−N∏

i=0

‖W (zm−i)−RRT‖
)(N−1∏

i=0

‖W (zN−1−i)‖
)
‖x‖ ≤ ‖x‖

Thus, (
∏m−N

i=0 (W (zm−i) − RRT))(
∏N−1

i=0 W (zN−1−i))x is a bounded sequence on Rq for

every m ≥ N . It follows from Bolzano-Weierstrass Theorem (Theorem 2.3 of [69, p. 27])

that there exists a subsequence {mk}∞k=0 ⊆ {N,N + 1, N + 2, . . .} such that

lim
k→∞

(mk−N∏
i=0

(W (zmk−i)−RRT)

)(N−1∏
i=0

W (zN−1−i)

)
x = w 6= 0q×1.

Let (
∏mk−N

i=0 (W (zmk−i)−RRT))(
∏N−1

i=0 W (zN−1−i))x = skw+dk, where dk ∈ span{w}⊥.

Note that wT(
∏mk−N

i=0 (W (zmk−i)−RRT))(
∏N−1

i=0 W (zN−1−i))x = sk‖w‖2 and dT
k (
∏mk−N

i=0

(W (zmk−i)−RRT))(
∏N−1

i=0 W (zN−1−i))x = ‖dk‖2. Taking the limit on both sides of these

two equations yields limk→∞ sk = 0 and limk→∞ dk = 0q×1.

Next, we claim that ker(Iq −W (zi) + RRT) = {0q×1} for every i ≥ mk and every

k = 0, 1, 2, . . .. If x ∈ ker(Iq − W (zi) + RRT) for every i ≥ mk, then W (zi)x =

(Iq + RRT)x for every i ≥ mk. Since ‖W (zi)x‖2 = ‖x‖2 + 2‖RTx‖2 + ‖RRTx‖2 and

W (zi) is paracontracting, it follows that RTx = 0r×1. Hence, W (zi)x = x, which implies

that x ∈ ker(Iq −W (zi)) for every i ≥ mk. Since mk ≥ N and the column vectors of

R form an orthonormal basis for ker(Iq −W (zN)) = ker(Iq −W (zi)) for every i ≥ mk,
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it follows that there exists y ∈ Rr such that x = Ry. Since RTx = 0r×1, it follows that

RTRy = 0r×1, and hence, Ry = 0q×1. Finally, x = Ry = 0q×1.

Since w 6= 0q×1, it follows that w 6∈ ker(Iq −W (zi) +RRT) for every i ≥ mk. Hence,

for every k = 0, 1, 2, . . ., there exists j > mk such that w 6∈ ker(Iq −W (zj) +RRT). Let

nk = min{j : j > mk,w 6∈ ker(Iq −W (zj) +RRT)}. Then it follows that

( nk−N∏
i=0

(
W (znk−i)−RRT

))(N−1∏
i=0

W (zN−1−i)

)
x

=

( nk−mk−1∏
i=0

(
W (znk−i)−RRT

))(mk−N∏
i=0

(
W (zmk−i)−RRT

))

×
(N−1∏

i=0

W (zN−1−i)

)
x

= sk

(
W (znk)−RRT

)
w +

( nk−mk−1∏
i=0

(
W (znk−i)−RRT

))
dk.

Taking the norm on both sides of this equation yields ‖(
∏nk−N

i=0 (W (znk−i)−RRT))(
∏N−1

i=0

W (zN−1−i))x‖ ≤ |sk|maxznk∈M ‖(W (znk)−RRT)w‖+ ‖dk‖.

We claim that if x 6∈ ker(W (znk)−RRT−Iq), then maxznk∈M ‖(W (znk)−RRT)x‖ <

‖x‖. Note that we have shown that x 6∈ ker(W (znk)−RRT − Iq) if and only if (W (znk)−

Iq)Qy2 6= 0q×1 or Ry1 6= 0q×1, where x = Ry1 + Qy2. If (W (znk) − Iq)Qy2 6=

0q×1, then it follows from the paracontraction of W (zk) and compactness of M that

maxnk∈M ‖W (znk)Qy2‖ ≤ maxz∈M ‖W (z)Qy2‖ = ‖W (z∗)Qy2‖ < ‖Qy2‖ ≤ (‖Ry1‖2 +

‖Qy2‖2)1/2 = ‖Ry1 + Qy2‖ for some z∗ ∈ M , i.e., maxnk∈M ‖(W (znk) − RRT)x‖ <

‖x‖. Alternatively, if Ry1 6= 0q×1, then ‖Ry1‖ > 0. Note that we have shown that if

x 6∈ ker(W (z) − Iq) for any z ∈ M , then maxz∈M ‖W (z)x‖ < ‖x‖. Thus, it follows

that maxznk∈M ‖W (znk)Qy2‖ ≤ ‖Qy2‖ < (‖Ry1‖2 + ‖Qy2‖2)1/2 = ‖Ry1 + Qy2‖, i.e.,

maxznk∈M ‖(W (znk)−RRT)x‖ < ‖x‖.

Since w 6∈ ker(Iq−W (znk)+RRT), it follows that maxznk∈M ‖(W (znk)−RRT)w‖ <
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‖w‖. Hence,

lim sup
k→∞

∥∥∥∥( nk−N∏
i=0

(
W (znk−i)−RRT

))(N−1∏
i=0

W (zN−1−i)

)
x
∥∥∥∥

≤ lim sup
k→∞

|sk| max
znk∈M

‖(W (znk)−RRT)w‖+ lim sup
k→∞

‖dk‖

≤ max
znk∈M

‖(W (znk)−RRT)w‖ < ‖w‖.

Note that ‖(
∏nk−N

i=0 (W (znk−i)−RRT))(
∏N−1

i=0 W (zN−1−i))x‖ is monotonically decreasing

in terms of k. Then it follows that limk→∞ ‖(
∏nk−N

i=0 (W (znk−i)−RRT))(
∏N−1

i=0 W (zN−1−i))

x‖ = ‖w‖. Consequently, for any subsequence {sk}∞k=0 of {nk}∞k=0, limk→∞ ‖(
∏sk−N

i=0

(W (zsk−i) − RRT))(
∏N−1

i=0 W (zN−1−i))x‖ = ‖w‖. On the other hand, it follows from

lim supk→∞ ‖(
∏nk−N

i=0 (W (znk−i) − RRT))(
∏N−1

i=0 W (zN−1−i))x‖ < ‖w‖ that there exists

a subsequence {qk}∞k=0 of {nk}∞k=0 such that

lim
k→∞

∥∥∥∥( qk−N∏
i=0

(
W (zqk−i)−RRT

))(N−1∏
i=0

W (zN−1−i)

)
x
∥∥∥∥ < ‖w‖.

This is a contradiction. Therefore, limm→∞
∏m

i=0W (zm−i) = RRT
∏N−1

i=0 W (zN−1−i).

3.2 Cooperative Learning Consensus

In this section, we present some theoretic results on the convergence of the cooperative

learning consensus protocol (3.4)–(3.8) with (3.9) by means of matrix paracontraction

techniques and nonnegative matrix tools. In particular, we view the proposed cooperative

learning consensus protocol with (3.9) as a discrete-time, linear time-varying system and

then use Theorems 1–3 in Section 3.1.2 and Theorem 1 in [64] to rigorously show its

convergence under two different sufficient conditions.
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First, note that with (3.9), we have

arg min
θ∈Rn

∑
j∈N kt

[θj(t)− θ]TΦk,j(θj(t)− θ) = arg min
θ∈Rn

∑
j∈N kt

‖θj(t)− θ‖2

=
1

|N k
t |
∑
j∈N kt

θj(t), k = 1, . . . , q. (3.13)

Hence, substituting (3.13) into (3.7) yields

θk(t+ 1) = θk(t) +
fk(t)

|N k
t |
∑
j∈N kt

[θj(t)− θk(t)] + fk(t)µk(t)[θq,min(t)− θk(t)], (3.14)

k = 1, . . . , q

where we used the fact that θq+k,min(t) = θq,min(t) = arg min1≤i≤q F (θi(t)).

Next, to convert the above forms into (3.10), we define a series of matrices Rk ∈ Rq×q,

Uk ∈ Rq×q, and A[j]
k ∈ Rq×q, j = 1, . . . , q, k = 0, 1, 2, . . ., throughout the chapter as

follows: Rk = diag(f 1
k , . . . , f

q
k ), Uk = diag(µ1

k, . . . , µ
q
k), andA[j]

k is given by

A
[j]
k = RkUk(1q×1 ⊗ E[j]

1×q − Iq)−RkD
−1
k Lk (3.15)

where ⊗ denotes the Kronecker product, 1m×l denotes the m-by-l matrix whose entries are

all ones, and E[j]
l×lq ∈ Rl×lq denotes a block-matrix whose jth block-column is Il and the rest

of the block-elements are all zero matrices, i.e., E[j]
l×lq = [0l×l, . . . , 0l×l, Il, 0l×l, . . . , 0l×l],

where 0m×l denotes the m-by-l matrix whose entries are all zeros, j = 1, . . . , q.

Using these notations, the cooperative learning consensus protocol (3.14) can be written

as (3.10) with W (t) = Inq − (RtD
−1
t Lt) ⊗ In + ((RtUt) ⊗ In)(1q×1 ⊗ E[jt]

n×nq − Inq) =

Inq +A
[jt]
t ⊗ In = (Iq +A

[jt]
t )⊗ In, jt ∈ {1, . . . , q}, t ∈ Z+.
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3.2.1 Quadratic Monotone Convergence via Matrix Paracontraction

In this subsection, we focus on using Theorems 1–3 in Section 3.1.2 to study the monotone

convergence of the proposed cooperative learning consensus protocol with respect to a

quadratic function of its state. This type of the convergence is named after quadratic

monotone convergence (QMC).

Lemma 6. Consider A[j]
k defined by (3.15), j = 1, . . . , q, k = 0, 1, 2, . . .. Then for every

j = 1, . . . , q, k = 0, 1, 2, . . ., rank(A
[j]
k ) ≤ q − 1 and span{1q×1} ⊆ ker(A

[j]
k ). If in

addition rank(A
[j]
k ) = q − 1, then ker(A

[j]
k ) = span{1q×1}.

Proof. First, note that (1q×1 ⊗ E
[j]
1×q − Iq)1q×1 = 0q×1 and Lk1q×1 = 0q×1. Hence,

A
[j]
k 1q×1 = 0q×1. This implies that rank(A

[j]
k ) ≤ q − 1 and span{1q×1} ⊆ ker(A

[j]
k ).

Finally, if rank(A
[j]
k ) = q−1, then dim ker(A

[j]
k ) = 1, and hence, ker(A

[j]
k ) = span{1q×1},

where dimS denotes the dimension of a subspace S.

It follows from Lemma 6 that 0 is an eigenvalue ofA[j]
k for every j = 1, . . . , q and every

k ∈ Z+. Hence, 1 is an eigenvalue of Iq +A
[j]
k . The next result gives the exact value to the

2-norm or maximum singular value for Iq +A
[j]
k under certain conditions.

Lemma 7. Consider the matrices A[j]
k defined by (3.15), j = 1, . . . , q, and k = 0, 1, 2, . . ..

Assume that for every j = 1, . . . , q and every k = 0, 1, 2, . . ., the following linear matrix

inequality holds:

−A[j]
k − (A

[j]
k )T A

[j]
k

(A
[j]
k )T Iq

 ≥ 0. (3.16)

Then for every j = 1, . . . , q and every k = 0, 1, 2, . . ., ‖Iq +A
[j]
k ‖ = 1.
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Proof. First, it follows from Lemma 6 that 0 is an eigenvalue of A[j]
k and hence, 1 is an

eigenvalue of Iq +A
[j]
k , which implies that ‖Iq +A

[j]
k ‖ ≥ 1. Thus, to prove ‖Iq +A

[j]
k ‖ = 1,

it suffices to show that ‖Iq + A
[j]
k ‖ ≤ 1. Note that by Lemma 1, ‖Iq + A

[j]
k ‖ ≤ 1 if

and only if (Iq +A
[j]
k )(Iq +A

[j]
k )T ≤ Iq, or equivalently, A[j]

k (A
[j]
k )T +A

[j]
k + (A

[j]
k )T is

negative-semidefinite, which is equivalent to (3.16) by the Schur complement.

Remark 2. Using the Schur complement, it can be seen that (3.16) is also equivalent to

[RkUk(1q×1 ⊗ E[j]
1×q − Iq)−RkD

−1
k Lk][RkUk(1q×1 ⊗ E[j]

1×q − Iq)−RkD
−1
k Lk]

T

≤ RkD
−1
k Lk + LT

kD
−1
k Rk +RkUk(Iq − 1q×1 ⊗ E[j]

1×q) + (Iq − 1q×1 ⊗ E[j]
1×q)

TUkRk.

�

Remark 3. One could also use the matrix (A
[j]
k )TA

[j]
k + (A

[j]
k )T +A

[j]
k to derive a similar

condition as (3.16) to guarantee its negative-semidefiniteness. �

Now we have the QMC result for the proposed cooperative learning consensus protocol.

Theorem 4. Consider (3.4)–(3.8) with (3.9). Assume that Assumptions 1 and 2 hold.

Furthermore, assume that for every k ∈ Z+ and every j = 1, . . . , q, the following conditions

hold:

Q1) (3.16) holds.

Q2) rank(A
[j]
k ) = rank[A

[j]
k (A

[j]
k )T +A

[j]
k + (A

[j]
k )T]

= rank

[
A

[j]
k (A

[j]
k )T + (A

[j]
k )T A

[j]
k

]
= q − 1.

Then limk→∞ θi(k) = θ† for every θi(0) ∈ Rn and every i = 1, . . . , q, where θ† =

limk→∞ arg min1≤i≤q F (θi(k)). Furthermore, this convergence is QMC, that is, V (θ1(t+

1), . . . ,θq(t+1)) ≤ V (θ1(t), . . . ,θq(t)) for all k ∈ Z+, where V (θ1, . . . ,θq) =
∑q

i=1 ‖θi‖2.
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Proof. Let X(t) = [θT1 (t), . . . ,θTq (t)]T ∈ Rnq. Note that (3.4)–(3.8) with (3.9) can be

rewritten as the compact form (3.10), where W (t) = Inq +A
[jt]
t ⊗ In = (Iq +A

[jt]
t )⊗ In,

jt ∈ {1, . . . , q}, t ∈ Z+. Then it follows from Assumption Q1) and Lemma 7 that

‖Inq+A
[j]
k ⊗In‖ = 1. Note that it follows from the matrix column elementary operation that

rank

[
A

[j]
k (A

[j]
k )T + (A

[j]
k )T +A

[j]
k A

[j]
k

]
= rank

[
A

[j]
k (A

[j]
k )T + (A

[j]
k )T A

[j]
k

]
. Hence,

it follows from Assumption Q2) that rank[A
[j]
k (A

[j]
k )T +A

[j]
k + (A

[j]
k )T]

= rank

[
A

[j]
k (A

[j]
k )T + (A

[j]
k )T +A

[j]
k A

[j]
k

]
= rank(A

[j]
k ), that is,

rank[(A
[j]
k (A

[j]
k )T +A

[j]
k + (A

[j]
k )T)⊗ In]

= rank

[
(A

[j]
k (A

[j]
k )T + (A

[j]
k )T +A

[j]
k )⊗ In A

[j]
k ⊗ In

]
= rank(A

[j]
k ⊗ In).

By iii) of Theorem 2, Inq +A
[j]
k ⊗ In is paracontracting. Next, it follows from Assumption

Q2) and Lemma 6 that ker(A
[j]
k ) = span{1q×1} for any j = 1, . . . , q and every k ≥ 0.

Hence, ker(A
[j]
k ) = ker(A

[1]
0 ) for any j = 1, . . . , q and every k ≥ 0. By Lemma 5, we

have rank(A
[j]
k ) = rank(A

[1]
0 ) = rank

A[j]
k

A
[1]
0

 for any j = 1, . . . , q and every k ≥ 0. Let

W∞ = Inq + A
[1]
0 ⊗ In. Then it follows that rank(W (t) − Inq) = rank(W∞ − Inq) =

rank

W (t)− Inq

W∞ − Inq

 for every t ∈ Z+. Now, it follows from Theorem 3 that limt→∞X(t)

exists. The consensus of the limiting state follows directly from Assumption Q2) and

Lemma 6 on ker(A
[j]
k ). Finally, since limk→∞ θi(k) = θ†, it follows from (3.14) that

limk→∞ θq,min(k) = limk→∞ θi(k) = θ†, which means that θ† = limk→∞ arg min1≤i≤q

F (θi(k)). The monotone property
∑q

i=1 ‖θi(k + 1)‖2 ≤
∑q

i=1 ‖θi(k)‖2 follows from the

fact that ‖W (t)‖ = 1 and ‖X(t+ 1)‖ = ‖W (t)X(t)‖ ≤ ‖W (t)‖‖X(t)‖ = ‖X(t)‖.
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3.2.2 Orthant Invariant Convergence via Nonnegative Matrices

In this subsection, we use Theorem 1 in [64] to study the invariant convergence of the

cooperative learning consensus protocol (3.14) within the nonnegative or nonpositive orthant.

This type of the convergence is named after orthant invariant convergence (OIC). Recall

from [57] that a matrixA ∈ Rn×n is called nonnegative if all the entries ofA are nonnegative.

Lemma 8. Consider A[j]
k defined by (3.15), j = 1, . . . , q, k = 0, 1, 2, . . .. If for every

i = 1, . . . , q and k = 0, 1, 2, . . ., f ik(1 + µik) ≤ 1, then Iq +A
[j]
k is nonnegative for every

j = 1, . . . , q and k = 0, 1, 2, . . ..

Proof. It follows from (3.14) that

θk(t+ 1) = [1− fk(t)− fk(t)µk(t)]θk(t) +
fk(t)

|N k
t |
∑
j∈N kt

θj(t) + fk(t)µk(t)θq+k,min(t).

(3.17)

Hence, if 1− fk(t)− fk(t)µk(t) ≥ 0, then Iq +A
[j]
k is nonnegative for every j = 1, . . . , q

and k = 0, 1, 2, . . ..

The following result is due to Theorem 1 of [64].

Lemma 9 ([64]). Consider (3.10) where X(t) ∈ Rm and W (t) ∈ Rm×m, t ∈ Z+. Assume

that W (t) is nonnegative and W (t)1m×1 = 1m×1 for every t ∈ Z+. Define E (t) as the set of

ordered pairs (j, i) such that the (i, j)th element of W (t) is positive, i, j = 1, . . . ,m, i 6= j.

Let E be the set of (i, j) such that (i, j) ∈ E (t) for infinitely many t ∈ Z+, i, j = 1, . . . ,m,

i 6= j. Furthermore, the following additional assumptions hold:

i) The set B ⊆ N = {1, . . . ,m} is nonempty.

ii) There exists c > 0 such that if (j, i) ∈ E (t), then the (i, j)th element of W (t) is

bounded below by c.
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iii) There exists a positive integer T such that for every t ∈ Z+,
⋃T
i=1 E (t+ i) = E .

iv) The digraph formed by (N ,E ) contains a directed communication path from every

i ∈ B to every j ∈ N .

Then there exist φi ≥ 0, i = 1, . . . ,m, such that limt→∞X(t) = (1m×1[φ1, . . . , φm])X(0).

Furthermore, if i ∈ B, then φi > 0. Finally, this convergence is OIC, that is, X(t) ∈

Rm

+ = {[x1, . . . , xm]T ∈ Rm : xi ≥ 0, i = 1, . . . ,m} if X(0) ∈ Rm

+ or X(t) ∈ Rm

− =

{[x1, . . . , xm]T ∈ Rm : xi ≤ 0, i = 1, . . . ,m} if X(0) ∈ Rm

− .

Using the above result, we have the following OIC result for the proposed cooperative

learning consensus protocol.

Theorem 5. Consider (3.4)–(3.8) with (3.9). Assume that Assumptions 1 and 2 hold with the

digraph Gt = (V , Et), where V = {1, . . . , q}. Let E be the set of (i, j) such that (i, j) ∈ Et

for infinitely many t ∈ Z+, i, j = 1, . . . , q, i 6= j. Furthermore, assume that for every

k ∈ Z+ and every j = 1, . . . , q, the following conditions hold:

O1) f ik(1 + µik) ≤ 1.

O2) There exists a positive integer T such that for every k ∈ Z+,
⋃T
i=1 Ek+i = E .

Then limk→∞ θi(k) = θ† for every θi(0) ∈ Rn and every i = 1, . . . , q, where θ† =

limk→∞ arg min1≤i≤q F (θi(k)). Furthermore, this convergence is OIC.

Proof. To prove the conclusion, it suffices to verify all of the assumptions in Lemma 9.

First, it follows from Assumption O1) and Lemma 8 that Iq + A
[j]
k is nonnegative for

every j = 1, . . . , q and k = 0, 1, 2, . . .. Furthermore, it follows from Lemma 6 that

(Iq +A
[j]
k )1q×1 = 1q×1.

Next, by Assumption 1, i) and iv) of Lemma 9 hold with B = N = {1, . . . , q} = V .

For A[j]
k given by (3.15), it follows from (3.17) that all of the off-diagonal elements of
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Iq + A
[j]
k are chosen among f ik/|N i

k|, f ik/|N i
k| + f ikµ

i
k, and f ikµ

i
k. Since |N i

k| ≤ q − 1,

f ik ≥ fmin > 0, and µik ≥ µmin > 0, it follows that f ik/|N i
k| ≥ fmin/(q − 1), f ik/|N i

k| +

f ikµ
i
k ≥ fmin/(q − 1) + fminµmin, and f ikµ

i
k ≥ fminµmin. Then ii) of Lemma 9 holds

with E (t) = Et and c = min{fmin/(q − 1), fminµmin} > 0. Finally, iii) of Lemma 9

follows directly from Assumption O2) with E = E . Note that for (3.10) with X(t) =

[θT1 (t), . . . ,θTq (t)]T ∈ Rnq,X(t) = W (t)W (t−1) · · ·W (0)X(0) = [(Iq+A
[jt]
t )⊗In][(Iq+

A
[jt−1]
t−1 )⊗ In] · · · [(Iq +A

[j0]
0 )⊗ In]X(0) = ([(Iq +A

[jt]
t )(Iq +A

[jt−1]
t−1 ) · · · (Iq +A

[j0]
0 )]⊗

In)X(0). Now it follows from Lemma 9 that there exists φi > 0, i = 1, . . . , q, such that

limt→∞X(t) = ((1q×1[φ1, . . . , φq]) ⊗ In)X(0), and hence, limk→∞ θi(k) = θ† for every

θi(0) ∈ Rn and every i = 1, . . . , q, where θ† = limk→∞ arg min1≤i≤q F (θi(k)), and the

convergence is OIC.

Remark 4. Both Theorems 4 and 5 give sufficient conditions to guarantee the convergence

of (3.4)–(3.8) with (3.9). While Theorem 4 does not require W (t) to be nonnegative, it

involves a critical norm condition (Q1) and a rank condition (Q2). In contrast, Theorem 5

does not have the norm and rank conditions; but it requires W (t) to have the nonnegativity

property (O1) and joint connectivity property (O2). �

3.3 Simulation

3.3.1 Verification

To illustrate the convergence property of the proposed cooperative learning consensus

protocol under different suggested convergence directions for the linear case, we consider

two cost functions F1(x) = |x1 − x2| + |x3 − x1| and F2(x) = max{x1, x2, x3} −

min{x1, x2, x3} for x = [x1, x2, x3]
T ∈ R3. The function Φij(·) is chosen as Φij(xj(t) −

xi(t)) = xj(t) − xi(t). The number of bats used in the cooperative learning consensus
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protocol is 4. The Laplacian matrix Lt of its graph is given by

Lt =



2 −1 −1 0

−1 3 −1 −1

−1 −1 3 −1

0 −1 −1 2


and hence the graph contains a ring loop. The frequency fi(t) is drawn from [0.2, 0.7]

randomly and the zooming number µi(t) is drawn from [0.2, 0.5] randomly for every i =

1, 2, 3, 4. In the simulation we verified (3.16) and the rank condition Q2) in Theorem 4 at

every time instant in order to proceed with the algorithm running. Figure 3.1 shows the

convergence of the cooperative learning consensus protocol when minimizing F1(x) while

Figure 3.2 shows the convergence of the cooperative learning consensus protocol when

minimizing F2(x) = max{x1, x2, x3} −min{x1, x2, x3}.

Next, we consider Theorem 5. Again, the number of bats used in the cooperative

learning consensus protocol is 4. The zooming number µi(t) is drawn from [0.2, 0.7]

randomly and the frequency fi(t) is drawn from [0.2, 0.5] randomly, and thus the first

condition O1) is satisfied. The Laplacian matrix Lt of its graph is given as follows: L3s+1 =

2 −1 −1 0

−1 2 0 −1

−1 0 2 −1

0 −1 −1 2


, L3s+2 =



2 −1 0 −1

−1 2 −1 0

0 −1 2 −1

−1 0 −1 2


, andL3s+3 =



3 −1 −1 −1

−1 2 −1 0

−1 −1 3 −1

−1 0 −1 2


,

where s ∈ Z+. Thus,
⋃3
i=1 Ek+i = E for every k ∈ Z+, and hence, the second condition

O2) is satisfied. Figure 3.3 shows the convergence of the cooperative learning consensus

protocol when minimizing F1(x) = |x1 − x2| + |x3 − x1| while Figure 3.4 shows the

convergence of the cooperative learning consensus protocol when minimizing F2(x) =

max{x1, x2, x3} −min{x1, x2, x3}.
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Figure 3.1: Convergence of cooperative learning consensus when minimizing F1(x) =
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Figure 3.3: Convergence of the cooperative learning consensus protocol when minimizing
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Figure 3.4: Convergence of the cooperative learning consensus protocol when minimizing
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3.3.2 Comparison

In this part, we will conduct a comparison simulation to demonstrate the key difference–the

ability to solve a separate, unrelated optimization problem–between the proposed cooperative

learning consensus protocol and the existing, most dominant average consensens protocols

in the literature. Here we use two benchmark test functions from [33] serving as the

cost function F (x) of the separate optimization problem minx∈Rn F (x). The first one is

Rosenbrock’s Valley function: F1(x) =
∑n−1

i=1 [100(xi+1− x2i )2 + (1− xi)2] and the second

one is Zakharov function: F2(x) =
∑n

i=1 x
2
i + (0.5ixi)

2 + (0.5ixi)
4. The global minimum

for both of them is 0 at xi = 1 and at xi = 0, respectively, i = 1, . . . , n.

In the simulation, we take x = [x1, x2, x3, x4]
T. For both F1(x) and F2(x), we run 30

times for both the average consensus (AC) and the proposed cooperative learning consensus

(CLC). For each run, the initial value for both consensus protocols are the same. Finally, we

take the average of their state information in 30 runs as the ultimate value for x, and use it

to compute F1(x) and F2(x) for comparison of both consensus protocols. The numerical

comparisons are provided in Tables 3.1 and 3.2. According to these results, the CLC protocol

can achieve much better statistical performance than the AC protocol.

Table 3.1: Comparison of the proposed cooperative learning consensus and average consensus for
F1(x) after 30 run times

Algorithm Min Max Median Average SD
Cooperative Learning Consensus 2.00E-03 6.07E+01 2.98E+00 5.11E+00 1.04E+01

Average Consensus 1.47E+00 4.57E+03 1.65E+01 2.77E+02 8.32E+02

Figure 3.5 shows the convergence of the average consensus and the proposed cooperative

learning consensus under the benchmark function F1(x), respectively. The proposed
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Table 3.2: Comparison of the proposed cooperative learning consensus and average consensus for
F2(x) after 30 run times

Algorithm Min Max Median Average SD
Cooperative Learning Consensus 1.33E-10 2.37E-01 2.197E-05 1.30E-02 4.30E-02

Average Consensus 1.10E-02 2.87E+02 2.03E+00 1.80E+01 5.19E+01

cooperative learning consensus approaches the optimal solution 1 closer than the average

consensus. Moreover, the proposed cooperative learning consensus has the steady-state

result 15.9276 for F1(x) while the average consensus result for F1(x) is 72.2378. Clearly

the proposed cooperative learning consensus outperforms the average consensus by a large

margin in this case when solving a minimization problem of F1(x).

Figure 3.6 shows the convergence of the average consensus and the proposed cooperative

learning consensus under the benchmark function F2(x), respectively. The proposed

cooperative learning consensus approaches the optimal solution 0 while the average consensus

has a bigger deviation from the optimal solution 0. Moreover, the proposed cooperative

learning consensus has the steady-state result 0.0075 for F2(x) while the average consensus

result for F2(x) is 1.2405. Clearly the proposed cooperative learning consensus is still far

superior to the average consensus in this case when solving a minimization problem of

F2(x).

3.4 Conclusion

In this chapter, motivated by the bat searching algorithm in swarm intelligence, a new class

of cooperative learning consensus protocols were proposed. This new consensus protocol

can simultaneously fulfill two tasks in one framework: an optimization problem and a

consensus achievement problem. The onvergene analysis of the proposed cooperative

learning consensus protocol was discussed in details for the linear case by means of

nonnegative and paracontracting matrix analysis.
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Figure 3.5: Convergence of average consensus for Rosenbrock’s Valley function.

One important remaining problem for the proposed cooperative learning consensus

protocol is the time delay issue for the multihop relay protocol part when the two-step

information exchange is going among these bats. when the two-step information exchange

is going among these bats. In this chapter, we just assumed that this two-step information

exchange occurs at every time instant. It would be interesting to see what will happen to the

proposed cooperative learning consensus protocol if there is a time delay or latency in this

information exchange process. Note that some time delay issues have been discussed for

continuous-time consensus protocols under a general framework of semistability theory for

nonlinear dynamical systems [70]. In the next chapter, we will explore the performance of

this algorithm for the nonliear case of the flux function.
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Figure 3.6: Convergence of cooperative learning consensus for minimizing Rosenbrock’s
Valley function.
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CHAPTER 4

THE BIO-INSPIRED COOPERATIVE LEARNING CONSENSUS

UNDER SUGGESTED CONVERGENCE DIRECTION:

NONLINEAR CASE

4.1 Introduction

Distributed network coordination of dynamic multi-agent systems has attracted a lot of

attention in recent years from many aspects such as the application of multi-agent systems

in formation control [71–73], flocking and fish schooling [74, 75], and distributed sensor

networks [76]. The foundation of designing such distributed network coordinated algorithms

is the consensus protocols derived from corresponding consensus problems. The consensus

problems have been studied considerably in many different fields. In [77], the authors

provide a general framework of the consensus problems to study multi-agent systems

with fixed and switching topologies. A distributed algorithm is proposed to reach the

global consensus in finite time in [78]. In [79], the distributed H∞ consensus problems

are explored for multi-agent systems subject to external disturbances and uncertainties.

The authors in [80] and [81] propose the consensus algorithms for a group of agents with

limited communication data rate. A consensus tracking algorithm is proposed in [82] for

multi-agents with fixed and switching topologies to ensure that the state of the agents

follows a reference of the leader. In [83], to deal with the group coordination problem with
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undirected communication graphs, a passivity-based design framework is proposed.

Among these research topics, some of the consensus problems are motivated by swarm

intelligence. Many researchers have constructed mathematical models to simulate their

collective behaviors in biological systems [84], [85]. Later, various mathematical techniques

are used by control researchers to develop a rigorous control-theoretic framework to

conduct theoretical analysis of these behaviors. In [86], a nonnegative matrix analysis

technique is used to investigate the coordination behavior of multi-agent systems. The

authors in [87] show that the algebraic graph theory can be used to analyze the consensus

protocol for multi-agent systems under dynamically changing interaction topologies. In

[88], a Lyapunov-based method is used to develop a general framework for designing

consensus protocols in dynamic networks for achieving multi-agent coordination in finite

time. Motivated by the bat searching (BS) algorithm, we propose a new bat-inspired

consensus protocol in this chapter. It combines the original bat algorithm with the idea

of multi-agent coordination optimization (MCO) algorithm [89]. The proposed consensus

protocol is embedded into a separate optimization problem first. This embedded optimization

problem guides the convergence direction. The proposed consensus protocol has some

nonlinear dynamics which differs from the consensus protocol in last chapter. Meanwhile,

we consider a multi-agent system with external disturbances to design its consensus protocols.

These proposed consensus protocols have a potential of solving a simultaneous optimized

planning and regulating problem for agent-based autonomous systems, with applications in

manufacturing, robotics, and power systems.

4.2 Bat-Inspired Consensus

The notation used in this chapter are presented here. Some time-dependent, algebraic graph

related notations are used to describe the cooperative bat-inspired consensus protocols.
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Specifically, R denotes the set of real number, R+ denotes the set of nonnegative real

numbers, Rn denotes the set of n-dimensional real column vectors, Rn×m denotes the set

of n-by-m matrices, (·)T denotes transpose, (·)−1 denotes inverse, and || · || denotes the

Euclidean norm, respectively. Next, ⊗ denotes the Kronecker product. diag(x) denotes a

square diagonal matrix with the elements of vector x on the main diagonal. Let G(t) =

(V , E(t)) denote a dynamic directed graph with the set of vertices V = {v1, v2, . . . , vN}

and E(t) ⊂ V × V representing the set of edges, where t ∈ Z̄+ = {0, 1, 2, . . .}. A graph

with the property that (vi, vj) ∈ E implies (vj, vi) ∈ E is said to be undirected. The

time-varying adjacency matrix A(t) ∈ RN×N associated with the directed graph G is defined

by nonnegative adjacency elements aij(t) as A(t) = [aij(t)]. We assume (vi, vj) ∈ E(t)

if and only if aij = 1, (vi, vj) 6∈ E(t) if and only if aij = 0, and aii = 0 for all i ∈ N ,

where N = {1, 2, . . . , N} denotes the node index of G(t). The set of neighbors of the node

vi is denoted by N i(t) = {vj ∈ V : (vi, vj) ∈ E(t), j = 1, 2, . . . , |N |, j 6= i}, where |N |

denotes the cardinality of N . The degree matrix of a dynamic graph G(t) is defined by

δ(t) = [dij(t)], where i, j ∈ {1, 2, . . . , |N |} and

dij(t) =


∑|N |

j=1 aij(t), if i = j,

0, if i 6= j.

The Laplacian matrix of the dynamic graph G is defined by L(t) = δ(t)− A(t). If there is

a path from any node to any other node in a dynamic graph, the dynamic graph is called

strongly connected.

We consider a group of N bats who can communicate with their neighboring bats

via a communication graph topology G(t) at each time instant t. Each node k in the

graph corresponds to a labeled bat k, k = 1, 2, . . . , N . Next, we will make two standing

assumptions throughout the chapter. The first one is about the connectivity of G(t).
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Assumption 3. The communication graph G(t) is strongly connected, i.e., without loss of

generality, assuming that there exists a path in the N bats:

Bat 1↔ Bat 2↔ · · · ↔ Bat N ↔ Bat 1 (4.1)

Meanwhile, we assume that all of the bats are able to access to their neighbors’ state

information and serve as routers to transfer some data to their own neighbors.

The next assumption is about a separate optimization problem embedded in the proposed

bat consensus protocol.

Assumption 4. The minimization problem minx∈Rn F (x) has a solution, where F : Rn → R.

The original bat algorithm was based on the echolocation or bio-sonar characteristics of

microbats [35]. The bats can update their position information by following certain rules to

find the prey. The update rules for solving an optimization problem minx∈Rn F (x) are given

by the following form:

fi(t) = fmin + (fmax − fmin)βi(t),

vi(t+ 1) = vi(t) + [xi(t)− p(t)]fi(t),

xi(t+ 1) = xi(t) + vi(t+ 1)

(4.2)

where xi(t) and vi(t) are the position and velocity of Bat i at each time instant t, respectively.

fi(t) is the frequency information for Bat i at time instant t. fmin and fmax are the lower

bound and upper bound of the frequency for Bat i, respectively. βi(t) ∈ [0, 1] is a random

vector drawn from a uniform distribution, and p(t) is the current best global solution at time

instant t, i.e.,

p(t) = arg min
1≤i≤N,0≤s≤t

F (xi(s))

Based on this algorithm, we propose a bat-inspired consensus protocol. We are consider-
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ing here that all of the bats have the same constant speed, but with different heading

angles. The proposed consensus protocol for heading angles of the bats can be used to

asymptotically achieve a common heading angle among all of the bats. Thus, the consensus

protocol described here for tackling heading angles of the bats can be described as follows:

θ1,min(t) = θ1(t), (4.3)

θk+1,min(t) = arg min{F (θk,min(t)), F (θk+1(t))},

k = 1, . . . , 2N − 1

(4.4)

θ2N,min(t) = θ2N−1,min(t), (4.5)

θi(t+ 1) =θi(t) + fi(t){arg min
θ(t)∈Rn

∑
j∈N it

[θj(t)− θ(t)]TΦij(θj(t)− θ(t))− θi(t)}

+ fi(t)µi(t)[θN+i,min(t)− θi(t)],

(4.6)

fi(t) = fmin + β(t)(fmax − fmin), i = 1, . . . , N (4.7)

where t ∈ Z+,θi(t) = θN+i ∈ Rm denotes the heading angle of Bat i at time instant t.

β, fmin and fmax have the same meaning as in (4.2). 0 < µi(t) < 1 is the zooming parameter

for Bat i. Φij : Rm → Rm is a vector-valued flux function which satisfies Φij(x) = 0 if

and only if x = 0 and xTΦijx ≥ 0 for every x ∈ Rm and every i, j = 1, . . . , N, i 6= j.

The flux function Φij(·) is convex and can be interpreted as an energy/mass exchange

rate in compartmental modeling [90], [91] or a heat transfer rate in thermodynamics [92].

It should be noted that the original bat algorithm does not have the interconnected term

arg minθ(t)∈Rm
∑

j∈N it
[θj(t)− θ(t)]TΦij(θj(t)− θ(t)) in (4.6). This term stems from the

speed-up and speed-down strategy which was derived from biological swarms [93]. The

term θN+i,min(t) in (4.6), which is equivalent to arg min1≤i≤N F (θi(t)), is the suggested



54

convergence direction. This term is calculated through the mutihop communication protocol

(4.3)-(4.5) based on the communication loop path (4.1), which includes the following two

steps:

1. Bat k + 1 can receive the state information θk,min(t) from Bat k at time instant t,

k = 1, . . . , N − 1. At the same time, Bat k + 1 determines

θk+1,min(t) = arg min{F (θk,min(t)), F (θk+1(t))}

and meanwhile, it serves as a router to send θk+1,min(t) to the next Bat in (4.1).

2. After θN,min(t) is determined by Bat N , this information is passed to Bat (N +

1 mod N ), which is essentially Bat 1, where mod denotes the modulo operation. Bat

(k mod N ), k = N + 1, . . . , 2N − 1, again determines

θk,min(t) = arg min{F (θk−1,min(t)), F (θ(k mod N)(t))}

and serves as a router to send θk,min(t) to Bat (k+1 mod N ) by sequentially following

the directed communication path

Bat N ↔ Bat (N + 1 mod N)↔ Bat (N + 2 mod N)

↔ · · · ↔ Bat (2N − 1 mod N),

which equals

Bat N ↔ Bat 1↔ Bat 2↔ · · · ↔ Bat (N − 1)

thus, this implies (4.1).

It should be noted that we use a “double-check” technique in these two steps to obtain
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arg min1≤i≤N F (θi(t)). Specifically, after Step 1, we can find that θN,min(t) obtained by Bat

N is indeed arg min1≤i≤N F (θi(t)). Thus, in Step 2, θN+i,min(t) obtained by Bat i equals

θN,min(t) for every i = 1, . . . , N − 1. However, we still let Bat i perform the comparison

operation

θN+i,min(t) = arg min{F (θN+i−1,min(t)), F (θi(t))}

in Step 2. This operation can guarantee that we can acquire exact arg min1≤i≤N F (θi(t))

without any major error.

Henceforth, this consensus protocol is distinct from existing consensus protocols

described in the literature. Meanwhile, this consensus protocol can be implemented in

a distributed manner by determining θN+i,min(t) = arg min1≤i≤N F (θi(t)) locally, which

differs from the BS algorithm. arg min1≤i≤N F (θi(t)) computed by this algorithm is in a

global manner which requires that all of the bats’ position information is known to each bat.

4.3 Convergence Analysis of Bat-Inspired Consensus

One of the major questions around the proposed bat-inspired consensus protocol is its

convergence property. Given an optimization problem minx∈Rn F (x), how can we guarantee

that the proposed consensus protocol converges asymptotically? Here convergence means

that

lim
t→∞

θ1(t) = · · · = lim
t→∞

θN(t)

exists for the consensus protocol (4.3)-(4.7). To analyze the convergence of this consensus

protocol, we first need to focus on the form of Φij(·). In last chapter, the linear form was

proposed and subsequently, the convergence analysis can be conducted by using the matrix
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paracontraction technique. However, if the function Φij(·) is nonlinear, then we cannot

convert it into a linear matrix form, and hence, cannot use the matrix paracontraction method

to determine the convergence of this consensus protocol. Next, we will present a technique

to deal with the convergence of the bat-inspired consensus protocol with a nonlinear form of

Φij(·).

The bat-inspired consensus protocol can be rewritten as follows:

θi(t+ 1) = θi(t) + fi(t)ui(t) + fi(t)µi(t)[θN+i,min(t)− θi(t)] (4.8)

and ui(t) is defined as

ui(t) = gi(θ(t))− θi(t)

where

gi(θ(t)) = arg min
θ(t)∈Rm

∑
j∈N it

(θj(t)− θ(t))Φij(θj(t)− θ(t))

Since gi(θ(t)) is an argmin mapping, we can write gi(θ(t)) as gi(θip,θ(t)), where

θip = col(θj(t)), j ∈ N i is the parameter of the function gi(θ(t)) and “col” denotes

the columnization operation. Next, to perform our analysis, we will make the following

assumption about the function gi(θ(t)).

Assumption 5. gi(θ) is semi-Lipschitz continuous, that is, there exists a constant γ such that

||gi(θ)− gj(θ)|| ≤ γ||θip − θjp||

where θip and θjp are the parameters of gi(θ) and gj(θ), respectively, and the domain of θ

is compact and convex.
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We have the following theorem about the convergence of the proposed consensus

protocol.

Theorem 6. Consider (4.8) with (4.3)–(4.5) and (4.7). Assume that Assumptions 1, 2, and

5 hold. Furthermore, assume that there exist three positive constants c1, c2, c3 > 0 and a

positive-definite matrix P = PT ∈ Rn×n such that


Γ11(t) Γ12(t) Γ13(t)

∗ Γ22(t) Γ23(t)

∗ ∗ Γ33(t)

 ≤ −c3I3nq (4.9)

where Γ11(t) = (−c2 + 2c1)M1(t) + 2c1γ
2q2q̄(t)M(t), Γ12(t) = (P ⊗ Iq)M2(t), Γ13(t) =

(P ⊗ Iq)M3(t), Γ22(t) = MT
2 (t)(P ⊗ Iq)M2(t)− c1M1(t), Γ23(t) = MT

2 (t)(P ⊗ Iq)M3(t),

Γ33(t) = MT
3 (t)(P⊗Iq)M3(t)+c2M1(t), q̄(t) =

∑q
i=1 |N i

t |,M(t) = diag(
∑q

i=1 rowi(At))

⊗In, rowi(At) denotes the ith row of the adjacency matrixAt, M1(t) = (2qIq−21q×q)⊗In,

M2(t) = F2(t)⊗ In, M3(t) = F3(t)⊗ In, F2(t) = diag(f(t))− (1/q)(1q×1fT(t)), F3(t) =

diag(∆f(t))− (1/q)(1q×1∆fT(t)), f(t) = [f1(t), . . . , fq(t)]
T, ∆f(t) = [f1(t)µ1(t), . . . ,

fq(t)µq(t)]
T, and “∗” is used for the blocks induced by symmetry. Then the heading angle

vectors of the q bats will asymptotically reach consensus under the proposed cooperative

learning protocol (4.8) with (4.3)–(4.5) and (4.7). Moreover, this consensus reaching

is uniform in t, that is, θi(t) ⇒ θ† as t → ∞ for every i = 1, . . . , q, where θ† =

limt→∞ arg min1≤i≤q F (θi(t)) and “⇒” denotes uniform convergence.

Proof. Define ei(t) = θi(t) − (1/q)
∑q

j=1 θj(t) = (1/q)
∑q

j=1(θi(t) − θj(t)) for every
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i = 1, . . . , q and every t ∈ Z+. Then it follows that for every i = 1, . . . , q,

ei(t+ 1) =θi(t+ 1)− (1/q)

q∑
j=1

θj(t+ 1)

=(1/q)

q∑
j=1

[θi(t+ 1)− θj(t+ 1)]

=(1/q)

q∑
j=1

[θi(t)− θj(t)] + (1/q)

q∑
j=1

[fi(t)ui(t)− fj(t)uj(t)]

+ (1/q)

q∑
j=1

[fi(t)µi(t)(θq+i,min(t)− θi(t))− fj(t)µj(t)(θq+j,min(t)− θj(t))]

=ei(t) + (1/q)

q∑
j=1

[fi(t)(g
i
t(θ(t))− θi(t))− fj(t)(gjt (θ(t))− θj(t))]

+ (1/q)

q∑
j=1

[fi(t)µi(t)(θq+i,min(t)− θi(t))− fj(t)µj(t)(θq+j,min(t)− θj(t))]

Let ∆Gi(t) = (1/q)
∑q

j=1[fi(t)(g
i
t(θ(t))− θi(t))− fj(t)(git(θ(t))− θj(t))] and ∆ξi(t) =

(1/q)
∑q

j=1[fi(t)µi(t)(θq+i,min(t)− θi(t))− fj(t)µj(t)(θq+j,min(t)− θj(t))], i = 1, . . . , q.

Then for every i = 1, . . . , q,

ei(t+ 1) = ei(t) + ∆Gi(t) + ∆ξi(t) (4.10)

Now we can choose the Lyapunov function candidate V (t) =
∑q

i=1 e
T
i (t)Pei(t), where

P = PT is a positive-definite matrix, and it follows that

∆V (t) = V (t+ 1)− V (t)

=

q∑
i=1

eTi (t+ 1)Pei(t+ 1)−
q∑
i=1

eTi (t)Pei(t) (4.11)
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Substituting (4.10) into (4.11) yields

∆V (t) =

q∑
i=1

{
eTi (t)P∆Gi(t) + eTi (t)P∆ξi(t) + ∆GT

i (t)Pei(t) + ∆GT
i (t)P∆Gi(t)

+ ∆GT
i (t)P∆ξi(t) + ∆ξTi (t)Pei(t)

+ ∆ξTi (t)P∆Gi(t) + ∆ξTi (t)P∆ξi(t)

}
(4.12)

Let ∆g(t) = [∆gT1 (t), . . . ,∆gTq (t)]T, where ∆gi(t) = git(θ(t)) − θi(t), i = 1, . . . , q.

Since, by Assumption 5, git(θ(t)) is uniformly pseudo-Lipschitz continuous in terms of its

parameters, it follows that for every i, j = 1, . . . , q,

||∆gi(t)−∆gj(t)|| ≤ ||git(θ(t))− gjt (θ(t))||+ ||θi(t)− θj(t)||

≤
∑
a∈N it

∑
b∈N jt

γ||θa(t)− θb(t)||+ ||θi(t)− θj(t)||

=
∑
a∈N it

∑
b∈N jt

γ||ea(t)− eb(t)||+ ||ei(t)− ej(t)||

where γ is the uniform pseudo-Lipschitz constant. By using the fact ||a+ b||2 ≤ 2(||a||2 +

||b||2) and the Cauchy-Schwarz inequalty, for every i, j = 1, . . . , q, we have

||∆gi(t)−∆gj(t)||2 ≤ 2

( ∑
a∈N it

∑
b∈N jt

γ||ea(t)− eb(t)||
)2

+ 2||ei(t)− ej(t)||2

≤ 2γ2(|N i
t | · |N

j
t |)
∑
a∈N it

∑
b∈N jt

||ea(t)− eb(t)||2 + 2||ei(t)− ej(t)||2
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Thus, for every i = 1, . . . , q,

q∑
j=1

||∆gi(t)−∆gj(t)||2 ≤ 2γ2
q∑
j=1

(
(|N i

t | · |N
j
t |)
∑
a∈N it

∑
b∈N jt

||ea(t)− eb(t)||2
)

+ 2

q∑
j=1

||ei(t)− ej(t)||2

≤ 2γ2
q∑
j=1

(
(|N i

t | · |N
j
t |)
∑
a∈N it

∑
b∈N jt

(||ea(t)||2 + ||eb(t)||2)
)

+ 2

q∑
j=1

||ei(t)− ej(t)||2

Since |N i
t | ≤ q for every i = 1, . . . , q and every t ∈ Z+, it further follows that for every

i = 1, . . . , q,

q∑
j=1

||∆gi(t)−∆gj(t)||2 ≤ 2γ2q2
q∑
j=1

( ∑
a∈N it

∑
b∈N jt

(||ea(t)||2 + ||eb(t)||2)
)

+ 2

q∑
j=1

||ei(t)− ej(t)||2

= 2γ2q2
[
(|N 1

t |+ · · ·+ |N
q
t |)eT(t)(diag(rowi(At))⊗ In)e(t)

+ |N i
t |eT(t)(diag(row1(At) + · · ·+ rowq(At))⊗ In)e(t)

]
+ 2

q∑
j=1

||ei(t)− ej(t)||2

where e(t) = [eT1 (t), . . . , eTq (t)]T and rowi(At) is the ith row of the adjacency matrix At.

Let q̄(t) = |N 1
t |+ · · ·+ |N

q
t | and M(t) = diag(row1(At) + · · ·+ rowq(At))⊗ In, then for

any positive constant c1 > 0, we can obtain

c1∆g
T(t)(2qIq − 21q×q)⊗ In∆g(t) ≤2c1γ

2q2q̄(t)eT(t)M(t)e(t)

+ 2c1e
T(t)(2qIq − 21q×q)⊗ Ine(t)

(4.13)
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Let ∆ξ(t) = [∆ξT1 (t), . . . ,∆ξTq (t)]T and ∆G(t) = [∆GT
1 (t), . . . ,∆GT

q (t)]T, then it

follows from (4.12) that

∆V (t) =eT(t)(P ⊗ Iq)∆G(t) + eT(t)(P ⊗ Iq)∆ξ(t) + ∆GT(t)(P ⊗ Iq)e(t)

+ ∆GT(t)(P ⊗ Iq)∆G(t) + ∆GT(t)(P ⊗ Iq)∆ξ(t) + ∆ξT(t)(P ⊗ Iq)e(t)

+ ∆ξT(t)(P ⊗ Iq)∆G(t) + ∆ξ(t)(P ⊗ Iq)∆ξ(t) (4.14)

From (4.13), we have

− c1∆gT(t)(2qIq − 21q×q)⊗ In∆g(t)

+ 2c1γ
2q2q̄(t)eT(t)M(t)e(t) + 2c1e

T(t)(2qIq − 21q×q)⊗ Ine(t) ≥ 0

(4.15)

Also, define Θ(t) = [ΘT
1 (t), . . . ,ΘT

q (t)]T, where Θi(t) = θq+i,min − θi(t), i = 1, . . . , q.

Since θq+i,min = θq+j,min for every i, j = 1, . . . , q, it follows that

q∑
i=1

q∑
j=1

||Θi(t)−Θj(t)||2 =

q∑
i=1

q∑
j=1

||(θq+i,min − θi(t))− (θq+j,min − θj(t))||2

=

q∑
i=1

q∑
j=1

||θi(t)− θj(t)||2

=

q∑
i=1

q∑
j=1

||ei(t)− ej(t)||2 (4.16)

The left hand side of (4.16) can be rewritten as
∑q

i=1

∑q
j=1 ||Θi(t)−Θj(t)||2 = ΘT(t)(2qIq−

21q×q) ⊗ InΘ(t). For the right hand side of (4.16),
∑q

i=1

∑q
j=1 ||θi(t) − θj(t)||2 =

eT(t)(2qIq − 21q×q)⊗ Ine(t). Hence, (4.16) can be rewritten as

ΘT(t)(2qIq − 21q×q)⊗ InΘ(t) = eT(t)(2qIq − 21q×q)⊗ Ine(t)
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For any positive constant c2 > 0, it follows that

c2Θ
T(t)(2qIq − 21q×q)⊗ InΘ(t)− c2eT(t)(2qIq − 21q×q)⊗ Ine(t) = 0 (4.17)

Since ∆G(t) = F2(t)⊗ Im∆g(t) and ∆ξ(t) = F3(t)⊗ ImΘ(t), by adding (4.15) and (4.17)

to the right hand side of (4.14), we have

∆V (t) ≤(−c2 + 2c1)e
T(t)(2qIq − 21q×q)⊗ Ine(t) + 2c1γ

2q2q̄(t)eT(t)M(t)e(t)

+ eT(t)(P ⊗ Iq)(F2(t)⊗ In)∆g(t) + eT(t)(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)e(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)(F2(t)⊗ In)∆g(t)

− c1∆gT(t)(2qIq − 21q×q)⊗ In∆g(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)e(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)(F2(t)⊗ In)∆g(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ c2Θ
T(t)(2qIq − 21q×q)⊗ InΘ(t)

Let Ξ1(t) = [eT(t),∆gT(t),ΘT(t)]T, then by (4.9), we have

∆V (t) ≤ ΞT
1 (t)Ω1(t)Ξ1(t) ≤ −c3ΞT

1 (t)Ξ1(t) ≤ −c3||e(t)||2 (4.18)
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where

Ω1(t) =


Γ11(t) Γ12(t) Γ13(t)

ΓT
12(t) Γ22(t) Γ23(t)

ΓT
13(t) ΓT

23(t) Γ33(t)


By vii) of Theorem 13.11 in [69, p. 785], it follows that (4.18) implies that the discrete-time

system (4.10) is (uniformly) geometrically stable, which means that e(t) ⇒ 0 as t → ∞.

Thus the consensus of the heading angle vectors for the q bats will be reached.

4.4 Bat-Inspired Consensus with Disturbances

In this section, we extend the previous cooperative learning consensus protocol in the

nonlinear case to the scenario where a group of q bats suffer from external disturbances.

Specifically, consider the cooperative learning consensus protocol given by the following

form

θi(t+ 1) = θi(t) + fi(t)ui(t) + fi(t)µi(t)[θq+i,min(t)− θi(t)] + ωi(t), i = 1, . . . , q

(4.19)

where ωi(t) ∈ Rn is the external disturbance vector for Bat i at time instant t. The other

parameters are defined as the same in (4.8) with (4.3)–(4.5) and (4.7).

The objective of this cooperative learning consensus protocol is to reach global consensus

and to maintain a desirable disturbance rejection performance. In order to achieve this goal,

we first define the variable ei(t) = θi(t)− (1/q)
∑q

j=1 θj(t), where i = 1, 2, . . . , q. Next,

motivated by [94], we have the following definition regarding the disturbance rejection

performance for (4.19).
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Definition 2. For a positive scalar γ1, the cooperative learning consensus protocol (4.19) with

(4.3)–(4.5) and (4.7) can robustly reach consensus with the performance γ1 if the following

two requirements hold:

1. limt→∞ e(t) = 0 for ω(t) ≡ 0,

2. lim supT→∞
∑T

t=0 ||e(t)||2 ≤ γ1 lim supT→∞
∑T

t=0 ||ω(t)||2 for all ω(t) 6≡ 0,

where e(t) = [eT1 (t), . . . , eTq (t)]T and ω(t) = [ωT
1 (t), . . . , ωT

q (t)]T.

At this stage, we can state the following result that provides a sufficient condition to

ensure the two requirements in Definition 2.

Theorem 7. Consider (4.19) with (4.3)–(4.5) and (4.7). Assume that Assumptions 1, 2, and

5 hold. Furthermore, assume that there exist three positive constants c1, c2, c3 > 0 and a

positive-definite matrix P = PT ∈ Rn×n such that 0 < P < (1 + c3)In and



Γ11(t) + Inq Γ12(t) Γ13(t) Γ14(t)

∗ Γ22(t) Γ23(t) Γ24(t)

∗ ∗ Γ33(t) Γ34(t)

∗ ∗ ∗ Γ44(t)


≤ −c3I4nq (4.20)

where Γ14(t) = (P⊗Iq)(M⊗In), Γ24(t) = MT
2 (t)(P⊗Iq)(M⊗In), Γ34(t) = MT

3 (t)(P⊗

Iq)(M⊗In), Γ44(t) = (M⊗In)T(P ⊗Iq)(M⊗In)−γ21Inq,M = Iq−(1/q)1q×q, γ1 > 0

is given, and the rest of the symbols are defined as the same in Theorem 6. Then the

cooperative learning consensus protocol (4.19) with (4.3)–(4.5) and (4.7) can robustly reach

consensus with the performance γ21/γ2, where γ2 = min{1 + c3 − λmax(P ), λmin(P )}, and

λmax(P ) and λmin(P ) denote the maximum and minimum eigenvalues of P , respectively.

Proof. Since ei(t) = θi(t) − (1/q)
∑q

j=1 θj(t) = (1/q)
∑q

j=1(θi(t) − θj(t)) for every
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i = 1, . . . , q and every t ∈ Z+, it follows that for every i = 1, . . . , q,

ei(t+ 1) = (1/q)

q∑
j=1

(θi(t+ 1)− θj(t+ 1))

= (1/q)

q∑
j=1

(θi(t)− θj(t))

+ (1/q)

q∑
j=1

[fi(t)(g
i
t(θ(t))− θi(t))− fj(t)(gjt (θ(t))− θj(t))]

+ (1/q)

q∑
j=1

[fi(t)µi(t)(θq+i,min(t)− θi(t))− fj(t)µj(t)(θj+q,min(t)− θj(t))]

+ (1/q)

q∑
j=1

(ωi(t)− ωj(t)) (4.21)

Let Ψi(t) = (1/q)
∑q

j=1(ωi(t) − ωj(t)), then it follows from (4.21) that for every i =

1, . . . , q,

ei(t+ 1) = ei(t) + ∆Gi(t) + ∆ξi(t) + Ψi(t)

where ∆Gi(t) and ∆ξi(t) were defined in the proof of Theorem 6.

Next, we choose the Lyapunov function candidate V (t) =
∑q

i=1 e
T
i (t)Pei(t), where
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P = PT is a positive-definite matrix. Then it follows that

∆V (t) =V (t+ 1)− V (t)

=

q∑
i=1

eTi (t+ 1)Pei(t+ 1)−
q∑
i=1

eTi (t)Pei(t)

=

q∑
i=1

{
eTi (t)P∆Gi(t) + eTi (t)P∆ξi(t) + eTi (t)PΨi(t) + ∆GT

i (t)Pei(t)

+ ∆GT
i (t)P∆Gi(t) + ∆GT

i (t)P∆ξi(t)

+ ∆Gi(t)P∆Ψi(t) + ∆ξTi (t)Pei(t)

+ ∆ξTi (t)P∆Gi(t) + ∆ξTi (t)P∆ξi(t)

+ ∆ξTi (t)PΨi(t) + ΨT
i (t)Pei(t)

+ ΨT
i (t)P∆Gi(t) + ΨT

i (t)P∆ξ(t) + ΨT
i (t)PΨi(t)

}
(4.22)

Furthermore, since ∆G(t) = F2(t) ⊗ In∆g(t) and ∆ξ(t) = F3(t) ⊗ InΘ(t), where F2(t)

and F3(t) were defined in the statement of Theorem 6, and ∆g(t) and Θ(t) were defined in
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the proof of Theorem 6, it follows from (4.22) that

∆V (t) =eT(t)(P ⊗ Iq)(F2 ⊗ In)∆g(t) + eT(t)(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ eT(t)(P ⊗ Iq)(M⊗ In)ω(t) + ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)e(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)(F2(t)⊗ In)∆g(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ ∆gT(t)(F2(t)⊗ In)T(P ⊗ Iq)(M⊗ In)ω(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)e(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)(F2(t)⊗ In)∆g(t)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)(F3(t)⊗ In)Θ(t) (4.23)

+ ΘT(t)(F3(t)⊗ In)T(P ⊗ Iq)(M⊗ In)ω(t)

+ ωT(t)(M⊗ In)T(P ⊗ Iq)e(t)

+ ωT(t)(M⊗ In)T(P ⊗ Iq)(F2(t)⊗ In)∆g(t)

+ ωT(t)(M⊗ In)T(P ⊗ Iq)(F3(t)⊗ In)Θ(t)

+ ωT(t)(M⊗ In)T(P ⊗ Iq)(M⊗ In)ω(t)

Next, we define W (t) = ∆V (t) + eT(t)e(t)− γ21ωT(t)ω(t). Adding (4.15) and (4.17)

to both sides of ∆V (t), it follows from (4.23) and (4.20) that

W (t) ≤ ΞT
2 (t)Ω2(t)Ξ2(t) ≤ −c3ΞT

2 (t)Ξ2(t) ≤ 0 (4.24)
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where Ξ2(t) = [eT(t),∆gT(t),ΘT(t), ωT(t)]T and

Ω1(t) =



Γ11(t) + Inq Γ12(t) Γ13(t) Γ14(t)

ΓT
12(t) Γ22(t) Γ23(t) Γ24(t)

ΓT
13(t) ΓT

23(t) Γ33(t) Γ34(t)

ΓT
14(t) ΓT

24(t) ΓT
34(t) Γ44(t)


If ω(t) ≡ 0, then it follows from (4.24) that ∆V (t) ≤ −c3‖e(t)‖2, which, by viii) of

Theorem 13.11 in [69, p. 785], implies that e(t)⇒ 0 as t→∞. Hence, the first requirement

of Definition 2 is satisfied.

If ω(t) 6≡ 0, then it follows from (4.24) that W (t) ≤ −c3‖e(t)‖2, which further implies

that for any T ∈ Z+,

(1 + c3)
T∑
t=0

||e(t)||2 +
T∑
t=0

(V (t+ 1)− V (t)) ≤ γ21

T∑
t=0

||ω(t)||2

or equivalently,

(1 + c3)
T∑
t=0

||e(t)||2 + eT(T + 1)(P ⊗ Iq)e(T + 1)− eT(0)(P ⊗ Iq)e(0)

≤ γ21

T∑
t=0

||ω(t)||2 (4.25)

Since eT(T + 1)(P ⊗ Iq)e(T + 1) ≥ λmin(P ⊗ Iq)‖e(T + 1)‖2 = λmin(P )‖e(T + 1)‖2 and
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eT(0)(P ⊗ Iq)e(0) ≤ λmax(P )‖e(0)‖2, it follows from (4.25) that

γ2

T+1∑
t=0

‖e(t)‖2 ≤ [1 + c3 − λmax(P )]‖e(0)‖2 + (1 + c3)
T∑
t=1

‖e(t)‖2

+ λmin(P )‖e(T + 1)‖2

≤ (1 + c3)
T∑
t=0

||e(t)||2 + eT(T + 1)(P ⊗ Iq)e(T + 1)

− eT(0)(P ⊗ Iq)e(0)

≤ γ21

T∑
t=0

||ω(t)||2

≤ γ21

T+1∑
t=0

||ω(t)||2

which implies that

lim sup
T→∞

T+1∑
t=0

‖e(t)‖2 ≤ (γ21/γ2) lim sup
T→∞

T+1∑
t=0

||ω(t)||2

Hence, the second requirement of Definition 2 is satisfied. Therefore, the cooperative

learning consensus protocol (4.19) with (4.3)–(4.5) and (4.7) can robustly reach consensus

with the performance γ21/γ2.

4.5 Simulation

In this part, we will give a simulation example to show the effectiveness of the proposed

cooperative learning consensus protocol in the nonlinear case with and without disturbances.

The cost functions for the corresponding minimization problems are again F1(x) = |x1 −

x2|+ |x3−x1| and F2(x) = max{x1, x2, x3}−min{x1, x2, x3} for x = [x1, x2, x3]
T ∈ R3.

The number of bats used in the cooperative learning consensus protocol is 4. Its graph
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topology is strongly connected and includes a ring path, with a Laplacian matrix Lt given by

Lt =



3 −1 −1 −1

−1 2 0 −1

−1 0 2 −1

−1 −1 −1 3


.

The nonlinear function Φij(·) is chosen as Φij(xj(t) − xi(t)) = (xj(t) − xi(t))
3. The

frequency fi(t) is drawn randomly in [0.2, 0.7] and the zooming number µi(t) is drawn

randomly in [0.3, 0.7] for every i = 1, 2, 3, 4. Let γ = 1.7, q̄(t) = 3 + 2 + 2 + 3 = 10,

M(t) = diag([3 2 2 3]) ⊗ I3. Also, we let c1 = 5.6470, c2 = 0.1012, and c3 = 0.4258.

By using the MATLAB LMI toolbox to solve (4.9) in Theorem 6, we can obtain the

positive-definite matrix P = 1.2975× I3, which guarantees that (4.9) in Theorem 6 holds

for all fi(t) and µi(t). Moreover, it follows from Figures 4.1c and 4.2c that the ratio

λ = maxi,j ‖git(θ) − gjt (θ)‖/‖θip − θjp‖ does not exceed 1.5, and hence, Assumption 5

holds for γ = 1.7.

Figures 4.1a and 4.1b show the convergence of the proposed cooperative learning

consensus protocol without disturbances when minimizing F1(x) = |x1 − x2|+ |x3 − x1|,

while Figures 4.2a and 4.2b show the convergence of the proposed cooperative learning

consensus protocol without disturbances when minimizing F2(x) = max{x1, x2, x3} −

min{x1, x2, x3}. The simulation results demonstrate that the proposed cooperative learning

consensus protocols approach the optimal value of the function.

Next, we consider the proposed cooperative learning consensus protocol subject to

external disturbances. We chose ω(t) = [ω1(t), ω2(t), ω3(t)]
T, where ωi(t) is the random

variable whose value is drawn from [0, 1] at each time instant t. Similarly, the parameters

fi(t) and µi(t) are randomly drawn from [0.2, 0.7] and [0.3, 0.7], respectively. Let γ = 1.7,
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(c) Time history of λ = maxi,j ‖git(θ) −
gjt (θ)‖/‖θip − θjp‖.

Figure 4.1: Convergence of the cooperative learning consensus protocol when minimizing
F1(x) = |x1 − x2|+ |x3 − x1| without disturbances: Theorem 6.

γ1 = 2, q̄(t) = 10, and M(t) = diag([3 2 2 3]) ⊗ I3. Furthermore, let c1 = 5.0601,

c2 = 0.5493, and c3 = 0.8493. By solving (4.20) in Theorem 7 via the MATLAB LMI

toolbox, we can obtain the positive-definite matrix P = 1.5217× I3 < (1 + c3)I3, which

guarantees that (4.20) in Theorem 7 holds for all fi(t) and µi(t). Moreover, it follows from

Figures 4.3c and 4.4c that the ratio λ = maxi,j ‖git(θ)−gjt (θ)‖/‖θip−θjp‖ does not exceed

1.5, and hence, Assumption 5 holds for γ = 1.7.

Figures 4.3a and 4.3b show the convergence of the proposed cooperative learning
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(c) Time history of λ = maxi,j ‖git(θ) −
gjt (θ)‖/‖θip − θjp‖.

Figure 4.2: Convergence of the cooperative learning consensus protocol when minimizing
F2(x) = max{x1, x2, x3} −min{x1, x2, x3} without disturbances: Theorem 6.

consensus protocol with disturbances when minimizing F1(x) = |x1−x2|+ |x3−x1|, while

Figures 4.4a and 4.4b show the convergence of the proposed cooperative learning consensus

protocol with disturbances when minimizing F2(x) = max{x1, x2, x3} −min{x1, x2, x3}.

The simulation results demonstrate that the proposed cooperative learning consensus

protocols approach the optimal value of the function.
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(c) Time history of λ = maxi,j ‖git(θ) −
gjt (θ)‖/‖θip − θjp‖.

Figure 4.3: Convergence of the cooperative learning consensus protocol when minimizing
F1(x) = |x1 − x2|+ |x3 − x1| with disturbances: Theorem 7.

4.6 Conclusion

In this chapter, we proposed a class of bat-inspired consensus protocols with nonlinear

dynamics based on the bat algorithm and multi-agent coordination optimization. These

consensus protocols embed a suggested convergence direction that can improve the perform-

ance of their convergence restricted by certain rules via solving an additional optimization

problem. A Lyapunov-based method was used to give the sufficient condition which
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(c) Time history of λ = maxi,j ‖git(θ) −
gjt (θ)‖/‖θip − θjp‖.

Figure 4.4: Convergence of the cooperative learning consensus protocol when minimizing
F2(x) = max{x1, x2, x3} −min{x1, x2, x3} with disturbances: Theorem 7.

can guarantee the convergence of the proposed consensus protocols. We extended the

bat-inspired consensus protocols to the case where they are subjected to external disturbances

and also gave the sufficient condition to guarantee their asymptotic convergence under some

matrix inequality conditions.

Future work will focus on the relaxation of the semi-Lipschitz condition in Assumption 5

and further discussion on solving some nonsmooth optimization for discontinuous flux

functions in the proposed consensus protocol. Also, the application of the proposed

consensus protocols in multi-layer, multi-dependent cyber-physical network systems will be
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interested for further research.
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CHAPTER 5

THE BAT-INSPIRED CONSENSUS PROTOCOLS WITH

DIFFERENTIAL PRIVACY

5.1 Introduction

While the consensus problem for multi-agent systems [13] has drawn a great attention

in recent years in different areas, and is studied extensively from the control-theoretic

perspective, it is until recently that some analogy between this problem and swarm intelligence

algorithms, such as particle swarm optimization, has been noticed by [33,56]. This similarity

has inspired us to improve the performance of swarm intelligence algorithms by modifying

them using some techniques from the various consensus protocols in the literature. Such a

combination from a control problem and a computational intelligence algorithm offers a

brand new perspective to design efficient swarm intelligence algorithms, not just from the

bio-inspired direction, but also from the control-theoretic methodology, leading to a one-way

exploration from control theory to swarm optimization. Now the question lies in the other

direction: Is it possible to design consensus protocols for multi-agent systems using some

techniques or concepts from swarm intelligence, so that the state convergence direction of

these systems can be totally guidable but not totally predictable, with agents being “smart”

to their data transmission and “sensitive” to their data privacy, rather than being “dumb”

and “passive” to these issues? This is the question we will address in this chapter, and an
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affirmative answer will be given to this question. Hence, a two-way, positive feedback of

mutual exploration and interplay is unraveled between networked control theory and swarm

optimization based algorithms, based on the result in this chapter and the results in [33, 56].

We will address the above question in two aspects. First, we show that swarm intelligence

can be used for designing new consensus protocols with two additional attributes of agents

being “smart” to data transmission and their state convergence direction being totally

guidable but not totally predictable. There are many swarm intelligence algorithms existing

in the literature. Among these, the bat algorithm (BA) [35] is a recently developed algorithm

to solve some unusual optimization problems that are irregular, nonconvex, nonlinear, and

time-dependent. This algorithm increases the diversity of the population of candidate

solutions to an optimization problem by mimicking the frequency of the bats. In this

chapter, motivated by the multi-agent coordination optimization (MCO) algorithm [33, 56],

a new bat-inspired consensus protocol is proposed. More specifically, by incorporating a

separate, unrelated optimization problem into the protocol, our new consensus algorithm can

fully guide its state convergence direction leaning toward the best solution (i.e., the optimal

solution among the population of candidate solutions) to this separate, unrelated optimization

problem. At the same time, although the optimal solution to this optimization problem

may always exist (e.g., convex optimization), its best solution form may not be precisely

calculated or numerically found. Hence, such an issue actually creates an uncertainty for

exactly predicting the final state convergence direction, which turns out to be a good merit

for protecting multi-agent systems from semi-honest and malicious adversaries. Moreover,

the proposed consensus algorithm further takes advantage of the mechanism behind the

BA algorithm to enhance agents’ data transmission capability so that they become “smart”

enough to not only process the neighboring and their own data, but also relay the processed

data among agents in a multi-hop way.

Generally speaking, a consensus algorithm for a multi-agent system needs each agent to
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share its own state information to its neighbors in order to achieve a common state for all

agents. However, in some cases, agents may not want 100% to share their information to

others. This is common in the social area, where persons in rendezvous activity may not

want to share their initial location information to others. Another example is when a group

of individuals were asked about their opinions on a particular subject, they may not want

their own opinions to be known by others but they are curious about others’ opinions. Thus,

it is worth to consider the privacy preserving when designing a consensus algorithm in this

regard. This is the second aspect that we will address in the chapter.

The concept of differential privacy has been studied in database [46] and recently is

applied in dynamical systems. In [95], the authors design a differentially private filters

for dynamical systems by adding white Gaussian noise to the system. Authors of [48]

proposed a differential privacy consensus algorithm, where a Laplacian noise process is

considered and added. A type of convergence in the sense of mean squared operation

is considered in [45], which can guarantee the privacy of the initial state and make the

consensus state converge to its exact initial value. However, both of these two consensus

algorithms only consider the average consensus, namely, the consensus algorithm eventually

converges to the average of the initial value. This is a total predictable situation for the

state convergence direction, and may not be a desired scenario in many problems. For

example, the convergence problem in some stochastic optimization algorithms [17] and the

temperature equipartition problem in system thermodynamics [96] will not lead to average

consensus in general. The agreement algorithm in [17] shows a weighted consensus result

for the state convergence direction, which is partially predictable but hard to make these

weights directly controllable, and hence, is not totally guidable. In contrast, our proposed

consensus protocol is fully guidable but not fully predictable, due to the unique feature that

the convergence state of the multi-agent system leans toward the best solution to a separately

designated, designer-controllable optimization problem that an adversary cannot predict a
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priori.

5.2 Bat-Inspired Consensus and Differential Privacy

The notations used in this chapter is fairly standard. Specifically, R denotes the set of

real number. R+ denotes the set of nonnegative real numbers. Rn denotes the set of

n-dimensional real column vectors. Rn×m denotes the set of n-by-m matrices. (·)T denotes

transpose and (·)−1 denotes inverse. Let ⊗ denote the Kronecker product. Furthermore, we

use some algebraic graph-relatd notations to describe the bat-inspired consensus protocols.

Let G = (V , E) denote an undirected graph with the set of vertices V = {v1, v2, . . . , vq} and

E ⊂ V × V , where E denotes the set of edges. Also, we define the matrix A ∈ Rq×q be

the adjacency matrix, whose elements aij associated with the graph G are nonnegative. A

finite set N = {1, 2, . . . , q} denotes the node index of the G. An edge of the G is denoted

by eij = (vi, vj). If eij ∈ G, then aij = 1, otherwise aij = 0, and aii = 0 for all i ∈ N .

For each node i, we denote its neighbors as the set of N i = {vj ∈ N : (vi, vj) ∈ E , j =

1, 2, . . . , |N |, j 6= i}, where |N | denotes the cardinality of the set N . The degree matrix

of the graph G is defined as D = [dij]i,j=1,2,...,|N |, where dij =


∑N

j=1 aij if i = j,

0 if i 6= j.
The

Laplacian matrix of the graph G can be defined by L = D−A. For a constant c > 0, Lap(c)

denotes the Laplace distribution with probability density function Pc(x) , 1
2c
e−
|x|
c , where

| · | denotes a norm of a vector. The Laplace distribution has zero mean and the variance is

2c2. We can write this as x ∼ Lap(c). For an n-dimensional random vector, its probability

density function is defined as Pc(x) = ( 1
2c

)ne−
‖x‖1
c . We can write this as x ∼ Lap(c, n). The

components of the Laplace random vector are independent and ‖·‖1 denotes the L1 norm.
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5.2.1 Bat-Inspired Consensus

In this chapter we consider a group of q bats whose communication graph G is fixed. Before

we present our consensus protocols, we need to make some assumptions.

Assumption 6. There is a Hamiltonian cycle in the communication graph G.

For the Assumption 6, if there is a Hamiltonian cycle in the G, we know that there exists

a communication path in the q bats:

Bat 1↔ Bat 2↔ · · · ↔ Bat q ↔ Bat 1 (5.1)

Furthermore, we assume that for each Bat i, it is “smart” to access the state information of

its neighbors, meanwhile, it can serve as routers to transfer some information to its neighbor.

Assumption 7. For a given optimization problem minx∈Rn F (x), the set X is compact and

convex. Let C1 , supx,y∈X‖x − y‖1 denote the diameter of X , where X ⊆ Rn is the

domain of optimization and ‖·‖1 denotes the L1 norm.

The next assumption is about a separate optimization problem embedded in the proposed

bat-inspired consensus protocol.

Assumption 8. The optimization problem minx∈Rn F (x) has a solution, where F : Rn → R.

This assumption is needed since if the optimization problem does not have a solution,

the consensus state may not be achieved.

The original bat algorithm was inspired by the echolocation or bio-sonar characteristics

of microbats [35]. The agents or the bats can update their state information by the following

rules to find their prey. The update rules to solve the optimization problem minx∈Rn F (x)
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are given as follows:

fi(t) = fmin + (fmax − fmin)βi(t)

vi(t+ 1) = vi(t) + [xi(t)− p(t)]fi(t)

xi(t+ 1) = xi(t) + vi(t+ 1)

(5.2)

where t ∈ Z+ = {0, 1, 2, . . .}, and xi(t) and vi(t) are the position and velocity for each

Bat i at each time t, respectively. fi(t) is the frequency information of each Bat i at time t.

fmin and fmax are the lower and upper bound of the frequency, respectively. βi(t) ∈ [0, 1]

is a random number drawn from a uniform distribution, and p(x) is the current best global

solution to the optimization problem at time t.

Based on this algorithm, we can develop a bat-inspired consensus protocol, which

is fully guidable but not fully predictable. Here we consider that all of the bats have

the same constant speed but with different heading angles. By updating their angle

information continuously, the heading angles of all bats can achieve a common heading

angle asymptotically. The consensus protocol proposed for tacking heading angles of the

bats is described as follows [97–99]:

θ1,min(t) = θ1(t) (5.3)

θk+1,min = arg min{F (θk,min(t)), F (θk+1(t))},

k = 1, 2, . . . , 2q − 1

(5.4)

θ2q,min(t) = θ2q−1,min (5.5)

θi(t+ 1) =θi(t) + fi(t)
{

arg min
θ(t)∈Rn

∑
j∈N i

[θj(t)− θ(t)]TΦij(θj(t)− θ(t))− θi(t)
}

+ fi(t)µi(t)[θq+i,min(t)− θi(t)]

(5.6)
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fi(t) = fmin + βi(t)(fmax − fmin) (5.7)

where t ∈ Z+,θi = θq+i ∈ Rn denotes the heading angle of Bat i at time t. βi(t), fmin, and

fmax have the same meaning as in the (5.2). µmin < µi(t) < µmax is the zooming parameter

for each Bat i. Φij : Rn → Rn is a vector-valued flux function which satisfies Φij(x) = 0 if

and only if x = 0 and xTΦijx ≥ 0 for every x ∈ Rn and i, j = 1, . . . , q, i 6= j. This function

can be seen as an energy/mass exchange rate in compartmental modeling [90, 91] or a heat

transfer rate in thermodynamics [92]. Compared with the original bat optimization algorithm,

our proposed consensus algorithm has a one more term arg minθ(t)∈Rn
∑

j∈N i [θj(t) −

θ(t)]TΦij(θj(t) − θ(t)) in (5.6). This interconnected term comes from the speed-up and

speed-down strategy and is derived from the biological swarms [100]. Also, it should be

noted that the term θq,min(t) in (5.6) is the suggested convergence direction. This term is

important for the consensus protocol to achieve convergence and it can be computed through

the multihop communication protocol [60] of the form (5.3)-(5.5) based on the Hamiltonian

path (5.1). This process includes the following two steps:

1) For Bat k + 1, it can receive the state information θk,min(t) from Bat k at time

t, where k = 1, . . . , q − 1. Meanwhile, Bat k + 1 determines θk+1,min(t) =

arg min{F (θk,min(t)), F (θk+1(t))} and serves as a router to send this state information

θk+1,min(t) to its neighbor in the communication loop path (5.1).

2) After the state information θq,min(t) is determined by Bat q, this state information can

be passed to Bat (q + 1 mod q), which means the state information is passed to Bat 1.

The mod denotes the modulo operation. Thus, Bat (k mod q), k = q + 1, . . . , 2q − 1,

can determine θk,min(t) = arg min{F (θk−1,min(t)), F (θ(k mod q)(t)} and serve as a

router to pass the state information θk,min(t) to Bat (k + 1 mod q) by following the
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Hamiltonian path

Bat q ↔ Bat (q + 1 mod q)↔ Bat (q + 2 mod q)

↔ · · · ↔ Bat (2q − 1 mod q)

which equals

Bat q ↔ Bat 1↔ Bat 2↔ · · · ↔ Bat (q − 1).

This is the same Hamiltonian cycle compared with (5.1).

One may notice that here we used a “double-check” technique in the second step to acquire

the information arg min1≤i≤q F (θi(t)). Specifically, after Step 1, the state information

θq,min(t) we obtained in fact is arg min1≤i≤q F (θi(t)). Therefore, in Step 2, the state

information θq+i,min(t) we obtained equals θq,min(t) for each bat i = 1, . . . , q − 1. Even in

this situation, we still perform the comparison operation θq+i,min(t) = arg min{F (θq+i−1,min

(t)), F (θi(t))} in Step 2. This operation can ensure that there is no major error for the state

information arg min1≤i≤q F (θi(t)) we acquired.

Another important point of this consensus protocol is about the term Φij(·). We need

to determine the concrete form of the function Φij(·). According to [91, 92], the most

commonly used form is the linear form:

Φij(x) = x (5.8)

There are also some other forms such as the signum form Φij(x) = sgn(x), where sgn(·)

denotes the signum function. In this chapter, we only consider the linear form of the function
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Φij(·) in (5.8) for simplicity. Thus, we have:

arg min
θ∈Rn

∑
j∈N i

[θj(t)− θ]TΦij(θj(t)− θ)

= arg min
∑
j∈N i
‖θj(t)− θ‖2

=
1

N i

∑
j∈N i

θj(t), i = 1, . . . , q

(5.9)

where ‖ · ‖ denotes the L2 norm. Hence, (5.6) can be written as:

θi(t+ 1) = θi(t) +
fi(t)

|N i|
∑
j∈N i

[θj(t)− θi(t)]

+ fi(t)µi(t)[θq,min(t)− θi(t)]

(5.10)

for each i = 1, . . . , q, since θq+i,min(t) = θq,min(t) = arg min1≤i≤q F (θi(t)).

5.2.2 Differential Privacy

In this part, we introduce the notation of differential privacy. First, define yi(t) ∈ Rn as the

observation information Bat i sent to its neighboring bats at time instant t. The value of yi(t)

can be computed as the current state information of Bat i plus a noise vectorwi(t) whose

elements are drawn independently from the Laplace distribution Lap(M,n), where M is a

parameter that we will define later. Meanwhile, we define zi(t) = 1
|N i|

∑
j∈N i yi(t) as the

received information for each Bat i from its neighboring bats. Thus, the new bat-inspired

consensus protocol is proposed as follows:

y1,min(t) = y1(t) = θ1(t) +w1(t) (5.11)
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yk+1,min = arg min{F (yk,min(t)), F (yk+1(t))},

k = 1, 2, . . . , q

(5.12)

y2q,min(t) = y2q−1,min(t), (5.13)

θi(t+ 1) = θi(t) +
fi(t)

|N i|
∑
j∈N i

[yj(t)− θi(t)]

+ fi(t)µi(t)[yq+i,min(t)− θi(t)],

(5.14)

fi(t) = fmin + βi(t)(fmax − fmin), i = 1, . . . , q. (5.15)

All the other parameters are the same as the ones in (5.3)-(5.7). Also, (5.14) can be rewritten

as:
θi(t+ 1) = (1− fi(t))θi(t) + fi(t)zi(t)

+ fi(t)µi(t)[yq+i,min(t)− θi(t)]
(5.16)

The definition of differential privacy presented here is similar to the notion introduced in

[101] for the streaming algorithms. Let Θ(t) = [θT1 (t), . . . ,θTq (t)]T, y(t) = [yT
1 (t),yT

2 (t),

. . . ,yT
q (t)]T, and z(t) = [zT1 (t), zT2 (t), . . . ,zTq (t)]T. We define an execution of the bat

inspired consensus algorithm (5.11)-(5.15) is a possibly infinite sequence of the form

α = Θ(0), 〈y(0), z(0)〉,Θ(1), 〈y(1), z(1)〉, . . .. The observation part of this execution is

the corresponding infinite sequence y(0),y(1), . . .. Thus, we can define the observation

mapping of the execution as R(α) , {y(0),y(1), . . .}. This sequence gives us the

exchanged information for the corrsponding execution α. Suppose there exists an adversary

who can access to the whole communication channels, and thus, he/she can observe all of

the information that these bats send to each other, namely, yi(t) will be known to him/her

for each Bat i. If given optimization problem minx∈Rn F (x), the observation sequence of

information Y , and the initial state information Θ(0), thenR−1(minx∈Rn F (x), Y,Θ(0)) is

the set of execution α that can generate the observation Y .
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Definition 3. The two vectors Θ(t), Θ′(t) ⊆ Rnq are δ-adjacent if there exists one i ∈ N

such that ‖θi(t)− θ′i(t)‖ ≤ δ and for all j 6= i, θj(t) = θ′j(t), where δ ≥ 0.

The Definition 3 is about the adjacent, then we can define the differential privacy based

on Definition 3.

Definition 4. For an ε > 0, the bat-inspired consensus is ε-differential privacy, if for any

two adjacent initial state information Θ(0) and Θ′(0), any set of observation sequences Y ,

and the optimization problem minx∈Rn F (x), the following condition is satisfied:

P[R−1(min
x∈Rn

F (x), Y,Θ(0))] ≤

eεP[R−1(min
x∈Rn

F (x), Y,Θ′(0))]

(5.17)

where the probability is taken over the coin-flips of the algorithm.

Generally speaking, the notation of ε-differential privacy ensures that the consensus

algorithm for multi-agent systems keeps the privacy for themselves, which means for an

adversary who can acess to all of the observation sequences would not infer the state

information for each individual bat with a significant probability. Also, the smaller ε

generally means a higher privacy level of the consensus algorithm.

Definition 5. At each time instant t, for any optimization problem minx∈Rn F (x), the

observation sequences Y , and two adjacent initial state information Θ(0), Θ′(0), define

x ∈ R−1(minx∈Rn F (x), Y,Θ(0)) and x′ ∈ R−1(minx∈Rn F (x), Y,Θ′(0)), the sensitivity

of the bat-inspired consensus can be defined as:

∆(t) , sup‖x− x′‖1. (5.18)

To estimate the bound of ∆(t), we fix any observation sequence Y , the optimization

problem minx∈Rn F (x), and the initial adjacent vector Θ(0) and Θ′(0), the corresponding
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execution can be defined asR−1(minx∈Rn , Y,Θ(0)) = Θ(0), 〈y(0), z(0)〉,Θ(1), 〈y(1),

z(1)〉, . . . andR−1(minx∈Rn , Y,Θ
′(0)) = Θ′(0), 〈y′(0), z′(0)〉,Θ′(1), 〈y′(1), z′(1)〉,

. . ., since the observation sequence Y is identical for both executionsR−1(minx∈Rn , Y,Θ(0))

andR−1(minx∈Rn , Y,Θ
′(0)), which means that y(t) = y′(t) for all time instant t. From the

definition of zi(t), zi(t) = 1
|N i|

∑
j∈N i yi(t), we can know z(t) = z′(t) for all time instant

t. Hence, the sensitivity of the bat-inspired consensus can be computed as follows:

∆(t) =‖R−1(min
x∈Rn

F (x), Y,Θ(0))

−R−1(min
x∈Rn

F (x), Y,Θ′(0))‖1

= ‖Θ(t)−Θ′(t)‖1

= ‖θi(t)− θ′i(t)‖1,

(5.19)

From Assumption 7, we have

∆(t) ≤ C1. (5.20)

Then, we can define the parameter M in Lap(M,n) as:

M = C1/(aq
t) (5.21)

where a > 0 is a constant and q ∈ (0, 1).

5.3 Convergence Analysis

In this section, we want to show that the proposed bat-inspired consensus algorithm

converges and to establish the bound of the accuracy of this consensus algorithm. First, we

need to define the convergence and accuracy of the proposed consensus algorithm.
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Definition 6. The proposed bat-inspired consensus is convergent if for any Bats i, j ∈ N ,

lim
t→∞

E‖θi(t)− θj(t)‖ = 0, (5.22)

where the expectation is taken over the coin-flip of the consensus algorithm.

We define the solution to the optimization problem minx∈Rn F (x) by θ∗, and the average

of the state information of the individual bat by θ(t) , 1
|N |
∑

i∈N θi(t). The accuracy of the

consensus can be defined as:

Definition 7. For a constant d ≥ 0, the proposed bat-inspired consensus is d-accurate if

lim
t→∞

E‖θ(t)− θ∗‖ ≤ d, (5.23)

where the expectation is the same as in Definition 6.

It should be noted that the smaller constant d means the consensus algorithm is more

accurate. If the consensus algorithm finds the exact solution of the optimization problem

minx∈Rn F (x), the constant d becomes 0. That is to say that the consensus has 0-accurate.

Then we can show that the proposed consensus algorithm converges, but we first need to

show that the proposed consensus satisfies ε-differential privacy.

Lemma 10. The proposed consensus algorithm (5.11)-(5.16) is ε-differential privacy if

a
1−q ≤ ε.

Proof. For an arbitrary time instant t, we fix any optimization problem minx∈Rn F (x), the

observation sequences Y , and any adjacent initial state information Θ(0) and Θ′(0). Since

the communication graph is fixed, the observation information y(t) at each time instant t is

fixed. According to the definition of received information, zi(t) = 1
|N i|

∑
j∈N i yi(t) is fixed.

Then, by (5.16), we know that the state information θi(t) is uniquely determined. Next,
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we define a bijection f : R−1(minx∈Rn F (x), Y,Θ(0)) → R−1(minx∈Rn F (x), Y,Θ′(0)).

Define α ∈ R−1(minx∈Rn F (x), Y,Θ(0)) and α′ ∈ R−1(minx∈Rn F (x), Y,Θ′(0)). f(α) =

α′ if and only if they have the same observation sequence, which means that R(α) =

R(α′). If we fix the observation sequence Y , then there exists an unique execution

α ∈ R−1(minx∈Rn F (x), Y,Θ(0)) that can generate this observation sequence Y . Also,

there exists a unique execution α′ ∈ R−1(minx∈Rn F (x), Y,Θ′(0)). Now, we relate the

probability measures of the two executions α and α′:

P[R−1(minx∈Rn , Y,Θ(0))]

P[R−1(minx∈Rn , Y,Θ′(0))]
=

∫
α
P[α]dµ∫

α′
P[α′]dµ′

, (5.24)

and ∫
α′
P[α′]dµ′ =

∫
f(α)

P[f(α)]dµ =

∫
α

P[f(α)]dµ (5.25)

if we change the variable in the integral.

The probability comes from the noise wi(t) according to (6.11). We denote the kth

component of θi(t) as θki (t). Since yi(t) can be obtained by adding n-dimensional random

noise drawn from Lap(M,n). Each component of the noise is independent from others.

Thus,

P[α] =
∏

i∈N ,k∈n

PM(yki (t)− θki (t)). (5.26)

Then, we relate the distance between α and f(α) with the sensitivity of the consensus

∆(t) defined in Definition 5. Thus, from (5.20) we can obtain

‖θi(t)− θ′i(t)‖1 = ∆(t) ≤ C1. (5.27)

Since the function f is a bijection, the observations of α and f(α) are matched, which

means that y(t) = y′(t). According to the definiton of Laplacian distribution and (5.21), we
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have ∏
i∈N ,k∈n

PM(yki (t)− θki (t))
PM(y

′k
i (t)− θ′ki (t))

≤
∏

i∈N ,k∈n

exp

(
|yki (t)− θki (t)− y

′k
i (t) + θ

′k
i (t)|

M

)

=
∏

i∈N ,k∈n

exp

(
θki (t)− θ

′k
i (t)

M

)

= exp

( ∑
i∈N ,k∈n

|θki (t)− θ
′k
i (t)|

M

)

≤ exp

(
∆(t)

M

)
≤ exp

(
C1

M

)
= eaq

t

,

(5.28)

where exp denotes the exponential function. Then, by (5.24), (5.25), (5.26), and (5.28), we

can obtain
P[R−1(minx∈Rn , Y,Θ(0))]

P[R−1(minx∈Rn , Y,Θ′(0))]
=

∫
α
P[α]dµ∫

α
P[f(α)]dµ

≤
∫
α
e
∑∞
t=0 aq

tP[f(α)]dµ∫
α
P[f(α)]dµ

≤ e
∑∞
t=0 aq

t

= e
a

1−q ≤ eε.

(5.29)

Thus, the consensus algorithm is ε-differential privacy by Definition 4.

Next, in order to show that the proposed bat-inspired consensus algorithm is convergent,

we need to define some matrices first. Let R(t) = diag{f1(t), f2(t), . . . , fq(t)}, U(t) =

diag{µ1(t), µ2(t), . . . , µq(t)},

A[j](t) = R(t)U(t)(Iq − 1q×1 ⊗ E[j]
1×q) +R(t)D−1L, (5.30)

and

B[j](t) = R(t)D−1A+ 1q×1 ⊗ E[j]
1×q (5.31)

where diag denotes the diagonal matrix, 1q×1 denotes the vector of q elements and each

element is one, and E[j]
n×nq ∈ Rn×nq denotes a block-elements whose jth block-column
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is In and the rest of the block-matrices are all zero matrices, for example, E[j]
n×nq =

[0n×n, . . . ,0n×n, Iq,0n×n, . . . ,0n×n], j ∈ {1, 2, . . . , q}.

By defining these notations, the consensus protocol (5.16) can be rewritten as:

Θ(t+ 1) = (Iq − A[j](t))⊗ InΘ(t) +B[j](t)⊗ Inw(t), (5.32)

where w(t) = [wT
1 (t),wT

2 (t), . . . ,wT
q (t)]T is the noise vector.

We have the following result regarding the convergence of (5.32), or equivalently,

(5.11)-(5.16).

Theorem 8. Consider the consensus algorithm (5.11)-(5.16), assume that for every t ∈ Z+

and every j ∈ N , there exist two constants λm and λM such that the following two conditions

hold:

C1) λmIn < A[j](t) < λMIn,

C2) 2λm > λ2M .

Then, the consensus algorithm is convergent.

Proof. We first define a function P (t) = 1
2

∑
i,j∈N [θi(t)−θj(t)]2. Thus, P (t) = ΘT(t)L⊗
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InΘ(t). By (5.32), we have:

P (t+ 1) = Θ(t+ 1)TL⊗ InΘ(t+ 1)

= ((Iq − A[j](t))⊗ InΘ(t) +B[j](t)⊗ Inw(t))TL⊗ In

((Iq − A[j](t))⊗ InΘ(t) +B[j](t)⊗ Inw(t))

= ((Iq − A[j](t))⊗ InΘ(t))TL⊗ In

((Iq − A[j](t))⊗ InΘ(t)) + 2((Iq − A[j](t))⊗ InΘ(t))T

L⊗ In(B[j](t)⊗ Inw(t)) + (B[j](t)⊗ Inw(t))T

L⊗ In(B[j](t)⊗ Inw(t)),

(5.33)

then we take the expectation of both sides of (5.33) with respect to the coin-flip of the

consensus algorithm:

E‖P (t+ 1)‖ = E‖((Iq − A[j](t))⊗ InΘ(t))TL⊗ In

((Iq − A[j](t))⊗ InΘ(t))‖+ E‖2((Iq − A[j](t))⊗ In

Θ(t))TL⊗ In(B[j](t)⊗ Inw(t))‖

+ E‖(B[j](t)⊗ Inw(t))TL⊗ In(B[j](t)⊗ Inw(t))‖

(5.34)

Let T (t) = (B[j](t)⊗Inw(t))TL⊗In(B[j](t)⊗Inw(t)). Sincew(t) and Θ(t) are indepdent,

(5.34) becomes:

E‖P (t+ 1)‖ = E‖((Iq − A[j](t))⊗ InΘ(t))TL⊗ In

((Iq − A[j](t))⊗ InΘ(t))‖+ E‖T (t)‖

= E‖Θ(t)TL⊗ InΘ(t)− 2Θ(t)T(A[j](t)⊗ In)T

L⊗ InΘ(t) + Θ(t)T(A[j](t)⊗ In)TL⊗ In

(A[j](t)⊗ In)Θ(t)‖+ E‖T (t)‖

(5.35)
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Let Q(t) = 2Θ(t)T(A[j](t)⊗ In)TL⊗ InΘ(t)−Θ(t)T(A[j](t)⊗ In)TL⊗ In(A[j](t)⊗

In)Θ(t), then, it follows:

Q(t) ≥ 2λmΘ(t)TL⊗ InΘ(t)− λ2MΘ(t)TL⊗ InΘ(t)

= (2λm − λ2M)Θ(t)TL⊗ InΘ(t)

(5.36)

Thus, (5.35) can be written as:

E‖P (t+ 1)‖ = E‖Θ(t)TL⊗ InΘ(t)‖

− E‖Q(t)‖+ E‖T (t)‖

≤ E‖Θ(t)TL⊗ InΘ(t)‖

− (2λm − λ2M)E‖Θ(t)TL⊗ InΘ(t)‖+ E‖T (t)‖,

(5.37)

then, for any a ≤ min((2λm − λ2M), 1), we have Q(t) ≥ aΘ(t)TL ⊗ InΘ(t). Also, from

Condition C2), we know that 2λm − λ2M > 0. Thus, for some a ∈ (0, 1), (5.37) becomes:

E‖P (t+ 1)‖ ≤ (1− a)E‖P (t)‖+ E‖T (t)‖. (5.38)

Since wi(t) and wj(t) are independent for i 6= j, and each element of wi(t) is drawn

independently from Lap(M,n). Then E‖wi(t)wj(t)‖ = 0 for i 6= j, and if i = j, then

E‖wi(t)wj(t)‖ = E‖wi(t)
2‖ = Var(wi(t)) = 2a2q2t, where Var denotes the finite variance.

Thus E‖T (t)‖ converges to 0 if t → ∞. The first term of the right hand side of (5.38)

also converges to 0, thus limt→∞ E‖P (t)‖ = limt→∞
∑

i,j∈N E‖θi(t)− θj(t)‖ = 0. From

Definition 6, the consensus algorithm is convergent.

Theorem 8 shows that all bats will eventually converge to a common value. Next, we

establish a bound of the accuracy of the proposed consensus algorithm. It should be noted

that here we use weighted average state instead of average state information defined in
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Definition 7, where the weighted average state information is define as θ̄i(t) =
∑q
i=1 γi(t)θi(t)∑q
i=1 γi(t)

and γi(t) = fi(t)/|N i|.

Theorem 9. The proposed bat-inspired consensus algorithm can guarantee d-accuracy, i.e.,

lim
t→∞

E‖θ̄i(t)− θ∗‖ ≤ d,

where d = C1e
−fminµmin + fmaxµmaxC1

fminµmin
.

Proof. Equation (5.14) can be rewritten as:

θi(t− 1)− θ∗ = θi(t)− θ∗ +
fi(t)

|N i|
∑
j∈N i

[yj(t)− θi(t)]

+ fi(t)µi(t)[yq+i,min(t)− θi(t)],

(5.39)

where θ∗ is the solution to the optimization problem minx∈Rn F (x). Let γi(t) = fi(t)/|N i|.

Equation (5.39) can be reformulated as:

γi(t)[θi(t+ 1)− θ∗] = γi(t)[θi(t)− θ∗] +
∑
j∈N i

yj(t)

− |N i|θi(t) + γi(t)fi(t)µi(t)[yq+i,min(t)− θi(t)]

= γi(t)[θi(t)− θ∗] +
∑
j∈N i

θj(t)− |N i|θi(t)

+ γi(t)fi(t)µi(t)[θq+i,min(t)− θi(t)] +
∑
j∈N i

wj(t)

+wk(t)

(5.40)

where wk(t) denotes the noise vector corrsponding to the yq+i,min(t). Letting ηi(t) =
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∑
j∈N i wj(t) +wk(t) and adding up all the q equations, we can obtain:

q∑
i=1

γi(t)[θi(t+ 1)− θ∗] =

q∑
i=1

γi(t)[θi(t)− θ∗]

+

q∑
i=1

γi(t)fi(t)µi(t)[θq+i,min(t)− θi(t)] +

q∑
i=1

ηi(t)

(5.41)

Dividing both sides of (5.41) by
∑q

i=1 γi(t), we have:

∑q
i=1 γi(t)[θi(t+ 1)− θ∗]∑q

i=1 γi(t)
=

∑q
i=1 γi(t)[θi(t)− θ∗]∑q

i=1 γi(t)

+

∑q
i=1 γi(t)fi(t)µi(t)[θq+i,min(t)− θi(t)]∑q

i=1 γi(t)
+

∑q
i=1 ηi(t)∑q
i=1 γi(t)

=

∑q
i=1 γi(t)[θi(t)− θ∗]∑q

i=1 γi(t)
+

∑q
i=1 ηi(t)∑q
i=1 γi(t)

+

∑q
i=1 γi(t)fi(t)µi(t)[θq+i,min(t)− θ∗]∑q

i=1 γi(t)

−
∑q

i=1 γi(t)fi(t)µi(t)[θi(t)− θ∗]∑q
i=1 γi(t)

(5.42)

Next, we take the L2 norm on both sides of (5.42). By Assumption 7, it follows that:

‖θ̄i(t+ 1)− θ∗‖ ≤ ‖θ̄i(t)− θ∗‖+ fmaxµmaxC1

− fminµmin‖θ̄i(t)− θ∗‖+

∥∥∥∥∑q
i=1 ηi(t)∑q
i=1 γi(t)

∥∥∥∥
= (1− fminµmin)‖θ̄i(t)− θ∗‖

+ fmaxµmaxC1 +

∥∥∥∥∑q
i=1 ηi(t)∑q
i=1 γi(t)

∥∥∥∥
(5.43)
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where θ̄i(t) =
∑q
i=1 γi(t)θi(t)∑q
i=1 γi(t)

. Recursively repeating this process, it follows that:

‖θ̄i(t+ 1)− θ∗‖ ≤ (1− fminµmin)‖θ̄i(0)− θ∗‖

+
t∑

k=0

(1− fminµmin)k(fmaxµmaxC1)

+
t∑

k=0

(1− fminµmin)k
(∥∥∥∥∑q

i=1 ηi(t)∑q
i=1 γi(t)

∥∥∥∥) .
(5.44)

Next, by Assumption 7, Inequality (5.44) can be written as:

‖θ̄i(t+ 1)− θ∗‖ ≤ (1− fminµmin)C1

+
fmaxµmaxC1

fminµmin

(1− (1− fminµmin)t)

+
t∑

k=0

(1− fminµmin)k
(∥∥∥∥∑q

i=1 ηi(t)∑q
i=1 γi(t)

∥∥∥∥) ,
(5.45)

then, we take the expectation on both sides of (5.44), since wi(t) andwj(t) are indepedent

and E‖wi(t)‖ = 0, it follows that E‖
∑q

i=1 ηi(t)‖ = 0. Thus, by using the inequality

1− a ≤ e−a, we have:

lim
t→∞

E‖θ̄i(t+ 1)− θ∗‖ ≤ C1e
−fminµmin +

fmaxµmaxC1

fminµmin

. (5.46)

Consequently, the conclusion of the theorem is established.

5.4 Simulation

To show the effectiveness of the proposed bat-inspired consensus algorithm, we consider an

optimization problem minF (x) =
∑n−1

i=1 [100(xi+1−x2i )2+(1−xi)2] for x = [x1, x2, x3]
T ∈

R3. The global minimum for this optimization problem is 0 at xi = 1. The number of

the agents is 4 and their communication graph is connected. The corresponding Laplacian
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matrix is shown as:

L =



3 −1 −1 −1

−1 2 0 −1

−1 0 2 −1

−1 −1 −1 3


.

The parameter fmin and fmax are 0.01 and 0.07, respectively and the zooming parameters

µmin and µmax are 0.3 and 0.8, respectively. For Laplacian distribution, we choose q =

0.8 and a = 0.4. Fig.5.1, Fig.5.2, and Fig.5.3 show x1, x2, and x3 of all of the agents

versus iteration numbers. From the simulation results, we can observe that the consensus

state can be reached by this algorithm. The optimization value is 0.03278 at point x =

[1.0777, 1.1624, 1.3528]T in this simulation instead of the exact optimization point, i.e.,

x∗ = [1, 1, 1]T . This can be explained from two aspects. The first aspect is that the

BA optimization method does not find the true optimization point. It can only obtain

the best solution among the population of candidiate solutions. Hence, the proposed

bat-inspired consensus algorithm inherents this property, leading to full guidability but not

full predictability. The second aspect is that we use the differentially privacy method in

our consensus algorithm. Even though this can preserve the privacy, it does not guarantee

its convergence to the exact optimization point. However, this can be tolorated when we

concern more about the privacy, especially in the case where the accurate number d is small.

5.5 Conclusion

In this chapter, we proposed a bat-inspired consensus algorithm with privacy-awareness

for multi-agent systems. By embedding a separate optimization problem, this consensus

algorithm can guide the search direction that is not fully predictable. In order to prevent
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Figure 5.1: x1 of all agents versus time for the differential privacy consensus algorithm.
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Figure 5.2: x2 of all agents versus time for the differential privacy consensus algorithm.



99

0 50 100 150 200 250

iteration number

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

x
3

agent 1

agent 2

agent 3

agent 4

Figure 5.3: x3 of all agents versus time for the differential privacy consensus algorithm.

semi-honest adversaries from inferring the state information of each agent, we introduced

the notation of differentially privacy. We showed that the proposed bat-inspired consensus

algorithm satisfies the differential privacy and the consensus algorithm is convergent. Also,

we derived the upper bound of the accuracy of the proposed consensus algorithm.
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CHAPTER 6

THE FORMATION CONTROL OF MULTI-AGENT WITH DEEP

REINFORCEMENT LEARNING

6.1 Introduction

Cooperative control of multi-agent systems (MASs) has attracted many research interest

from control and robotics communities in recent years [102]. The application of this task has

a wide range in reconnaissance, surveillance, and security [103,104]. The ability of maintain

the network topology and connectivity of robots is crucial for some tasks such as target

localization, oceanic search and recur, and undersea oil pipeline maintainance [105–107].

Among cooperative control of MASs, the formation control is one of the most interesting

research topic since it has broad applications. Many MASs including unmanned aerial

vehicles (UAVs), autonomous underwater vehicles(AUVs), and nonholonomic mobile robots

are studied to address the formation control problem. These studies focus on leader-follower

methods [108–110], virtual leader approaches [111, 112], and leaderless consensus method

[113]. Some other results of the formation control can be found in the survey [114]. The

aim of the formation control of the MASs is to design the appropriate algorithm such

that it can ensure the group of the agents to achieve and maintain the desired geometric

connection of their states. Formation control generally makes the autonomous agents work

together to collaboratively finish the formation task. This work is generally accomplished by
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Figure 6.1: The formation control of four robots forming a rectangle.

communicating the state information of each agent with its neighbors. The leader-follower

approach is one the most popular method since its simplicity. The basic idea is that the

leader can be designed as the reference such that other agents can be controlled to follow

the corresponding trajectory, meanwhile, the trajectory of the follower agent is designed to

the desired separation and relative bearing with the leader. Another popular method is the

consensus algorithm, which focuses on finding a common state for all of the agents, then

driving each agent to the particular state relative to the founded common state. Based on

this idea, the research on the consensus problems for multi-agent can be extended to the

case of directed topology [115].

Many studies use the mobile robot systems to perform the formation control algorithm.

For example, the vision-based control method is used to drive the mobile robots to form

the desired formation [116]. The obstacle avoidance problems is tackled in the formation

control for the mobile robots [117]. A real-time observer developed to estimate the relative

state of the mobile robot to form the formation is proposed in [118].

One of the main difficult problem in the formation control is the collision avoidance in

the moving of the mobile robot. The major strategies for this problem are the rule-based

approaches and optimization-based approaches. For the rule-based approaches, a consensus

based algorithm is proposed in [119], where the artificial potential approach is used
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to generate the collision avoidance strategy. By exploiting the properties of weighted

graphs, the formation and the collision avoidance for the robots can be achieved in [120].

Correspondingly, one of the optimization approaches is to use the model predictive control

based method [121, 122]. Another problem is that in practice, many robot system models

are nonlinear and have nonholonomic constraints, which means the dynamic equation of the

robots are hard to model. Some studies focus on the formation control task for nonholonomic

mobile robots [123,124]. The tracking control of the mobile robots with limited information

of the desired trajectory is studied in [125].

In order to overcome these two problems, we try to find an efficient way by introducing

reinforcement learning (RL) to handle them. In the control engineering domain, RL bridges

the gap between the traditional control theory and the adaptive control algorithm [126].

The reinforcement learning is based on the idea of an agent can solve the different actions

from learning the outcome which is optimal for some specific situation. Since RL is an

end-to-end learning method, there is no need to know the model of the robot, therefore,

the designer of the control algorithm can save a lot of effort since only the feedback in the

form of the reward function needs to be provided. This reward function generally provides

the information of the state and action about the performance of the last step the agent

takes [127]. Thus, the agent can learn the appropriate policy to optimize the long-term

reward by continuely interact with the environment. For the RL, an agent can evaluate the

feedback of its action in each of its step, thus the whole performance of the agent can be

improved for the subsequent actions [128, 129].

In this work, the deep reinforcement learning (DRL) is used to model the formation

control problem. DRL has been proven to learn control policy directly from the input

in [130]. Also, they present that DRL can receive the high-dimensional sensory inputs to

learn the policy to excel for some challenging tasks [51]. A major progress for DRL is that

it can be extends to the continuous action domain [131]. From then, using DRL to solve
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some classical control problems becomes easily. Some DRL algorithms in continuous action

domain are proposed such as asynchronous advantage actor-critic [132] and in [133], they

combine the asymmetric actor-critic with domain randomization. In this chapter, we will

use an multi-agent actor-critic algorithm to train our multi robots in the simulation, and use

the trained network to the real robots to demonstrate the effectiveness of our algorithm. The

main advantages of our algorithm over traditional formation control are that firstly, it avoids

the complex model of the nonholonomic mobile robot, hence we avoid designing the input

specifically, and secondly, we combine an collision avoidance method in this formation

control algorithm.

6.2 Background

In this section, we will introduce some basic knowledge and methods related to our work.

6.2.1 Formation Control

Firstly, we formulate the formation control of multi robots under the general problem setup.

Consider the following N agents:

ṗi = qi

q̇i = ai,

(6.1)

where pi and qi denote the position and velocity of each robot i, i ∈ {1 . . . , N}. They are

the state of the agent si = [pi qi]
T. ai is the control input for each robot i. It can be seen

as the action of each robot i. Let F : R2N → RM be given. The desired formation for the

agent can be specified by the constraint:

F (s) = F (s∗). (6.2)
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Then, the formation control problem can be defined as:

Definition 8. [114] (Formation Control Problem): The formation control problem can be

defined as to design a control law such that the constraint (6.2) can be satisfied for the multi

robots systems (6.1).

Based on the Definition 8, some commonly used formation control problems are shown

as follows:

• Position-based problem: Each robot i can sense the absolute state of others with

respect to a global coordinate system. The constraint (6.2) can be given by:

F (s) := s = F (s∗). (6.3)

Each agent can control si actively.

• Displacement-based problem: Each agent can sense the relative state of other agents

with respect to a global coordinate system. Meanwhile, they cannot sense the absolute

state of other agents with the global coordinate system. The constraint (6.2) can be

given as:

F (s) := [. . . , (sj − si)T, . . .]T = F (s∗), (6.4)

for each i, j = 1, . . . , N . The constraint (6.4) is invariant to translation applied to the

state s. Agent controls [. . . , (sj − si)T, . . .]T in the displacement-based problem.

• Distance-based problem: Distance-based problem requires that each agent can only

sense the relative state of other agents with respect to the local coordinate system.

They do not need to sense the absolute state information of other agents with respect

to the global coordinate system. The constraint is given as:

F (s) := [. . . , ‖sj − si‖, . . . ]T = F (s∗), (6.5)
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for each robot i, j = 1, . . . , N . The constraint (6.5) is invariant to combination of

translation and rotation applied to state s. Each agent actively controls [. . . , ‖sj−si‖]T.

The differece between distance-based and the displacement-based problem is that

the distance-based problem only cares the relative distance between the two agents,

however, the displacement-based problem cares the relative coordinate for each two

agents.

In this work, we perform the position-based formation control, which means the multi robots

system (6.1) will achieve F (s) → F (s∗). The constraint of the system will depend on

the (6.3), which describes the desired position for each robot with respect to the global

coordinate system, thus each robot will move to a designed state with respect to the common

state. The specific form of the constraints in (6.3) will be discussed in the experiment part.

6.2.2 Markov Decision Processes

In this part, we will introduce the Markov decision processes (MDP) for multi-agent. The

multi-agent MDP can be defined as a set of state S = {S1, . . . ,SN} which describes the

possible configurations of all the agents, a set of actionA = {A1, . . . ,AN} which describes

the actions of each agent i, and a set of observations O = {O1, . . . ,ON} for each agent. In

order to choose proper action for each agent, it uses a stochastic policy πθi : Oi×Ai → [0, 1]

to generate the next action it should take. By executing this action, the agent can produce

the next state according to the state transition function T : S ×A1 ×A2 × . . .×AN → S .

After each agent executing its own action, the agent can acquire the rewards as a function

of the state and the action ri : S × Ai → R, meanwhile, the agent can obtain a private

observation related with the state oi : S → Oi. The solution of the multi-agent MDP is a

control policy πθi which can maximize the expected sum of future rewards Ri =
∑T

t=0 γ
trti

if the agent executes the policy, where γ is a discount factor and T is the time horizon.
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6.2.3 Deep Q-Networks

Deep Q-Networks (DQN) is a popular method in RL and has already been proven a

successful algorithm for the multi-agent scenario [134,135]. Q-learning use the action-value

function to evaluate the policy it learns. The corresponding action-value function can be

described as Qπ(s, a) = E[R|st = s, at = a]. This function can be computed recursively

as Qπ(s, a) = Es′ [r(s, a) + γEa′∼π[Qπ(s′, a′)]]. DQN can learn the optimal action-value

function Q∗ corresponding to the optimal policy of the agent by minimizing the function

given as follows:

L(θ) = Es,a,r,s′ [(Q∗(s, a|θ)− y)2], (6.6)

this function generally is referred as the loss function, where y = r + γmaxa′ Q̄
∗(s′, a′). Q̄

is the target Q function and its parameters are updated with the most recent paramenters in

DQN periodically. DQN also uses experience replay buffer D to stabilizing the network,

which is the tuples containing (s, a, r, s′).

The multi-agent can perform the DQN directly by letting each agent i learn its own

independently optimal function Qi [136]. The disadvantage of this algorithm is that the

environment may not maintain stationary for each agent i when each agent learns its optimal

policy independently. In this case, the Markov assumption will be violated.

6.2.4 Policy Gradient Algorithms

Avoiding learning the action-value function Q, another algorithm was proposed to learn the

policy directly, which is a popular choice for the DQN. The policy can be learned by adjust

the parameters θ of the policy by maximizing the objective function J(θ) = Es∼pπ ,a∼πθ [R].

This can be achieved by taking the steps in the gradient direction ∇θJ(θ). The gradient of
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the policy can be given as follows:

∇θJ(θ) = Es∼pπ ,a∼πθ [∇θ log πθ(a|s)Qπ(s, a)], (6.7)

where pπ is the state distribution. The multi-agent scenario can use policy gradient algorithm

to exhibit the high variance gradient estimates. In such case, the reward of each agent

obtained depends on the actions of other agents. The agent’s own reward will exhibit more

variability when compared with the single agent action. Based on policy gradient algorithm,

many other method are developed by learning the approximation of the true action-value

function Qπ(s, a) such as temporal-difference learning and actor-critic algorithm [137].

The policy gradient algorithm can be extended to the deterministic policies µθ : S → A,

which can be used to solve the problem where the action of each agent taken will be

in the continuous domain. Thus, we can rewrite the gradient of the objective function

J(θ) = Es∼pµ [R(s, a)] as follows:

∇θJ(θ) = Es∼D[∇θµθ(a|s)∇aQ
µ(s, a)|a=µθ(s)], (6.8)

The term∇aQ
µ(s, a) requires that the action doamin A should be continuous and hence the

policy each agent acting also should be in the continuous domain.

The deep deterministic policy gradient (DDPG) is a variant of the deterministic policy

method, where the policy µ and the critic Qµ can be approximated by using the deep neural

networks. DDPG still uses the replay buffer of experiences to sample data and trains the

corresponding network. Also, it uses the target network to avoid the divergence, which

is the same as in the DQN. The DDPG can learn complex policies for some tasks using

low-dimensional observations. It adopts the straightforward actor-critic algorithm and makes

the learning process becoming easily implemented for some difficult problem and large
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networks.

6.3 Algorithm

This part is to derive the algorithm that can perform the multi-agent cooperative work for

the DRL. Consider now a system of N robots operating in a common environment. There

is no controller can collect the rewards or make the decisions for the whole robots, which

means each agent in the communication network can only decide its own action and thus

receive the corresponding rewards for itself. The communication network can be denoted

by G = (N,E), where E represents the set of communication links, which means E is a

undirected graph with the vertex set N and edge set E ⊆ {(i, j) : i, j ∈ N, i 6= j}. We

assume that each agent can fully observe its state, i.e., si = oi. The edge (i, j) ∈ E denotes

that the agent i and j can communicate with each other. Meanwhile, each agent can only

use the local state information to learn its policies. By augmenting the policies information

of other agents, we can use the extended actor-critic method to solve the formation control

problem of multi robots.

For N robots, the policies of the system can be parameterized by θ = {θ1, . . . , θN}. We

denote π = {π1, . . . , πN} be the polices of all the robots. Thus, we can rewrite the gradient

of the expected return for each agent i. It can be given as follows:

∇θiJ(θi)

= Es∼µ,ai∼πi [∇θi log πi(ai|si)Qπ
i (s, a1, . . . , aN)],

(6.9)

From the action-value function Qπ
i (s, a1, . . . , aN) used in (6.9), we can observe that it

requires the actions of all of the robots as the input. The output is the Q value for the agent

i. Each agent i learns the Q value separately, since the action-value function for each agent

has its own structure, we can define different constraints (6.2) for each agent i.
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Now we consider each robot will determine its own policies µθi in continuous domain

with respect to the parameters θi. The gradient can be rewritten as follows:

∇θiJ(µi) = Ex,a∼D

[∇θiµi(ai|si)∇aiQ
µ
i (s, a1, . . . , aN)|ai=µi(si)],

(6.10)

The replay buffer D constitutes the tuples(s, s′, a1, . . . , aN , r1, . . . , rN). This tuple can

contain the actions of all agent and hence all the rewards after they execute the action. Hence,

the loss function can be given as follows:

L(θi) = Es,a,r,s′ [(Qµ
i (s, a1, . . . , aN)− y)2], (6.11)

where y = ri + γQµ′

i (s′, a′1, . . . , a
′
N)|a′j=µ′j(sj), µ

′ = {µθ′1,...,θ′N} is the set of policies all the

agent learned in target network with parameter θ′i.

We can see that this algorithm still needs the assumption that the agent i needs to know

other agent’s policies. This assumption is commonly used in the Velocity Obstacle (VO)

method, which is used to solve the collision avoidance problem. In order to remove this

assumption, each robot i can estimate the policies µ̂ji of other agent j takes. This estimation

can be achieved by maximizing the log probability of agent j’s reward and it can be given

as follows:

L(µ̂ji ) = −Esj ,aj [log µ̂ji (aj|sj) + λH(µ̂ji )], (6.12)

where H is the entropy of the policy distribution. Then the corresponding estimated ŷ can

be calculated by the following:

ŷ = ri = γQµ′

i (s′, µ̂′1i (s1) . . . , µ̂
′N
i (sN)), (6.13)

where µ̂′ji denotes the policies generated by the target network for the approximate policy
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µ̂ji . When training the network, the action-value function Qµ
i can be updated and the latest

samples of each agent j in replay buffer can be used to perform the single gradient step to

update the parameter of the critic network. Thus, we can remove the assumption that each

agent needs to know other’s policies. The whole algorithm is shown in Algorithm 1.

Algorithm 1 Formation control of multi robots with Deep Reinforcement Learning
for episode = 1 to M do

Reveive the inital state s for each robots.
for t = 1 to max iteration number do

for each robot i selects action ai = µθi(oi) +Nt with respect to its policy.
each robot executes the action ai.
each robot receives the reward ri and moves to the next state si by the system
dynamic (6.1).
store (s, a, r, s′) to the replay buffer D.
for robot i = 1 to N do
si ← s′i for each robot i.
smaple a random minibatch of S samples (sj, aj, rj, s′j) from replay buffer D.
set ŷj by (6.13).
update critic by minimizing loss function (6.12).
update actor by sampled policy gradient by (6.10).

end for
end for

end for

6.4 Experiment

In this part, we will demonstrate our experiments in details. We first use the gazebo

simulation environment to train the DRL and get the network model, then we use the trained

algorithm in the real robot to show the effectiveness of the algorithm. The robot systems

we used here are 4 Pioneer 3dx robot. It is a differential driven robot which has two active

wheels and two velocity commands, linear and angular velocity. Each of them is with a

Nvidia TX1 such that they can communicate with each other by Robot Operating System

(ROS). The parameters used in the algorithm are shown is Table.6.1. After training the
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network, we can use the algorithm to generate the path to achieve the formation control for

the robot systems.

Table 6.1: Parameters Used in the Algorithm

Parameter Name Parameter Value
Learning rate of actor 0.0001
Learning rate of critic 0.00001

Batch size 130
γ 0.001

Max steps in one episode 60

Let (rxi, ryi), θi denote the Cartesian position and orientation of the ith robot, respectively.

Let (vi, wi) denote the linear and angular speed of the ith robot. The kinematic equation of

the ith robot can be written as:

ṙxi = vi cos(θi), ṙyi = vi sin(θi), θ̇i = wi (6.14)

By linearize (6.14) for a fixed point off the center of the wheel axis (xi, yi) of the robot,

where xi = rxi + di cos(θi), yi = ryi + di sin(θi), and d = 0.15m. We can write

vi
wi

 =

 cos(θi) sin(θi)

−(1/d) sin(θi) (1/d) cos(θi)


axi
ayi

. This is a simple kinematic equation. With this

equation, we can transfer the action of each agent to the velocity command used in the

nonholonomic mobile robot directly.

Since our formation control is based on the consensus algorithm, we firstly is to seek

the consensus state of all the robots, which is denoted by sr = [xrc, y
r
c , θ

r
c ]

T. The [xrc, y
r
c ]

and θrc denote the reference position and orientation of the formation center of the robots

team, respectively. Since sr is dynamically changing, each robot maintains a local variable

sri = [xci, yci, θci]
T , which is the sense value of the state sr by each robot i. The objective of
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consensus is to make sure that the value of sri tracks the value of sr, i = 1, . . . , N .

In order to perform the formation control, there is a constraint (6.2) needed to satisfy

for each robot i, which means that each robot needs to determine its own desired position

(xdi , y
d
i ) relative to the sensed consensus state sri . It can be written as follows:

xdi
ydi

 =

xci
yci

+

cos(θci) − sin(θci)

sin(θci) cos(θci)


x̃if
ỹif

 , (6.15)

where [x̃if , ỹif ]
T represents the desired deviation vector of the ith robot relative to the

geometric center of the formation. Thus, this is the constraints (6.2) that each robot i should

be satisfied in order to form the formation in our experiment. The real trajectory of each

robot i should track [xdi , y
d
i ]

T and thus the desired formation shape can be maintained.

Then, we can define the reward function for each robot i. The reward function is specified

to give the robot award when it achieved its goal, and penalize it for getting too close with

another robot to cause the collision. The reward function for each robot i can be given as:

ri =

 −(‖xi − xdi ‖+ ‖yi − ydi ‖) if L > di

−10 if L < di

(6.16)

where L is the distance between the robot i and its nearest neighbor robot, and di is the

safe distance for each robot i to ensure that it cannot cause the collision with others. If the

collision happens, the episode is end.

The initial position for the robots are x1 = −1.83m, y1 = −1.82m, x2 = 1.78m,

y2 = 1.80m, x3 = −2.01m, y3 = 2.135m, and x4 = 2.135m, y4 = 2.135m. Fig.6.2 shows

that the learning curve of the algorithm.

Fig.6.3 and Fig.6.4 show that the trajectory of each robot moves after 500000 training

episodes. Fig.6.5 and Fig.6.6 show that the corresponding velocity in each direction for each
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Figure 6.2: The learning curve for the formation control problem. The curve shows the
mean of the average reward of 1000 episode.

robot.

Kinematics constraints of each nonholonomic mobile robot need to be considered when

we run the experiments. In many works, the kinematics constraints of the mobile robot

are hard to encode, thus it might result in increasing the computational complexity [138].

However, it is quiet easy to incorporate these kinematic constraints in the RL framework.

Some kinematic constraints are:

a < vmax, (6.17)

|θt+1 − θt| < ∆t · vmax, (6.18)

where (6.17) limits that the velocity of the robot cannot exceed the maximum value of

the velocity, and (6.18) specifies a maximum turning rate that corresponds to maximum

velocity. The parameters used in this work are shown in Table 6.2.



114

0 5 10 15 20 25 30 35 40

time

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

x
 d

ir
e

c
ti
o

n

robot1

robot2

robot3

robot4

Figure 6.3: The x direction trajectory of each robot

With kinematics constraints incorporated in the experiments, the trajectory of all four

robots is shown in Fig.6.7. The arrow direction denotes the direction that the robot moves

toward.

Next, we will perform this trained DRL to the real robot systems. Fig.6.8-Fig.6.10 show

the experiment, where Fig.6.8 shows that the robots are in the initial position, Fig. 6.9

shows that robots are running. They are trying to avoid each other in order to preventing the

collision, and Fig.6.10 shows that finally, the robots are achieving the formation.

6.5 Conclusion

In this chapter, we developed a multi-agent formation control algorithm based on the

application of deep reinforcement learning. In particular, this method can not only let
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Figure 6.4: The y direction trajectory of each robot

each robot learn its own policies but also estimate the policies of other agent executing.

Meanwhile, it can perform the collision avoidance while the robots are running. The

simulation results show that this algorithm is effectiveness and can incorporate some

kinematics constraints for each robot.
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Figure 6.5: The velocity of x direction trajectory of each robot

Table 6.2: Some Parameters Used in the Experiment

Parameter Name Parameter Value
x̃1f 1.5m
ỹ1f 1.5m
x̃2f -1.5m
ỹ2f 1.5m
x̃3f 1.5m
ỹ3f -1.5m
x̃4f -1.5m
ỹ4f -1.5m
di 0.6m
vmax 1m/s
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Figure 6.6: The velocity of y direction trajectory of each robot
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Figure 6.7: The trajectory of each robot with kinematics constraints
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Figure 6.8: The initial position for all of the robots

Figure 6.9: The robots are avoiding each other to prevent the collision

Figure 6.10: The final position of all of the robots
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CHAPTER 7

CONCLUSION AND FUTURE WORK

7.1 Conclusion of This Dissertation

The goal of this research is to develop a novel bio-inspired consensus protocol which can

guide the direction of the convergence. In order to fulfill this target, the bat research algorithm

is considered to be incorporated into the general consensus protocol. By introducing the

flux function, the proposed consensus protocol can enhance the connection of the agents

in the topological graph. Moreover, By embedding the flux function in the speed-down

and speed-up term, the proposed consensus protocol can provide extra force to make this

protocol converge quickly. After that, the privacy of the agents is analyzed. By borrowing

the notation of the sensitivity, we can apply the differential privacy to the proposed consensus

protocol. Thus the proposed consensus protocol can protect the privacy of the agents in

the network. Also, we show that this new consensus protocol is convergence with the

expectation taken over the coin-flip. Finally, we use the deep reinforcement learning method

to achieve the goal of the consensus. The reason we use it mainly because we want to get rid

of the complex mathematical model when designing a consensus protocol. We extend the

deep deterministic policy gradients (DDPG) algorithm to multi-agent scenario. By carefully

designing the reward function for the agents, the algorithm can reach the consensus for this

multi-agent scenario.

The following conclusions can be drawn upon the fulfillment of this dissertation.
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By borrowing the ability of the bat searching algorithm, the proposed consensus protocol

can guide the agreement state to converge the solution of the optimization problem. In order

to improve the speed of the convergence, the flux function is introduced to be incorporated

to the speed-up and speed-down term. When we consider the linear case of the flux

function, the proposed consensus protocol can be transformed into a matrix form. By matrix

paracontracting technique and matrix rank notation, both two types of convergence, namely

quadratic monotone convergence and orthant invariant convergence, can be proven and

shown in simulation result.

The nonlinear case of the flux function is also considered in this dissertation. Because of

the nonlinear term including the flux function, the consensus protocol cannot be transformed

to the matrix form. Thus, in order to prove the convergence, the Lyapunov theory is used.

We first define the error term according to the state information, then define the Lyapunov

function based on this error term. Moreover, we consider the proposed consensus protocol

with the external disturbances. In this situation, we prove that the protocol can robustly

reach consensus with the performance γ.

Moreover, the privacy of the agents is considered in this dissertation. By defining the

sensitivity of the two initial states, we can measure the two different initial states and thus

we can define the notation of ε-differential privacy. This technique can prevent others to

acquire the exact initial information of the agents in the network topology if certain condition

is satisfied. Also, we prove that this revised consensus protocol is convergent under the

differential privacy condition and determine the accuracy of the consensus state.

Finally, the deep reinforcement learning is used to reach the consensus agreement. The

reason why we use it is that we want to get rid of complex mathematical model of the

controller when designing the traditional consensus protocol. The deep deterministic policy

gradients method is used and extended to the multi agents scenario. The reward function is

designed to make the consensus problem to be fitted for the reinforcement learning algorithm.
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This algorithm is performed in the mobile robots. Thus the consensus is transformed to

the formation control for the multi agents and the results show that the deep reinforcement

learning can reach the consensus agreement.

7.2 Contributions of This Dissertation

The contributions of the dissertation are summarized as follows:

• A review of consensus protocol and its applications were provided in the dissertation.

• The bio-inspired consensus protocol is proposed. Moreover, the matrix paracontraction

is introduced and the characteristics of the linear case of the bio-inspired consensus

are studied.

• By using matrix paracontraction technique, two types of convergence, namely quadratic

monotone convergence and orthant invariant convergence, are proven for the linear

case of the consensus protocol.

• Nonlinear case of the bio-inspired consensus is also studied. In this case, the Lyapunov

theory is applied to the nonlinear case of the consensus protocol to show that it is

convergent.

• We also consider the nonlinear case of the bio-inspired consensus protocol with

external disturbances and prove it is convergent.

• The sensitivity of two different initial states of the consensus is defined. Then the

differential privacy of the bio-inspired consensus protocol is proposed and discussed.

After that, the convergence of this new type of consensus is also studied. The upper

bound of the accuracy of the proposed consensus algorithm is discussed.
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• The DDPG algorithm is extend to the multi agents scenario and we apply this extended

version to solve the consensus problem. The extended algorithm is tested on the mobile

robots platform.

7.3 Recommendation for Future Research

Some of the recommendations for future research are listed as follows:

• The mobile robots platform can be used to test the bio-inspired consensus protocol

to further confirm the convergence of the bio-inspired consensus. These tests and

validations are the important step to verify the effectiveness of the proposed consensus

protocol.

• Some of the assumptions, such as the semi-Lipschitz condition and the convex of

the optimization problem, should be relaxed for future research direction. Also, the

discontinuous flux function should be considered in the further research.

• The proposed bio-inspired consensus protocol can be applied in multi-layer, multi-

dependent cyber-physical network systems.

• The time consumption for the DDPG algorithm should be investigated. Moreover,

the implemented formation control should also be added the ability to guide the

convergence direction to the solution of the optimization problem.
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