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thickness and had an extremely low density of 60-90 kg m—>

(compared to a density of 1000 kg m~2 for water), with a thin crust
at some locations with a density of 330 kg m~>. Snow permeability
measurements were also conducted on small samples using a flow
rig, yielding values of 35-40 x 10~ '°m~2. For this test various
charge sizes of C4, ranging from 0.5 to 8 blocks (0.28-4.5 kg) were
detonated on the surface and at a height of 1.5 m above ground le-
vel and the resulting signatures were measured for propagation
distances between 30 and 100 m.

5. Experimental results

Observations and results of the measurements are presented in
this section. The types of waves are identified and their character-
istics are discussed, followed by a discussion of the propagation
parameters determined from the measurements, including maxi-
mum amplitudes, coupling coefficients, and attenuation rates for
the waves.

5.1. Waveform observations

Examples of the time series recordings and their properties are
presented in this subsection. Fig. 2 shows a typical example of the
time series waveforms recorded after the detonation of a single
block of C4 at a height of 1.5 m above a concrete pad. In this figure,
the sensors were located 90 m from the source. Because concrete is
a material that has a very high acoustic impedance, it also has a
high reflection coefficient and for this reason the maximum acous-
tic pressures for a given distance and explosive charge size are ex-
pected to be higher over concrete than for any other ground
condition.

In Fig. 2 the main acoustic or blast wave can be seen arriving at
all of the sensors about 0.25 s after the detonation, corresponding
to a propagation velocity of 360 m s~!. This wave travels through
the atmosphere and couples into the ground near the sensors cor-
responding to Path A in Fig. 1. It is identified as the air wave (for
the acoustic component) or air-coupled seismic wave (for the
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Fig. 2. Waveforms produced by the detonation of 0.57 kg of C4 at a height of 1.5 m
above a concrete pad (Test 1). The sensors, a pressure sensor at the surface (top),
vertical component geophone (center), and radial component geophone (bottom),
were located 90 m from the explosive charge. The largest arrival on each sensor at
about 0.25s is the acoustic arrival (Path A in Fig. 1), with peak amplitudes of
1.2 kPa, 5.5 mm/s, and 1.5 mm/s respectively. A later arrival at about 0.35s is the
acoustic reflection from a wall located near the site. The precursor seismic arrival at
0.05 s is visible on the radial sensor.

ground response). The wave speed of 360 ms~! is higher than

the expected acoustic wave speed of about 342 m s~! because of
nonlinear effects caused by the large amplitude near the source.
In this case the ground vibration actually starts about 0.03 s before
the acoustic arrival, but the maximum ground vibration is coinci-
dent with the acoustic arrival. The ground and air arrivals were
usually simultaneous, but when the ground was very rigid with
high seismic velocities, as in this case, the seismic wave was often
observed to arrive slightly earlier than the air wave. The air wave
with a maximum pressure of about 1.2 kPa induces maximum seis-
mic amplitudes of 5.5 and 1.5 mm/s for the vertical and radial com-
ponents, respectively. The later arrival visible at about 0.35 s is a
reflection of the blast wave from a nearby obstacle.

A very early wave arrival with maximum amplitude of about
0.3mms~! is also visible on the horizontal geophone at about
0.035 s in Fig. 2. The arrival time implies a propagation velocity
of 2900 m s~!, so this wave must couple into the ground near the
source and travel most of the way to the sensors through the
high-velocity subsurface material; the wave could only travel a
distance of 13 m through the air during this time interval. The
velocity estimated from the arrival time agrees with the nominal
compressional wave velocity of 2950 m s~! for concrete. Because
of the early arrival time, this wave is identified as the precursor
seismic wave which is considered to travel along Path B in Fig. 1.
A corresponding arrival was observed in all of the tests reported
in this study. The precursor seismic arrival is also present on the
vertical component with maximum amplitude of 0.044 mm s~!
but is not visible in Fig. 2 at the selected plot scale.

In Fig. 3 the same measurement over concrete is shown, but at a
much higher amplification and for an expanded time scale so that
only the time before the air wave arrival is visible. Only noise is
present on the acoustic pressure sensor, but clear seismic arrivals
are visible on the vertical and horizontal geophones with maxi-
mum amplitudes of 44 and 300 um s~ respectively, i.e. much
smaller than those for the air-coupled seismic wave in the previous
figure. These seismic waveforms are complex because the ground
response from a point force includes a number of different types
of waves [33]. The initial arrival at 35 ms is probably a compres-
sional body wave or a longitudinal plate wave traveling through
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Fig. 3. This Figure shows the same data as Fig. 2 for propagation above a concrete
pad, but for an earlier time window and a higher amplification. This time window
shows the precursor seismic arrival on the seismic sensors, corresponding to Path B
of Fig. 1, while the pressure sensor shows only noise. The peak amplitudes are 44
and 300 pum/s for the vertical and radial components, respectively.
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Fig. 4. Waveforms recorded during Test 2 after 100 m of propagation for the Time (s)

atmospheric arrival produced by the detonation of 0.57 kg of C4 at a height of 1.5 m
above a hard soil i.e. with V; > c. The peak amplitudes were 900 Pa, 4.8 mm/s, and
4.5 mm/s for the pressure (top), vertical component geophone (center), and radial
component geophone (bottom). In these and other data from the same experiment,
the seismic signature durations are about the same as those of the acoustic pressure
waves. (Contrast with a soft soil, in Fig. 5.) Peak frequency for both geophones is
175 Hz, for pressure sensor is about 33 Hz.

the concrete slab. Immediately after the initial arrival, high fre-
quency oscillations at about 350 Hz are visible. There is also a
low frequency component with a frequency of about 70 Hz. This
wave train is composed of various body wave and surface wave
arrivals. Because of the slower propagation velocity, the arrivals
after 100 ms are likely to be those that travel through or interact
with the soil beneath the concrete slab. These seismic waves all
may be considered to travel along the simplified propagation path
B shown in Fig. 1.

The next three Figures contrast the measured responses in dif-
ferent ground conditions for nearly identical propagation geome-
try. Each shows the signatures produced by the detonation of a
0.57 kg charge of C4 at a height of 1.5 m above the ground mea-
sured after a propagation distance of 100-120 m. Fig. 4 shows
the waveforms recorded for a “hard” soil with some light grassy
vegetation (Test 2). The Figure shows that the air-coupled seismic
component motions induced by the air wave arrival are about
30 ms in duration, about as long as the waveform duration for
the pressure sensor. The maximum amplitudes of both seismic
components are nearly equal, and the maximum seismic frequency
is about 175 Hz. A soil may be considered “hard” when both the
seismic compressional (V,) and shear (V;) velocities are greater
than the (nonlinear) atmospheric acoustic velocity (c) of about
357 m/s; V, > V> c. Such a situation appears to be the case with
this soil because of the high wave speeds indicated by the early
arrivals and from the modeling described later.

Fig. 5 shows data recorded at a site with a softer soil (Test 3).
The seismic responses are very different from the appearance of
the ‘hard’ soil measurements in Fig. 4, with a long, low-frequency
wave train generated after the air wave arrival. While the 30-ms-
long acoustic waveform is similar to the previous example (but
more rounded, indicating higher ground attenuation for this soil),
the seismic responses are monochromatic with durations over
80 ms long, and are phase shifted with respect to each other. These
properties identify the arrivals as air-coupled Rayleigh waves. All
of the sensors exhibit a maximum frequency of about 50 Hz, and
the coupling occurs because the acoustic velocity and Rayleigh
wave velocity are identical at this frequency [19]. These properties

Fig. 5. Waveforms recorded during Test 3 after 120 m of propagation for the
atmospheric arrival produced by the detonation of 0.57 kg of C4 at a height of 1.5 m
above a soft soil i.e. with Vs < c. The peak amplitudes were 470 Pa, 1.4 mm/s, and
1.3 mm/s for the pressure (top), vertical component geophone (center), and radial
component geophone (bottom). In these and other data from the same experiment,
the seismic signature durations are much longer than the acoustic pressure
waveforms. The waveform shape and phase relationships are typical of an air-
coupled Rayleigh wave. (Contrast with the hard soil in Fig. 5.) Peak frequency for
both geophones and the pressure sensor is about 50 Hz.

are controlled by the shallow soil stratigraphy and seismic velocity
structure. For both of the soil examples the main seismic response
starts at the same time as the air wave arrival, not earlier as was
observed for the measurements over the concrete pad. In this soil
it is likely that V,, > ¢ > Vi as would be required for Rayleigh wave
coupling and as confirmed by the modeling described later.

Fig. 6 shows the measured responses at 100 m when a thin, very
weak snow cover was present. In this case, the snow was too weak
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Fig. 6. Waveforms recorded during Test 6 after 100 m of propagation for the
atmospheric arrival produced by the detonation of 0.57 kg of C4 at a height of 1.5 m
above a low density snow cover over frozen ground. The peak amplitudes were
640 Pa, 0.81 mm/s, and 0.176 mm/s for the pressure (top), vertical component
geophone (center), and radial component geophone (bottom). In these and other
data from the same experiment, the seismic signature durations are much longer
than the acoustic pressure waveforms. The waveform shape and phase relation-
ships are typical of an air-coupled Rayleigh wave. The radial geophone signal is a
high frequency resonance modulated by a low frequency wave similar to the
vertical component geophone.
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to support the geophones, so they were installed in the frozen soil
beneath the snow. The pressure waveform is distorted by the inter-
action with the porous snow cover, showing a rounded appearance
with the high frequencies attenuated [46]. The air-coupled seismic
responses have a similar low-frequency appearance, but are longer
in duration than the acoustic pulse. In addition, the radial compo-
nent has a strong high frequency (about 550 Hz) superimposed on
the low frequency response. This high frequency component is of-
ten but not always observed in snow cover measurements.

Fig. 7 shows the precursor seismic arrivals for the hard soil (Test
2, same measurement as in Fig. 4). The wave amplitudes are 29 and
7.7 pum/s for the vertical and radial components, respectively, more
than two orders of magnitude lower than the maximum ampli-
tudes of the airblast-induced vibration shown in Fig. 4. The vertical
and horizontal components are similar to each other, with a phase
shift present, and show a long wave train typical to the body and
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Fig. 7. Precursor seismic arrival waveforms observed during Test 2 produced by the
detonation of 0.57 kg of C4 at a height of 1.5 m above a hard soil 100 m from the
sensors. This figure shows the same data as Fig. 4, but for an earlier time window
and a higher amplification. Early seismic arrivals are visible on the seismic sensors,
corresponding to Path B of Fig. 1, while the pressure sensor shows only noise. The
peak amplitudes are 29 and 7.7 um/s for the vertical and radial components,
respectively, more than two orders of magnitude lower than the peak amplitudes of
the airblast-induced vibration shown in Fig. 4. The peak frequency of these seismic
waves is about 20 Hz.

surface wave response expected from a point force at a layered
ground surface. The maximum frequency of these seismic waves
is about 20 Hz. Precursor seismic arrivals like these were observed
at every test location, and they were always much smaller than the
air-wave-induced later arrivals.

To examine the repeatability of the explosion source, the wave-
forms produced by repeated shots at a given location are very sim-
ilar as shown in Fig. 8, where 4 individual shots over two days are
compared for distances of 10 and 30 m from the explosion. Fig. 8
shows that these waveforms are very similar to each other. For
the recordings at 10 m distance, the mean peak amplitude was
26.6 kPa with a standard deviation of 3.3 kPa, and the mean arrival
time was 23.15 ms with a standard deviation of 0.45 ms. At 30 m
distance the peak amplitude values were 4.5 and 0.55 kPa, 79.9
and 0.88 ms. The variation in peak pressure for a distance of
10 m was less than 14%. This variation could be caused by differ-
ences in explosive charge output, undersampling of the waveform
(relatively slow sampling rates of 8 kHz were used for most tests,
and the actual peak could have been underestimated), and differ-
ences in environmental conditions. As shown in the figure, the det-
onations recorded on the same day agree closely with each other
but differ slightly with the recordings made on a different day.
There were periods of light rain during the tests so it is likely that
the soil moisture as well as the atmospheric conditions were differ-
ent on the two test days.

5.2. Maximum amplitude measurements

In this section the measured maximum amplitudes are ana-
lyzed to determine the relations between the maximum airblast
pressure, induced ground vibration, propagation distance, charge
size, and ground type. In addition, the coupling coefficients C1
and C2 for the propagation paths shown in Fig. 1 will be deter-
mined along with attenuation rates.

5.2.1. Maximum amplitude results for individual tests over different
ground conditions

Measured data recorded at each of the test sites were individu-
ally analyzed to determine the properties of the various ground
conditions. The maximum amplitudes measured for Test 2, propa-
gation over a relatively hard soil, are used as an example in this
section because this test had the greatest range of charge sizes
and relatively long propagation distances. These measurements
were obtained for a wide range of charge sizes from 0.57 to
73 kg. The measurements were scaled to a charge size of 1 kg of
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Fig. 8. Comparison of waveforms produced by one block of C4 detonated 1.5 m above a soft soil (Test 2) for short propagation distances (10 m on left, 30 m on right). The
(black) solid lines are from two explosions recorded on the first day of the test, while the (red) dashed lines are from two explosions recorded on the following day. The
waveforms for each individual day agree closely with each other, and differ slightly from recordings made on a different day. There were periods of light rain during the tests
so the soil moisture as well as the atmospheric conditions were likely different on the two test days. (Color figure is available online.)
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C4 by dividing the propagation distance by the cube root of the ac-
tual charge mass and are shown in Figs. 9 and 10.

The left panel in Fig. 9 shows the peak positive pressure as a
function of scaled propagation distance. The thick line is the ANSI
Standard [47] predicted line for 1 kg of C4 and the thin line repre-
sents a least squares fit to the measured data of the same form as

Eq. (2).
P(R) = PoR™* (7)

with an acoustic attenuation rate « of —1.2. A straight line provides
a good fit to the measured amplitudes. This coefficient can be inter-
preted as a geometric spreading factor of —1.0 and an additional
material attenuation of —0.2 caused by losses from interaction with
the ground surface, meteorological effects, and air absorption. The
measured maximum pressure values lie on or below the ANSI Stan-
dard line. Most of the measured data lie above the overpressure
damage criterion of 159 Pa, indicated by the horizontal dashed line
in the figure. For the different individual tests, maximum pressure
attenuation rates o varied between —1.2 and —1.5 (Table 2). The
highest attenuation rates were measured for the soft soil/gravel pile
experiments of Test 3.

The right panel in Fig. 9 shows the maximum amplitude of the
two seismic arrivals as a function of scaled propagation distance.
The seismic amplitude V.4 is the vector magnitude, calculated as

Vinax = (Xﬁmx +y%1ax + szax)l/z (8)

Pmax (Pa)
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where X2, etc. are the maximum vertical, radial, and transverse
particle velocities measured by the geophones during the appropri-
ate time period. This definition of vibration amplitude contrasts
with previous studies that used only vertical component ampli-
tudes. The vector magnitude is used here because the experimental
measurements (and other unpublished measurements) show that
the vertical and radial components sometimes differ by a factor of
10 or more depending on the site conditions, and that either com-
ponent may dominate the other. Using the vector magnitude gives
a more stable and realistic estimate of the total induced ground
vibration than specified by a single component. The transverse
component was included where available, but it was always much
smaller than the two other components as expected from elastic
wave theory.

Both the seismic arrivals associated with the acoustic arrival
(circles) and the precursor seismic arrivals (x) are shown in this
plot. These correspond to Paths A and Path B in Fig. 1, and the
graph shows that the precursor seismic arrival is two orders of
magnitude below the maximum amplitude of the acoustically-in-
duced seismic vibration. This difference in the amplitudes of the
two seismic waves was observed at all test sites and is an impor-
tant observation as there are occasionally civilian complaints filed
claiming that the precursor seismic wave produced cosmetic dam-
age to houses located near artillery training ranges. These observa-
tions show that any cosmetic damage would have to be caused by
the higher amplitude air-coupled seismic wave arrival. It is likely
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Fig. 9. Peak pressure and maximum ground vibration measured for Test 2 at a site with a hard soil, as a function of scaled propagation distance. (Left) Peak positive pressure
as a function of scaled distance. Circles are the measured peak pressures and the thin line represents a least squares fit to the measured data. The thick line is the line
predicted by the ANSI (1983) Standard S2.20 method for a block of C4, and the dashed line is the US Army airblast damage threshold of 138 dB (159 Pa). (Right) Maximum
ground vibration amplitude as a function of scaled propagation distance. Circles are seismic arrivals associated with the acoustic arrival (air-coupled seismic waves) and x’s
are the precursor seismic arrivals. These correspond to Path A and Path B in Fig. 1. The solid lines are least squares fits to the measured data, and the dashed lines are vibration
damage criteria of 12 and 25 mm/s. The thin dotted lines represent predictions of the empirical Egs. (5) and (6). Note that the measurements have been scaled to a charge size

of 1 kg by dividing the distance by the cube root of the actual charge weight in kg.
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Fig. 10. The coupling coefficient C1 for air-coupled seismic waves measured during Test 2 at a site with a hard soil, as a function of scaled propagation distance and peak
acoustic pressure. (Left) Measured acoustic-to-seismic coupling ratio as a function of scaled propagation distance. The solid line is the least squares line fit, the dashed
horizontal line is the median value for C1, 3.3 um s~! Pa'. (Right) Peak positive pressure as a function of acoustic-to-seismic coupling ratio. Circles are measured values, and

the dashed line is the Army airblast damage criterion of 138 dB.
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Table 2
Measurement results, including attenuation rates vs. distance, coupling ratios, and peak pressures needed to exceed vibrational damage criteria.

Test # Type Charge Distance N o B C1 S/ARatio Slope of Ratio P-V  12mm/s 12mm/s 25mm/s 25mm/s

size (kg) range (m) (pm/s/Pa) (kPa) (dB) (kPa) (dB)

1 Concrete 0.57 8-91 166 -1.3 -1.2 3.1 0.15 0.88 3.9 165.8 8.3 172.4

2 Soil 0.57-72.7 100-240 54 -1.2 -16 33 -0.43 13 23 161.2 3.7 165.3

3 Soil and Gravel pile 0.57 60-405 292 -15 -1.1 57 0.36 0.76 2.2 160.8 4.8 167.6

4 Tropical vegetation 0.28-4.5 30-100 110 -1.3 -15 132 -0.18 1.1 1.0 154.0 1.6 158.1

5 Forest 0.57-2.3 30-565 138 -13 -14 52 -0.12 1.1 1.8 159.1 3.7 165.3

6 Snow/frozen ground 0.28-4.5 30-100 143 -13 -1.1 1.0 0.22 0.87 123 175.8 25.6 182.1

7 Deep Snow 0.28-4.5 60, 150 33 -1.5 -13 342 0.17 085 033 144.3 0.76 151.6

1-6 Combined 903 -140 -11 47 0.33 075 2.0 160.0 3.5 164.9

N = number of measurements.

o = decay rate coefficient for maximum acoustic pressure.

B = decay rate coefficient for maximum seismic amplitude.
Ratio = slope of the Seismic/Acoustic ratio vs. scaled distance.

S/A Ratio = median value of seismic/acoustic amplitudes [pm s~! Pa~']. This value corresponds to coefficient C1 defined in Fig. 1 and in Eq. (10).

P-V = Slope of the Pyqx—Vinax line in Fig. 19.

The last four columns give the peak airblast pressure (in kPa or dB) needed to induce a ground vibration amplitude equal to the building cosmetic damage criteria of 12 or

25 mm/s.

that all civilian complaints were actually from perceived vibrations
induced by the airblast, not by the seismic precursor. The airblast is
not often heard by an observer located inside a dwelling at long
distances, so window rattling and other vibrations can be easily
mistaken and reported as a seismic arrival.

Both the precursor and the air-coupled seismic maximum
amplitudes can be reasonably fitted by least squares lines as shown
by the dashed lines in Fig. 9. These equations have the form

Vinax = Vo(Ro) R/W'?) " 9)

where f is the seismic attenuation rate that includes both geometric
divergence and material losses. The solid lines are least squares
lines fitted to the vibration measurements, and the line fitted to
Vimax gives an amplitude decay rate B for the air-coupled seismic
wave of —1.6 (listed in Table 2). Because the precursor seismic
amplitudes are so much smaller than the air-coupled seismic wave
amplitudes, the attenuation rates of these waves are omitted from
Table 2. The dotted lines shown in the figure were calculated from
Dowding’s [37] empirical equations, Eqs. (5) and (6) above. For
these measurements, Eq. (5) slightly underpredicts the measured
maximum air-coupled vibration data and predicts a higher attenu-
ation rate. Eq. (6), for buried explosives, predicts values that fit the
precursor seismic arrival amplitudes relatively well, but because of
the low amplitudes of these waves this equation is unsuitable for
predicting the cosmetic damage levels produced by this typical mil-
itary case. All of the precursor seismic wave amplitudes and most of
the air-coupled seismic wave amplitudes lie below the damage cri-
teria of 25 or 12 mm s~ !, indicated by the horizontal lines in the
Figure.

The least squares line fit to the air-coupled seismic waves can
be used to predict when the seismic amplitude will exceed the
damage criteria for this test. In this case, a scaled stand-off distance
of less than 100 m kg~ '3 from the explosion is needed before dam-
age is expected, a value far less than allowed in military training.

The seismic vibration induced by the airblast can be character-
ized by the ratio of seismic vibration per Pa of overpressure as in
the definition of coefficient C1 in Fig. 1. For air-coupled seismic
waves, the relationship can be written as

1= Vmax/Pmax(R) (]0)

where V4, is the maximum particle velocity, Pmax the maximum
pressure, and C1 is the acoustic-to-seismic coupling coefficient for
air-coupled seismic waves. A similar equation can be written for
C2, the coupling coefficient for precursor seismic waves, where
the variables will be evaluated at small distances R close to the
explosive source.

Fig. 10 shows the measurements of the ratio of the maximum
air-coupled seismic wave amplitude to the maximum air pressure
wave for Test 2 over a hard soil. The left panel shows the measured
acoustic-to-seismic coupling ratio vs. scaled propagation distance,
and the right panel the ratio vs. the maximum pressure. There are
two groups of data points visible in these plots. The group with the
higher ratio consists of all of the measurements from the 100 m
sensor location, while the lower group consists of all of the mea-
surements from the 120, 180, and 240 m locations. While the
100 m location gave consistently higher ratios (nearly twice as
high as the other locations), careful examination of all of the wave-
forms for all locations gave no reason to reject any of the measure-
ments. The difference in the ratio is probably caused by differences
in local soil conditions. Rain fell during the tests, and the results
could also have been influenced by differences in soil moisture at
each sensor location.

On the left panel, the solid line is the least squares line fit to the
measured data, while the dotted line indicates the median value
for the coefficient C1, 3.3 pm s~! Pa_!. When the data from all of
the different tests were examined, some least squares lines had po-
sitive and some had negative slopes; all of the slopes were small
(£0.4). There does not appear to be a dependence of the ratio on
propagation distance, but instead a constant value was obtained
at each test site. The median value appeared to be the most useful
fit to the measured data, and is listed in Table 2 for all tests. This is
the measured value of the coupling coefficient C1 for air-coupled
seismic waves in Fig. 1.

5.2.2. Maximum amplitudes for combined Tests 1-6 — propagation in
various environments

Fig. 11 shows the maximum acoustic and seismic amplitudes
measured during Tests 1-6 in a variety of ground environments.
The Figure shows that most of the 903 pressure measurements
are on or below the ANSI Standard [47] prediction. The maximum
pressure is equaled or exceeded only by a small percentage of the
measurements over the hardest grounds, concrete, frozen soil, or a
hard soil (Tests 1, 2, 6). The acoustic maximum pressure for the
combined measurements has an attenuation coefficient « of —1.40.

The air-coupled seismic amplitudes and the precursor seismic
amplitudes are shown in the right panel of Fig. 11. Here, the pre-
cursor seismic amplitudes are about two orders of magnitude less
than the air-coupled seismic waves because of the higher seismic
attenuation. Close to the source, the precursor seismic and air-
coupled seismic arrival times are very close and the early arrival
identification was somewhat arbitrary so there is a lot of scatter
in the amplitude of the early arrival for short propagation
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Fig. 11. Peak pressure and maximum ground vibration measured for a variety of ground conditions, as a function of scaled propagation distance. (Left) Peak positive pressure
as a function of scaled distance. (Right) Maximum ground vibration amplitude as a function of scaled propagation distance. Circles are seismic arrivals associated with the
acoustic arrival (air-coupled seismic waves) and x's are the precursor seismic arrivals. See the caption to Fig. 9 for identification of the lines on the plots.
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Fig. 12. The coupling coefficient C1 for air-coupled seismic waves measured under a variety of ground conditions (Tests 1-6), as a function of scaled propagation distance and
peak acoustic pressure. (Left) Measured acoustic-to-seismic coupling ratio as a function of scaled propagation distance. The solid line is the least squares line fit, the dashed
horizontal line is the median value for C1, 4.7 um s~! Pa~'. (Right) Peak positive pressure as a function of acoustic-to-seismic coupling ratio. Circles are measured values, and
the dashed line represents the Army airblast damage criterion of 138 dB. (Test 1 Concrete = magenta squares, Test 2 (hard) soil = black circles, Test 3 (Soft) soil = red +, Test 4
Tropical vegetation = black *, Test 5 Forest = blue triangles, Test 6 Snow and frozen ground = black X). (Color figure is available online.)

distances. The attenuation coefficient for the air-coupled seismic
waves was —1.1, while that of the precursor seismic waves was
—-1.47.

Fig. 12 shows the ratios of the measured air-coupled seismic to
acoustic amplitudes as a function of scaled distance and maximum
pressure. The plots of the individual tests showed that each sensor
location has its own constant value of this ratio independent of the
propagation distance or acoustic wave amplitude. The results for
each test are given in Table 3. For the combined measurements,
the median value is 4.7 um s~! Pa~! with a standard deviation of
4.5. While the values range from 0.6 to 23.6 ums~' Pa~', the 5th
and 95th percentile values are 2.2 and 7.5 um s~! Pa~!, a fairly nar-
row range of values.

Results for the individual test measurements are listed in Ta-
ble 3. The highest measured value for this parameter was

13.2 um s~ ! Pa~! for Test 4 over tropical vegetation. The vegetative
ground cover is apparently a good material for coupling acoustic
energy into the ground. This behavior can be explained by the low-
er acoustic and vibrational impedance of relatively porous materi-
als compared to low or negligible porosity materials like soil and
concrete. The lowest value measured was for Test 6, propagation
over hard frozen soil under a thin, weak snow cover, where the ra-
tio was 1.0 pm s~! Pa~. This low value was obtained as a result of
locating the sensors in the very hard frozen ground present at this
site. Concrete had the next lowest value, 3.1 um s~! Pa!.

Table 4 lists previously published values of the coupling coeffi-
cient C1 based on measurements using acoustic pulses. Despite the
wide range of acoustic sources, propagation distances, and fre-
quency bands used in the measurements, the values are all be-
tween 0.13 and 10 ums ' Pa~! in general agreement with the

Table 3

Measured values of C1, the air-coupled seismic wave coefficient [um s~! Pa~!]. The data are plotted in Fig. 12.
Test # Type N Median Max Min Std 95%tile Sthtile
1 Concrete 166 3.1 6.8 0.87 0.95 41 2.7
2 Soil 55 33 8.1 1.8 2.0 4.2 1.9
3 Soil and Gravel pile 292 5.7 19.7 3.4 3.4 4.2 8.8
4 Tropical vegetation 110 13.2 23.6 4.1 5.6 9.6 12.7
7 Forest 138 52 7.5 3.1 0.84 6.2 53
6 Snow/frozen ground 143 1.0 1.7 0.55 0.28 1.1 14
7 Deep Snow 33 34.2 50.8 26.0 6.6 34.6 273
1-6 Combined 904 4.7 23.6 0.55 4.5 7.5 22
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Table 4
Previously reported acoustic pulse measurements for C1, the air-coupled seismic wave coefficient.
C1, coupling coefficient (um s~' Pa~'] Ground type Acoustic source Distance of source from sensors Estimated measurement Notes

bandwidth (Hz)

0.25 Sand Artillery shell impact ~6 km 2-500 1
2.2 Sand 230 kg bomb ~1km 2-500 2
6.3 Loess Propane cannon 20m 3
6.9+0.4 Soil with grass Blank pistol shot 5-274m 5-500 4
59+0.6 Snow Blank pistol shot 5-274 m 5-500 4
0.5-9.4 Sedimentary soil 1500 kg explosions 21 km 1-20 5
0.13-0.23 Soil Sonic boom Various (tens to hundreds of km) 1-20 6
1.5-2.5 Soft/hard rock Sonic boom - - 7
10 Soil 1-64 kg explosions 2-17m 5-30 8

Notes: 1. Estimated from Fig. 1 of Sabatier and Raspet [16].
Estimated from Fig. 2 of Sabatier and Raspet [16].
Estimated from Fig. 4 of Sabatier and Raspet [16].

Estimated from Fig. 3 of Kitov et al. [23].
Estimated from Cates and Sturtevant [6].

PNV A WN

Estimated from Fig. 9 of Madshus et al. [15].

values reported here. While acoustic-to-seismic coupling ratios
have also been measured using continuous wave acoustic source
produced by loudspeakers, these measurements are difficult to
compare directly with pulse measurements because of the influ-
ence of soil resonant frequencies at short propagation distances;
values can vary by more than a factor of 10 over adjacent fre-
quency bins a few tens of Hz apart. In addition, most of the previ-
ous measurements were vertical component, not vector
component seismic amplitudes. Bass et al. [26] reported values of
5-10 um s~! Pa~! for silt loam, while Sabatier et al. [27] reported
maximum (resonant) values of 13 ums~! Pa~! for dredged sand
and 8 um s~! Pa~! for loess; the values away from the resonant fre-
quencies were about 2-3 pm s~! Pa~!. Harrop and Attenborough
[11] reported a maximum resonant amplitude of 45 pms~! Pa~!
for sand, but values between 3 and 15 ums~'Pa~! at other
frequencies.

Returning to Fig. 11, the least squares line fits to the maximum
pressure and maximum precursor seismic waves can be used to
estimate the coupling coefficient C2 for the precursor seismic wave
path shown in Fig. 1. This estimate is formed by calculating the ra-
tio of the least squares predictions of the amplitude values for a
propagation distance of 1.5 m (the height of most of the C4 explo-
sive charges), and a value of 0.16 um s~ Pa~! was obtained. This
coupling coefficient is much smaller than the air-coupled seismic
coefficient C1, perhaps due to nonlinear effects and higher attenu-
ation of near-source terms that would be induced close to the
explosive charge.

6. Modeling ground vibration waveforms produced by
explosions

The simple model of blast sound interaction with the ground
that is postulated above ignores any possible frequency depen-
dence. To ensure that the process of acoustically-induced ground
motion and its dependence on relevant factors is understood, the
acoustic pressure and associated ground motion produced by prop-
agation from a point source in air was calculated using a fre-
quency-domain program. This modeling is found to provide
additional insight to the processes inducing ground motion from
airborne explosive sources.

Strictly, such modeling should include nonlinear effects near
the explosive source. Although such a model has been developed
for the above ground propagation it assumes the ground to be
semi-infinite and rigid-porous [48,49]. To deal with the more com-
plex problems posed by ground layering and elasticity, a (linear)

Albert and Orcutt [22]. The snow cover was 25 cm deep with densities of 190-290 kg m—>.

3

Unpublished report by Goforth and McDonald (1968), quoted by Cates and Sturtevant [6].

Fast Field Program for Layered Air Ground Systems (FFLAGS),
developed originally for continuous sound sources [30], has been
extended to enable predictions of acoustic and seismic pulses from
explosions in a refracting atmosphere above layered porous and
elastic ground. The code has been modified (i) to allow for an
impulsive source, (ii) to enable predictions of pulse propagation
above the ground and (iii) to enable predictions of the resulting so-
lid vertical and radial particle velocities at the ground surface. The
extended code is called PFFLAGS.

6.1. Calculating acoustic propagation from a point source in air:
PFFLAGS

6.1.1. Biot theory

Biot [50-53] developed a theory of propagation of waves in a
porous elastic medium by considering stresses and strains on fluid
and solid components. Assuming a potential energy W Biot wrote
stress—strain relations in terms of derivatives of W. Through intro-
duction of the kinetic energy, T, and the Lagrange’s equations for
the aggregate, the equations of coupled motion for the propagation
of waves were derived. Viscous effects were included by adding a
viscosity correction function to the equations to compensate for
the breakdown of Poiseulle flow in the pores. Biot’s equations of
motion in two-phase media, as modified by Stoll [54], assuming
time-harmonic potentials, are:

V?(Hops — Cy) = —*(pds — pyéby), (11)

V*(Cos — Mdy) = —?(pydbs — p'dy) (12)
where p’ can be considered as a complex fluid density:

, i
p :m—w—’LF(z) (13)
and
m = q*p;/Q (14)

is a factor that accounts for extra inertia due to the fact that not all
fluid flows along the axis of pores. The symbols ¢* and € represent
tortuosity (related to the formation factor for electrical resistivity)
and volume porosity of connected pores respectively. The symbols
n and k represent dynamic fluid viscosity and permeability respec-
tively and w is the angular frequency. The viscosity correction func-
tion, F(/), arises from the viscous drag of the fluid in the pores. It
accounts for the breakdown of the Poiseuille flow in the pores
and depends on a dimensionless parameter relating to the thickness
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of the boundary layer at the pore walls. In (13), nF(1) acts as a dy-
namic viscosity factor with

12
1 1 <8p od w) 20,q°®
2s,\ Qo Qo s

Here o is the flow resistivity, with units of N s m™ which represents
the ratio of the applied pressure gradient within a porous material
to the induced fluid volume velocity for steady flow. The parameter
sp is a dynamic pore shape factor (=1 for cylindrical pores) [55,56]
and tortuosity is calculated from ™ where 1’ is a grain shape fac-
tor (=0.5 for spherical grains).

H, C and M are effective bulk moduli of elasticity. H can be
thought of as the corresponding effective modulus of the solid,
while C and M are moduli involving coupling with the entrained
fluid. The three (complex) moduli are determined from the solid
and fluid bulk moduli of the constituent parts [54].

I#:%T#i+h+M3u (15)
o (kg *kb)
Cikstkb’ (16)
and
K
M:D—kb (17)

where k; is the bulk modulus of the solid grains, k;, is the bulk mod-
ulus of the drained solid matrix, ky is the bulk modulus of the pore
fluid, and

D:k{1+9<%—1>} (18)

In general, the fluid bulk modulus is influenced by the thermal
drag experienced by the fluid in the pores and hence it is complex
and frequency dependent. This is particularly important in air-
filled pores.

The corresponding equations of motion for the rotational mo-
tion are:

UV, =~ (pyy —
0= (prxs —my,) —

Pia), (19)
nFUm (20)

with u being the rigidity of the material.
Writing the vector potentials y;, in terms of a scalar potential
@3 and using cylindrical coordinates:

7=, 21)

X2 =ms) (22)

The fluid rotational motion is proportional to the solid rota-
tional motion (see Eq. (22)) means that it is coupled and not inde-
pendent. This is the result of the assumption, made by Biot, that
the fluid is an ideal fluid and does not support vorticity. The solid
displacement (u) and relative fluid displacement (w) can be ex-
pressed in terms of the three potentials:

=V +V x 11, (23)
w=Q(u-"U) =V(/)f+m3V><X] (24)

Here, U is the absolute fluid displacement and w is the volume aver-
aged relative fluid displacement.

Substitution of a plane wave potential in Biot’s equations (11)
and (12) and setting the coefficient determinant equal to zero,
we obtain the following dispersion equation for the dilatational
phase velocities:

(pf = pp") Vi + (Hp' + pM = 2p,C) v} + (C* —HM) =0 (25)
where v(=wk;) are the phase velocities. The resulting quartic equa-
tion has two roots. Frequently the two dilatational waves are called
“fast” and “slow” waves. Both have components in the fluid as well
as in the solid. The “fast” wave travels chiefly in the solid with little
attenuation and is usually faster than the other wave in soils. It is
very similar to the P-wave used in traditional (viscoelastic) seismic
analysis. The “slow” wave, on the other hand, is highly attenuated
and dispersive wave that travels mainly in the fluid and has a phase
velocity that is typically less than the fluid acoustic velocity (hence
the name). At audio frequencies in high flow resistivity soils, it is
diffusive in nature. Biot points out that, in this wave, the solid
and fluid are moving out of phase. Attenborough [55] has explored
conditions under which the slow wave is similar to the ‘pore wave’
predicted in rigid porous media. There are, however, circumstances
under which the slow wave also becomes a true propagating wave.
This occurs at high porosity and high frequencies. If either k, =0
(pure fluid) or k= 0 (elastic limit) then the above equation has only
one solution and the corresponding dispersion equation for a fluid
or an elastic medium is retrieved.

The shear wave speed can be determined from equations for the
rotational motion in a similar fashion

up' U
= - = - (26)
pp' —p;  p—p;p
The single shear wave predicted in the porous elastic solid is

very similar to the S-wave in non-porous elastic media since the
second term in the denominator is small.

3

6.1.2. Fast Field Program (FFP)

Each of two inhomogeneous media in contact (e.g. a fluid above
a poro-elastic ground) is considered to consist of vertically strati-
fied homogeneous layers. The system is assumed to be bounded
from above by homogeneous fluid half-space and from below by
a homogeneous solid half-space[57]. The wave equation in each
layer, assuming a time dependence of exp(—iwt), is

V2Wi(r,2) + kK Wi(r,2) = 6i(r, 2) (27)

where Yi are the scalar displacement potentials for various wave
types propagating in the medium, ki(=w/c;) are the corresponding
wave numbers in layer i and §; represent source terms i.e. it is pos-
sible to consider multiple sources. One compressional wave propa-
gates in the fluid. Two compressional waves and one shear wave
may propagate in each porous elastic ground layer. The wave num-
bers for the ground waves are determined from the dispersion
equations. Subscript i=0 is used to denote the fluid wave. Sub-
scripts i=1, 2 are used to denote the two compressional waves
and i =3 is used for the shear wave in the solid layer. A cylindrical
system of co-ordinates is employed throughout.

Noting that there is radial symmetry, to separate the radial and
vertical variables in the equation and, thus, to reduce this partial
differential equation to an ordinary one, a pair of Hankel transform
integrals are used to represent the potentials:

fo i(z, k)] o (ker) Ky dkey
and (28 a,b)
= [o Pi(r,2)]o(ker)rdr
where Jy(z) is the zero order Bessel function and kr, the variable of
integration, can be thought of as the horizontal or radial component

of the wave number. Applying the second of these to the wave
equation we obtain the transformed Helmholtz Equation:

& 2. = Sid(z 29
ﬁ¢i+ﬁi¢i* i0(z) (29)
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where
B =k -k (30)

and the right hand side is the source term. In this way the problem
of determining the wave amplitudes is reduced to one of solving a
set of ordinary differential equations (ODE’s). The boundary condi-
tion equations (BCE’s) are put in the form of a Global Matrix
equation

A-X=B (31)

where X is a vector containing the wave amplitudes (A; in the por-
ous medium and R; in the fluid), A an N x N matrix containing the
coefficients from the BCE’s and B is the source term vector. The or-
der of the matrix, N, is related to the number of fluid layers, n;; and
the number of solid layers, 1, both including the half-space, by:

N =6(n,—1)+2n +2 (32)

The resulting matrix Eq. (31) can be solved by a variety of meth-
ods including Gaussian elimination with pivoting.

Subsequently the forward Hankel transform is applied to obtain
the full wave solutions. The essence of the FFP technique is that once
the Green’s functions (the range-independent ;) are known as a
function of k;, the transform can be replaced by a Fast Fourier
Transform. This may be calculated in the far field by substituting a
large argument approximation for the Bessel function. The integral
can then be evaluated very quickly and efficiently using Discrete
Fourier transform techniques available in signal processing. The
inherent limitation in this process is that krr>> 1 which restricts
the model to ranges greater than a couple of wavelengths from the
source. The solution in the first fluid layer may be expressed by:

l//0 — RTei(z—lﬂ)ﬁo + Rle—j(z—hZ)lig’ (33)

where, h1 and h2 denote the vertical coordinates of the lower and
upper fluid layer boundaries (h2 > h1) and z is positive moving away
from the fluid-solid interface.

Similarly for each poroelastic layer, there are three potentials
given by

Wy = A%ei(zfdl)/h + Al e JEdDh +A£ef(zfd1>/fz +A;efj(zfd2)/fz (34)
Wy =My [A%eﬂzfdl)/ﬁ +Agefj(zfd2)/f1] +my [Aéei(zfdl)/fz

+ AjedEd2h) (35)
Wy = ALelE a0 4 Alpmie-d2ps (36)

where, d1 and d2 denote the upper and lower solid boundaries
(|d2|>|d1]) and z is positive downwards from the interface. R! and
A,ﬁ (n=1,2,3)are the amplitudes to be determined from the bound-
ary condition equations. Each potential consists of upgoing and
downgoing terms. Also, because the two compressional wave types
can exist simultaneously in solid and pore fluid phases, the potentials
are a linear superposition of the two wave solutions with mi being the
appropriate ratios of solid-borne wave to pore-borne wave.

The required parameters for the boundary conditions involve
the solid and fluid displacements and stresses. The fluid displace-
ment is

(0% 9%
o= (% %) 57
and the pressure is pw?¥,.

In the ground the solid phase displacement, u, is
U=V¥ +Vxin (38)
The radial and vertical components of solid displacement are given by
LS s
T — "a. T 9.9,
ar  0roz (39)

ovy 10 < 8‘1’;)

7 Trar\ar

It is convenient to use the relative fluid motion and its compo-
nents defined by

W:V‘I’2+V><Zz

T or oroz’ (40)
2=z roar\ or

where, x; are vector potentials representing the transverse motion
(see Egs. (21) and (22)), and mj is the ratio of fluid rotational motion
to the solid one.

6.1.3. Pulse calculations

To allow a time dependent acoustic source pulse fs(t) to be input
to the continuous wave model [30], the source pulse is Fourier
transformed in the time domain to obtain a pulse spectrum

F CO / xw[ 41
s(w) v fs(t (41)
The wave amplitude F at a point with cylindrical coordinates (r,, z)
due to a unit source at (0, zo) for a given angular frequency w is de-
rived from Hankel transform of the one-dimensional solution of the

wave equation, I':
N-1
_ Ak\/N efin/4zr(k kn )ezinmn/N (42)
2ny/m o Vvn

where N is the n index upper bound for the finite summation eval-
uating the Hankel’s transform, m is the index for the range discret-
ization, r, = mAr = 2M s the range, Ak = kmx js the horizontal wave
number increment and k,, = nAk. I'(kp, z) is the product of k;,, and the
Green'’s function for the problem which is detailed elsewhere [30].
Eq. (42) is based on a large argument approximation of Bessel func-
tion and the replacement of the integration by a finite sum over in-
dex n in the Hankel transform. Two Fast Fourier Transforms and
correction factors are used to evaluate the sums in Eq. (42). The cor-
rections are needed to allow for the truncation of the infinite inte-
gral associated with the Hankel transforms and for the presence of
poles on the real axis. The integration contour is displaced by ¢Ak
and a function A(1 — exp(—nky)) is subtracted from the integrand
in the Hankel transform, where A can be expressed in terms of N,
¢, 1 and the integrand. The values of the correction parameters ¢
and # used for the calculations reported here are 1.1 and 3/kyqx
where k4« is the upper limit of the integration.

The predicted pulse spectrum is evaluated using Egs. (41) and
(42). The predicted time domain pulse follows from the inverse
Fourier transform of the pulse spectrum as

F(rnhz) men/N +em/4z

\_IIR 71(UtF
S

= /w . W)F(rm,z, w)dw (43)

6.1.4. Predictions over seismically-hard and -soft soil

Predictions for two contrasting measurement sites (Tests 2 and
3) are compared with corresponding data in this section. No seis-
mic refraction survey results are available at any of the sites.

In the light of the repeatability discussed earlier, for the predic-
tions presented here the source acoustic pulse waveform has been
deduced from other C4 measurements [49] at a distance that is as-
sumed to lie beyond that involving nonlinear interaction and the
amplitude and pulse length have been adjusted to fit the acoustic
data obtained over ‘hard’ soil at 100 m. The assumed source wave-
form is shown in Fig. 13. The spectral magnitude P(f) calculated
from an FFT of the assumed source pulse has a maximum power
around 30 Hz.

The pore-related parameters for the upper soil layers (o, ©, sp,
n’) in tests 2 and 3 have been obtained by fitting the measured
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Fig. 13. Source pulse waveform assumed for predictions. It is based on measure-
ments made close to C4 explosions [49 Vedy] with the peak amplitude adjusted to
give a good fit to the ‘hard’ soil acoustic data at 100 m from Test 2.
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Fig. 14. Measurements (continuous lines) and predictions (broken lines) of the
acoustic pulse waveforms with microphone on the ground (top) over ‘hard’ soil
100 m from the source and (bottom) over ‘soft’ soil 120 m from the source. The
parameters used for the predictions are listed in Table 5. Although the adjustments
to the assumed source waveform (Fig. 13) were made to give reasonable agreement
with the ‘hard’ soil data at 100 m ((Fig. 14a), it is used without further modification
to obtain the parameters for agreement with ‘soft’ soil data ((Fig. 14b).

acoustic pulses (Fig. 14). As might be expected a relatively high va-
lue of flow resistivity and a relatively low porosity value are neces-
sary to fit the acoustic pulse data above the hard soil which is
known to have been compacted. Conversely, the flow resistivity
and porosity values required to fit the acoustic pulse above ‘soft’
soil are lower and higher respectively than the corresponding val-
ues for the ‘hard’ soil.

In the absence of seismic refraction information for the sites, a
relatively simple model involving a single porous and elastic layer
over a semi-infinite porous and elastic substrate has been as-
sumed. The P- and S-wave speeds and thickness of the upper por-
ous and elastic layers have been determined by trial and error
fitting of the seismic data starting with typical values and fixing

Table 5

Ground parameters used for predictions (Figs. 14-16).
Parameter Hard soil  Soft soil
Speed of sound, deduced from time of flight (ms~!) 358.5 358.5
No. of porous elastic layers (excluding substrate) 1 1
Layer
Flow resistivity (¢ N s m™) 927,000 127,000
Porosity () 0.17 0.37
Pore shape factor (s,) 0.3 0.3
Grain shape factor (n') 0.5 0.5
P-wave speed (ms~ ') 600 490
S-wave speed (ms~!) 400 290
Soil density (p kg m—3) 1700 1900
Layer thickness (m) 1.5 2.7
Wave attenuation constant (o) 0.02 0.02
Substrate
Flow resistivity (N s m™) 1,600,000 1,600,000
Porosity 0.07 0.07
Pore shape factor 0.3 0.3
Grain shape factor 0.5 0.5
P-wave speed (ms™') 2040 2040
S-wave speed (ms~1) 1020 1020
Soil density (kg m~3) 2600 2600
Wave attenuation constant (o) 0.05 0.05

the pore-related parameters at values that give good fits to the
acoustic pulse data. The fitted values are listed in Table 5. The seis-
mic wave speeds (V,=600m/s, V;=400m/s) needed to fit the
‘hard’ soil data are higher than those (V, =490 m/s, Vs =290 m/s)
that fit the ‘soft’ soil waveforms. One of the consequences of the as-
sumed simple structure (a single 1.5 m thick layer over a higher
wave speed substrate) for the predicted waveforms of the seismic
signals in ‘hard’ soil (Fig. 15) is that, although they are consistent
with V, >V, >c, they fail to include the prominent peaks in the
measured waveforms which occur after the first arrivals. Probably
these are the result of more complicated ground structures and
more than the assumed two layers would be required to predict
them.

On the other hand, based on the simple two-layer structure, the
predicted seismic waveforms for the ‘soft’ soil (Fig. 16), as well as
requiring a thicker upper layer (2.7 m), are able to reproduce the
‘ringing’ observed in both vertical and radial components. More-
over the values used for the predictions are such that V, > c> V.

6.1.5. Predictions for short range propagation over a snow layer

The third waveform data set considered is from Test 6, propaga-
tion over a thin snow layer, discussed earlier in this paper. A very
low density and low strength snow cover was present at the site
during the tests. Because the snow cover was very shallow the geo-
phones were installed by drilling mounting holes into the frozen
soil and freezing them in place.

Before testing the snow cover ranged from 10 to 15 c¢cm in thick-
ness and had an extremely low density of 130 to 330 kg m—>. As
stated earlier various charge sizes of C4, ranging from 0.5 to 8
blocks (0.28-4.5 kg) were detonated on the surface and at a height
of 1.5 m above ground level and the resulting signatures were
measured using a digital seismograph for propagation distances
of 30-100 m. Snow characterization was carried out after the test-
ing by which time a considerable area near the charge location was
clear of snow.

Permeability measurements were conducted on cylindrical
cores extracted near the 60 m sensor location and gave values of
between 35 and 40 x 107! m~2 The measured permeabilities cor-
respond to flow resistivities between 4.47 and 5.1 kN s m™.

Example waveforms obtained at 100 m are shown in Fig. 17.
There are significant secondary arrivals and a minor precursor in
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Fig. 15. Measured (continuous line) and predicted (dashed line) waveforms of (a)
acoustic pressure, (b) soil vertical particle velocity and (c) soil radial particle
velocity waveforms at a geophone buried at a depth of 1 cm in ‘hard’ soil 100 m
from the source. The prominent late arrivals observed in the data for both vertical
and radial seismic components are probably the result of multiple layers below the
topsoil not included in the model. The parameters used for the predictions are listed
in Table 5.
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Fig. 16. Measured (continuous line) and predicted (dashed line) waveforms of (a)
acoustic pressure, (b) soil vertical particle velocity and (c) soil radial particle
velocity waveforms at a geophone buried at a depth of 1 cm in ‘soft’ soil located
120 m from the source. The parameters used for the predictions are listed in
Table 5.

the vertical seismic component. There is a clear secondary arrival
and a significant precursor in the radial seismic component.

Table 6 lists values used to obtain the waveform predictions to
fit the data in Figs. 17 and 18. The best fit of the acoustic pulse data
(Fig. 17a) is obtained by assuming that the snow has a surface
crust. This is consistent with the actual density profile data. The to-
tal assumed thickness of the snow layer (15 cm) corresponds to the
deepest section measured but the predictions are not very sensi-
tive to the assumed thickness of the lower snow layer. The as-
sumed flow resistivity of the snow layer beneath the crust is
based on the snow core data The geophone is assumed to be at
16 cm depth i.e. just within the frozen ground layer.

The observed secondary arrival in the vertical seismic compo-
nent (Fig. 17b) and the earliest precursor (Fig. 18a) are predicted
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Fig. 17. Measured (continuous line) and predicted (dashed line) waveforms of (a)
acoustic pressure, (b) soil vertical particle velocity and (c) soil radial particle
velocity waveforms at a geophone buried at a depth of 1cm in frozen ground
beneath a snow cover, located 100 m from the source. The measurements are from
Test 6 and the parameters used for the predictions are listed in Table 6. The
calculated peak amplitudes were 0.9, 2.1, and 1.1 times as large as the measured
peak amplitudes.

only if the frozen ground beneath the snow is assumed to have a
substrate. The wave speeds and densities in the frozen ground
and the substrate have been chosen to have reasonable values
and to match the measured arrival time of the precursor. The as-
sumed thickness of the frozen ground layer has been varied for
best fit.

The values listed in Table 6 have been used to obtain the predic-
tions of the main and secondary arrivals in the radial seismic com-
ponent shown in Fig. 17c. However, to allow the predicted
precursor to coincide with the measured one in Fig. 18b, the com-
pressional wave speed in the substrate is assumed to be 490 m/s
(rather than 690 m/s as in Table 6).

The measured precursors in the radial seismic component data
are predicted only if the geophone is assumed to be at 14 cm depth
or less i.e. within the snow layer. The agreement with data of the
predicted time of the secondary arrival in Fig. 17¢ can be improved
by assuming a shear wave speed of 249 m/s for the substrate (in-
stead of 244.5 m/s). However these adjustments would reduce
the agreement obtained for the vertical component (Fig. 17b).
The high frequency jitter in the main and secondary arrivals in
the radial component signal (Fig. 17c) (which is more pronounced
in Fig. 17c partly as a result of the different scale compared with
Fig. 17b) may be due to sensor resonance. Nevertheless they are
predicted to some extent if the radial component sensor is as-
sumed to be inside the snow layer.

6.1.6. Summary of waveform modeling results

Although it would be possible to include atmospheric refraction
in PFFLAGS predictions this has not been done so far. Other poten-
tial causes of discrepancies between PFFLAGS predictions and data
include (i) nonlinear effects near the source (ii) range-dependent
topography and lithography and (iii) atmospheric turbulence. The
data fitting described would be more convincing if complete seis-
mic and ground material characterization were available at either
of the sites considered. Despite these limitations, it is considered
that the numerical code PFFLAGS gives predictions that compare
tolerably well with the data for waveforms of acoustic and seismic
pulses in tests 2, 3 and 6.
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Table 6

Fitted and measured parameters used for the Minnesota snow site predictions in Figs. 17 and 18.

1st (Top) crusted snow layer

2nd snow layer

Frozen ground layer Unfrozen substrate

o (kNsm™) 16 4 3000 300
Q 0.7 0.8 0.27 0.27
Sp=2sp 0.6 0.8 0.72 0.72
n’ 0.5 0.5 0.5 0.5
p (kg m’3) 330 130 2000 1700
I (m) 0.02 0.13 0.2 00
V, (m/s) 410 230 1900 690
Vs (m/s) 280 160 1000 244.5
o 0.007 0.007 0.01 0.007
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Fig. 18. Measured (continuous line) and predicted (dashed line) precursor wave-
forms (before the acoustic wave arrival) of (a) soil vertical particle velocity and (b)
soil radial particle velocity waveforms at a geophone buried at a depth of 1 cm in
frozen ground beneath a snow cover, located 100 m from the source. The calculated
amplitude for the vertical component is approximately the same amplitude as the
measured amplitude, but the calculated radial component has been multiplied by
x5 for the lower plot.

For Test 6, the best fits between predictions and vertical compo-
nent seismic data from short range tests over snow up to 15 cm
deep, using geophones placed in holes drilled into the frozen
ground beneath the snow, are obtained by assuming (a) that the
snow is crusted (b) that the frozen ground beneath the snow has
finite thickness and (c) that the vertical component geophone is
responding to signals in the frozen ground. On the other hand
the best fit to the radial component data is obtained by assuming
the geophone to be responding within the lower snow layer.

The main problem in applying this model is that many ground
parameters are needed as input to the model, and some are not
easily measured. Further work on the sensitivity of the model to
the ground parameters would be useful. Nevertheless it has been
shown using reasonable values for the parameters that it is possi-
ble to predict the observed difference between seismic signals
measured in these three ground types. In particular model predic-
tions have confirmed that the condition required for the ‘ringing’
observed in the seismic signals in ‘soft’ soils is that the speed of
sound in air is less than the P-wave speed but greater than the S-
wave speed in the upper layer of soil.

7. Empirical prediction of maximum ground vibration

A conservative method to predict when ground vibration from
military explosions in the air or on the ground might cause

1 3 5

10 10 10
Pmax (Pa)

Fig. 19. Maximum pressure (Ppqy) vs. maximum induced vibration (Vy,qx) measured
during Tests 1-6 in a variety of environments. The dashed vertical and horizontal
lines are the damage criteria of 138 dB, 12 mm/s, and 25 mm/s. The solid line
running through the data represents a least squares fit to the measured data. The
lightest dotted line through the data is a prediction given by Eq. (10), using the form
Vinax = Pansi * (Median Ratio) with the measured median coupling ratio C1, 4.7 pm/s/
Pa. The heavy solid line above the data points parallel to this line is the empirical
damage prediction given by Eq. (44). (Test 1 Concrete = magenta squares, Test 2
(hard) soil = black circles, Test 3 (Soft) soil = red +, Test 4 Tropical vegetation = black
*, Test 5 Forest = blue triangles, Test 6 Snow and frozen ground = black X). (Color
figure is available online.)

cosmetic building damage is derived from the measurement data
in this section. Because the measurement data have shown that
vibration levels from the precursor seismic waves are always much
smaller that those associated with the arrival of the air wave, these
precursor waves are neglected in the prediction method. Data anal-
ysis also showed that the median value of the acoustic-to-seismic
coupling coefficient C1 in Eq. (10) was 4.7 um s~ ! Pa~'. The highest
measured value was 23.6pums !'Pa”! for a comparatively
“springy” sensor location in tropical vegetation. In other locations
the highest measured value was 19.7 um s~! Pa~. To be conserva-
tive and overpredict the possible ground vibration, a coupling coef-
ficient Cpax is specified as 25 um s~ Pa~!, higher than any value
measured in any ground experiment, and Eq. (10) is modified to
read

Vmax = CmaxP(R) (44)

This equation can be applied in two different ways. If an acoustic
measurement of some military activity at the desired distance has
been made or is available from past measurements, the measured
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peak positive pressure can be used as P(R) in Eq. (44). Or, if a stan-
dard demolition event is planned with a known type and size of
explosive charge a known distance away, the ANSI Standard [47]
can be used to determine P(R). In either case, Eq. (44) states that
multiplying the measured or predicted maximum pressure in kPa
by 25 determines the maximum particle velocity in mm s~ If the
value is less than the damage threshold of 12 or 25 mm s~} the
activity should not cause any vibrational cosmetic damage.

Fig. 19 shows this equation plotted vs. the measured data from
all of the Tests. The Figure shows that the equation overpredicts
the measured ground vibration as desired. Eq. (15) predicts that
the vibrational damage criteria of 12 and 25 mm/s will be ex-
ceeded when the peak positive pressure exceeds 480 Pa
(147.6 dB) or 1 kPa (154.0 dB), respectively. Either of these levels
is much higher than the Army overpressure damage criterion of
159 Pa (138 dB). Thus in most situations damage from blast over-
pressure will occur long before damaging levels of ground vibra-
tion are reached. For the precursor seismic waves, very large
maximum acoustic pressures of 3.9 and 8.3 kPa would be needed
to reach the cosmetic damage criteria of 12 and 25 mm s~

8. Summary

DOD installations are increasingly dealing with complaints and
damage claims alleging that military activities are producing both-
ersome ground vibrations. While some civilian regulations exist
addressing ground vibration, DOD has not formally adopted any
methods to regulate vibration or assess these complaints. In this
paper, existing measurement data were analyzed to determine
the noise and vibration produced by explosive detonations. The
objective of this analysis was to produce a simple, accurate proce-
dure for estimating the maximum ground vibration produced by
Army training and demilitarization activities.

Analysis of the measured data showed that cube-root charge
weight scaling is appropriate for predicting peak positive acoustic
amplitudes, and the ANSI Standard S2.20 [47] provides good pre-
dictions of maximum pressures for small C4 explosions in different
terrains. Measured acoustic pressure decay rates range from r—!-2
to r~'°, compared to the ANSI Standard prediction of r~!2. The
measured peak positive airblast pressures may exceed ANSI Stan-
dard prediction if the ground is very hard, or under highly favor-
able atmospheric conditions.

Two mechanisms and propagation paths for ground vibration
were detected in all experiments as postulated. The seismic wave
induced near the explosion source always arrived first and is fol-
lowed by the wave coupled from the atmospheric wave on arrival
at the receiver. The ground vibration induced by the arrival of the
atmospheric wave is always greater than vibration from precursor
seismic waves. The mechanisms and relative amplitudes of the
ground vibration contributions at relatively short range have been
confirmed by a frequency domain model which has been found
also to explain the difference between seismic signals measured
in ‘hard’ and ‘soft’ soils and to explain the frequency-modulation
observed in data obtained over a thin snow layer. The acoustic-
to-seismic coupling ratio C1 for the atmospheric wave is a constant
with respect to distance and maximum pressure at a given loca-
tion, but varies from site to site. For airborne explosions the value
is usually between 1 and 13 ums~! Pa~! (see Table 3).

A conservative empirical equation to predict ground vibration
from explosions is given by Eq. (15). This equation predicts that
the vibrational damage criteria of 12 and 25 mm/s will be ex-
ceeded when the peak positive pressure exceeds 480 Pa
(147.6 dB) or 1 kPa (154.0 dB), respectively. Either of these levels
is much higher than the Army overpressure damage criterion of
159 Pa (138 dB). Thus in most situations damage from blast

overpressure will occur long before damaging levels of ground
vibration are reached.
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