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Figure 4.2: Visualization of social unrest related articles

The annotations for these 10 sample documents are collected and analyzed man-

ually such that the annotations match among all the coders. If any ambiguous cases

exist, then they are discussed so as to either include all the annotations or ignore some

of them that aren’t agreed by majority of the coders. For example, if a long sentence

is annotated as why, then it is analyzed further to include only the corresponding

cause/reason. The intercoder reliability (ICR) [52] metric among different coders in

Phase 1 is presented in Table 4.1. This metric computes the reliability measure of

the human coders by observing the number of annotations that overlap among two

coders. One coder during Phase 1 didn’t annotate most of the answers to 5Ws. So,

we removed that coder and computed the ICR values as presented in Table 4.2.
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Table 4.1: ICR measures among human coders in Phase 1

W Minimum ICR Maximum ICR Average ICR

Where 0.22 0.76 0.43
When 0.00 0.87 0.31
Who 0.07 0.57 0.28
What 0.14 0.58 0.31
Why 0.00 0.26 0.13
All Ws 0.29

Table 4.2: ICR measures among 5 human coders in Phase 1

W Minimum ICR Maximum ICR Average ICR

Where 0.28 0.76 0.46
When 0.00 0.87 0.35
Who 0.10 0.57 0.31
What 0.14 0.58 0.33
Why 0.00 0.26 0.14
All Ws 0.32

We can observe that the minimum ICR for when and why are 0. The low ICR

values can be attributed to ambiguous phrases in the document. Also, the ICR

measure used here considers only perfect match among various annotations. For

example, a location Chennai city is annotated by coder A and Chennai is annotated

by coder B. Even though both of them relate to the same location, they are considered

as different annotations. These comparisons impact the ICR computation of what

and why scores as one coder might annotate an entire phrase P1 for why, whereas

other coder might annotate only a sub-phrase with in the phrase P1. Adjusted ICR

values are computed by considering these cases and is presented in Tables 4.3 and

4.4.

After all coders agree on the annotations for these sample documents. A single set

of 100 documents is sampled from a large (500) unrest related news articles dataset.

This single set is assigned to two human coders. However, we were able to obtain
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Table 4.3: Adjusted ICR measures among human coders in Phase 1

W Minimum ICR Maximum ICR Average ICR

Where 0.22 0.87 0.51
When 0.18 0.94 0.48
Who 0.21 0.78 0.50
What 0.20 0.64 0.38
Why 0.00 0.89 0.35
All Ws 0.44

Table 4.4: Adjusted ICR measures among 5 human coders Phase 1

W Minimum ICR Maximum ICR Average ICR

Where 0.32 0.87 0.56
When 0.18 0.94 0.62
Who 0.23 0.78 0.56
What 0.20 0.64 0.39
Why 0.11 0.89 0.37
All Ws 0.50

annotations for only 74 documents. The coders annotate the best 5Ws corresponding

to an event in the news article using Dataturks [112] as shown in Figure 3.2. The

ICR values for the final annotated dataset consiting of 74 documents by 2 coders

are presented in Table 4.5. The adjusted ICR has a value of 0.75 which asserts the

robustness of ground truth.

Table 4.5: ICR measures for documents in Phase 2

W Traditional ICR Adjusted ICR

Where 0.38 0.74
When 0.51 0.83
Who 0.42 0.76
What 0.41 0.76
Why 0.38 0.66
All Ws 0.42 0.75
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4.2 Results

The results for each of the steps in the 5Ws extraction pipeline are presented in this

section. First, accuracies of various machine learning and deep learning approaches on

social unrest related news articles dataset is described in Section 4.2.1. Section 4.2.2

describes about the results for individual Ws on the manually annotated dataset.

4.2.1 Document Classification Results

Several experiments were ran using various machine learning algorithms on the bal-

anced dataset. First, all stop words are removed and the words in a document are

converted into vector representations using pre-trained Word2Vec or GloVe embed-

dings (300 dimensions). These embeddings are then converted to a fixed length for

the entire document by either averaging them or considering the minumum or max-

imum of those embeddings. TF-IDF vectors that are generated based on a corpus

of documents are also used for representing words. Averaging all word embeddings

provides a better representation for the entire document compared to min/max rep-

resentations. Table 4.6 represents the classification accuracies of various machine

learning algorithms with different embeddings. The underlined values represent the

best classification accuracies using a specific algorithm and the bold value represent

the best classification accuracy among all values.

Table 4.6: Classification accuracies using 10-fold cross validation

Classifier Name TF-IDF (%) word2vec GloVe word2vec GloVe
(avg)(%) (avg)(%) (min+max)(%) (min+max(%))

Logistic Regression 85.55 78.43 74.08 78.85 75.41
Multinomial Naive Bayes 75.57 69.95 63.36 70.10 62.30
Random Forest (n=200) 70.29 73.45 71.71 73.20 73.10
Support Vector Machine 75.34 74.40 73.16 75.24 73.38

In general, the classification methods performed better while using Word2Vec em-
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beddings. Logistic regression using TF-IDF embeddings has the highest classification

accuracy compared to all other classifiers. Representing the entire document using

either averaging of word embeddings or combining minimum and maximum didn’t

impact the classification results.

Next, we explore a different type of embedding which is obtained by using the

entire document called Doc2Vec embeddings [66]. A Doc2Vec model from gensim

[98] which is already trained on a large dataset of IMDB paragraphs is used to obtain

embeddings for every article. Table 4.7 represents the accuracies obtained using

Doc2Vec embeddings of size 100 and 1000 on machine learning classifiers. Changing

the size of embeddings had a little impact on the classification accuracies. All of these

methods were also tried using sentiment value of the entire document as an additional

feature in the embeddings, which had no impact on the classification results.

Table 4.7: Classification accuracies using Doc2Vec embeddings of 100 and 1000 di-
mensions.

Classifier Name Doc2Vec Doc2Vec
(100)(%) (1000)(%)

Logistic Regression 73.50 73.70
Multinomial Naive Bayes 59.10 60.80
Random Forest (n=200) 68.74 68.67
Support Vector Machine 68.80 68.17

To improve the accuracies, we tried ensemble methods where different models are

combined so as to learn from the mistakes made by previous classifiers. The output of

these classifiers are combined using majority voting scheme and trained using GloVe

(avg) embeddings as these seem to perform better compared to other embeddings. An

additional stacking approach consisting of K-nearest neighbors, XGBoost and Extra

trees classifer with logistic regression as meta classifier is also tested on the balanced

dataset. A majority voting ensemble method of logistic regreesion, extra trees and
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SVM is also considered. The results of these boosting and additional approaches is

presented in Table 4.8.

Table 4.8: Classification accuracies using ensemble methods

Classifier Name GloVe
(avg) (%)

Extra Trees Classifier[42] 79.76
Adaboost (100 trees)[49] 79.07
Xgboost[23] 79.39
K-nearest neighbors[30] 79.39
Majority voting [93] 78.90
Stacked[46] 80.57

We can observe minor improvements in accuracies compared to single machine

learning algorithms. K-Nearest Neighbors (KNN) approach is a simple algorithm

but performs significantly better compared to various boosting approaches. Stacked

classifer has the highest classification accuracy among all ensemble methods. Even

though the boosting approaches performed better to traditional machine learning

approaches, these methods require additional computational resources and time on a

large dataset.

Fasttext [59] classification on the balanced dataset produced better accuracies

compared to previous methods. First, the dataset is divided into training and test

sets consisting of 60,000 and 8,000 articles, respectively. Several experiments with

varying regularization parameter values, loss functions and test sets are evaluated

while training for 25 epochs. Test sets containing social unrest related keywords and

without keywords were considered for evaluating the impact of the presence of those

keywords in classification process. Table 4.9 presents the various results and it can be

observed that this model performs better even in the absence of social unrest related

keywords.
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Table 4.9: Classification accuracies using fasttext classifier

Model Classification accuracy (%)

Softmax loss, ngrams size 1 81.94
Softmax loss, ngrams size 2 90.21
Hierarchical loss, ngram size 1 99.95
Hierarchical loss, ngram size 2 99.98
Hierarchical loss, test set with no keywords 99.63

Recurrent neural network architectures with and without attention mechanisms

were also trained for 10 epochs and tested using Keras framework. Simple bi-

directional neural network with a single layer attention is trained using adam op-

timizer on a subset of data consisting of 18k articles. Several other models with two

layers of attention, one at the word level and other at sentence level were also used

with both LSTM and GRU type recurrent units. A final model with Bi-directional

LSTM units with hierarchical attention is trained on a larger dataset of 70,000 articles

and tested on 18,000 articles, Bi-LSTM2, the results of all these models are presented

in Table 4.10.

Table 4.10: Classification accuracies using recurrent neural network architectures

Model Classification accuracy (%)

Bi-LSTM (single attention) 84.63
Bi-GRU (hierarchical attention) 88.20
Bi-LSTM (hierarchical attention) 88.35
Bi-LSTM2 (hierarchical attention) 99.55

Figure 4.3 represents the loss graphs for a Bi-LSTM network with single atten-

tion and hierarchical attention. We can observe that using hierarchical attention

provides better accuracies as it analyses the document by sentence structure which

takes important words into consideration. Similarly, using a large dataset significantly

increases the classification accuracy value for this architecture.
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Figure 4.3: Bi-LSTM network loss values

The classification of social unrest related documents is almost perfect using Fast-

text classifier. After evaluating several classification techniques, we can say that

models which consider the contextual information rather than traditional approaches

perform better. The embeddings obtained at the final layer of either Fasttext or the

Bi-LSTM models can be used further in the 5W extraction process. For example, an

additional similarity score which calculates the cosine similarity between a sentence

and the obtained document embeddings from these processes can be utilized in the

candidate ranking task. Overall, the classification processes discussed in this section

can be incorporated in to the 5Ws extraction framework.

4.2.2 Evaluation of the 5WE approach

The results obtained by the 5Ws extraction process are described below. Since, most

of these algorithms depend on the usage of preposition scores obtained from a large

set of documents. We describe the process of obtaining those scores and present the

distributions of those scores. Then we describe the annotation dataset and the evalu-

ation methods used for obtaining accuracies. We also discuss the failures/drawbacks
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of our 5Ws extraction process. Finally, we present the correlation among individual

scores that are used for calculating final scores.

Preposition scores are used in where and who extraction processes. These scores

are extracted using a large social unrest related news articles dataset consisting of

24000 articles using the approach described in Section 3.3. The prepositions ordered

by their likelihood scores are then utilized in scoring the candidates. The prepositions

for where and who are obtained independently and their distributions are presented

in Figures 4.4 and 4.5. This data driven approach can be easily tailored for other

domains like human rights violation by considering articles related to that specific

domain.

Figure 4.4: Preposition weights associated with locations.
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Figure 4.5: Preposition weights associated with who candidates

Also, the number of occurrences of the prepositions for where was much lower

compared to who. So, even though towards appears less frequently, it is strongly

associated with a location candidate whenever it occurs. But the same cannot be said

about at for who candidates as the likelihood of at before a name or organization is

much lower.

In this study, we evaluated 74 manually annotated news articles for 5Ws by two

human coders whose ICR values are presented in Table 4.5. All of the news articles

were annotated by at least 2 human coders. If the two coders agree on a W annota-

tion, then it is considered as ground truth. If they do not agree, then the union of

annotations by both coders is considered as ground truth. Some news articles doesn’t

contain any annotation for why and the ground truth for those articles is given as

nan (not available). All of these articles were given as inputs to the 5Ws extraction
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processes and evaluated using three evaluation methods as discussed below.

• Exact Match: The candidate with the highest score produced by the 5Ws ex-

traction processes should match the ground truth annotation.

• Top-3 Match: The ground truth annotation for a W is present in the set of

top-3 candidates ordered by scores.

• Candidate Check: The ground truth annotation is present in the set of all

extracted candidates. It captures the accuracy of the candidate identification

task.

The accuracies obtained for each individual 5Ws extraction process using each

of the three evaluation methods are presented in Table 4.11. The numbers in the

parenthesis represent the number of ground truth annotations for 74 documents. To

better improve the accuracies two additional verbs (demand, against) are included for

extracting why. Extracting candidates for why is significantly challenging compared

to other W candidates as an article might or might not contain a reason/cause men-

tioned in it. Our approach was able to extract why candidates for only 43 articles

and return nan for remaining articles. It is even challenging for human annotators for

identifying why as different articles might report it using different syntactic styles.

Table 4.11: Accuracies of the 5Ws extraction processes

W Exact Top-3 Candidate
Match (%) Match (%) Check (%)

Where (139) 68.9 82.4 85.1
When (98) 71.6 91.8 91.8
Who (144) 48.6 74.3 97.2
What (84) 67.5 83.8 89.1
Why (61) 32.4 32.4 33.8
All 5Ws 57.8 72.9 79.4
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The candidate identification task was successful in all Ws expect why. Next,

we report the accuracies obtained by considering only the articles for which at least

one candidate is generated for every W (42 articles) in Table 4.12. The number of

ground truth annotations for these 42 articles are presented in the parenthesis in Table

4.12. We can observe that the accuracy for why increases if at least one candidate is

produced.

Table 4.12: Accuracies of the 5Ws extraction processes if at least one candidate is
extracted for every W .

W Exact Top-3 Candidate
Match (%) Match (%) check (%)

Where (67) 61.9 80.9 85.7
When (56) 78.5 88.1 88.1
Who (82) 40.5 64.3 95.2
What (57) 80.9 80.9 85.7
Why (48) 57.1 57.1 59.8
All 5Ws 63.8 74.3 82.9

Comparing Tables 4.11 and 4.12, we can observe that the overall accuracy of

5WE increases if at least one candidate is extracted for every W . There is a slight

improvement in accuracy for where and a significant improvement for why. However,

the accuracies for when, who and what decrease slightly. 5WE was able to extract

candidates with high accuracy and was also able to rank candidates with comparable

accuracy to the ICR value. The top-3 match and the candidate check strategies were

surprisingly better than our human coders.

However, comparing the performance of this approach to existing approaches is not

feasible because of the lack of a publicly available dataset. Other proposed approaches

have either used a non-disclosed dataset or conducted experiments only on a specific

W . The Giveme5W approach [47] obtains an average precision of 0.70 which is equal

to the top-3 match accuracy value by 5WE.
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The results for when and what that have either simple phrases as answers or a

well defined structure have higher accuracies. The accuracies for where and who are

lower compared to when and what because, the candidates for where and who are

proper nouns which are specific to a particular geographical region. For example,

Ex-MLA should be candidate for who, but is not captured by the who extraction

process as it isn’t included in the list of persons/organizations. Several other person

names in India are similar to certain location names which aren’t captured by the

NER process.

4.3 Additional Considerations Regarding 5Ws

5WE performed better for all Ws except why as shown in Table 4.11. The accuracies

of 5WE depend on the performance of different natural language processing tech-

niques utilized in the process. The where extraction algorithm was able to extract

the candidates but wasn’t able to rank them according to their importance to the

article which might be due to the absence of specific locations in the gazetteer. For

example, a small street named Hydernagar has been extracted but wasn’t present in

the gazetteer, then it receives a lower score compared to other candidates. Another

failure case, might be where the algorithm failed to extract a candidate because it

is annotated as other by the NER. This process can be improved by using a better

NER system that is specifically trained on location from a certain region, and using

an extensive list of locations as gazetteer.

Table 4.13 presents the correlation among the individual scores used for obtaining

a final where score. We can observe that position score and sentence score are closely

related. This analysis can be useful for ignoring some of the scores or providing appro-

priate weights to individual scores in the computation of final score. The preposition



68

scores that were used in the where extraction process had little impact on the final

score because the scores for most of the prepositions are less than 0.4 which can be

observed in Figure 4.4. Also, when the evaluation dataset is manually observed, the

prepositions preceding location names have very low scores.

Table 4.13: Correlation among individual scores used for computing where final score

Scores
position sentence gazettee title unrest preposition final

position 1 -0.0373 0.5708 0.0445 0.1052 -0.0505 0.7275
sentence -0.0373 1 -0.0562 0.7859 0.1017 0.0276 0.2993
gazetttee 0.5708 -0.0562 1 0.1490 0.0374 0.0733 0.8079
title 0.0445 0.7859 0.1490 1 0.0503 -0.0316 0.4697
unrest 0.1052 0.1017 0.0374 0.0503 1 -0.3119 0.3614
preposition -0.0505 0.0276 0.0733 -0.0316 -0.3119 1 0.0632
final 0.7275 0.2993 0.8079 0.4697 0.3641 0.0632 1

The when extraction algorithm performs better compared to all the other ap-

proaches based on the results from Tables 4.11 and 4.12 because, an article usually

contains very few candidates for when which are represented using a standard format.

The SU-Time was able to extract almost all candidates present in an article. The

failure cases for this method might include extracting locality specific event dates

like state formation day, state specific festival day etc. Additional lists consisting of

locality-specific dates can be provided to the algorithm to better improve its accuracy.

Table 4.14 represents the correlation among the scores used for computing the final

when score. We can observe that the date difference score and the distance to where

score have high correlation compared to the frequency scores. As a news article usu-

ally mentions a date just once, the frequency score didn’t help much in computing

the final score.
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Table 4.14: Correlation among individual scores used for computing when final score

Scores
date difference frequency distance to where final

date difference 1 -0.0461 0.1790 0.7930
frequency -0.0461 1 -0.1827 -0.1297
distance to where 0.1790 -0.1827 1 0.7411
final 0.7930 -0.1297 0.7411 1

The who extraction algorithm was able to identify candidates with high accuracy

but failed to rank them based on their importance in a document and can be viewed

in the Table 4.11. This failure can be attributed to the limitations of the co-reference

resolution system used. Since, an article usually contain more proper nouns corre-

sponding to either people or organization, it is common for a co-reference resolution

system to make more mistakes in distinguishing the pronouns as shown in Figures 4.6

and 4.7. This failure in turn affects the frequency and the domain-specific scores used

for computing the final scores. The failure cases for this method includes extracting

common designated person names like Governor, Manager, Leader of a Corporation

etc., as the NER system annotates these words as other category. Additional list of

person names, designations can be used for improving the results of who. Table 4.15

includes the correlation among different individual scores used in computing the final

score for who.

Figure 4.6: Correct coreference resolution
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Figure 4.7: Coreference resolution by CorefAnnotator [26]

Title score was not more useful in computing the final score for who candidates.

Also, an interesting observation is that preposition scores were more useful for rank-

ing who candidates but not for where candidates as shown in Table 4.12. Also,

unrest scores were more useful for ranking who candidates as sentences are usually

mentioned in the form who-did-what-to-whom. If the what phrase contains an unrest

related word, then the associated who candidate receives higher unrest score. An-

other important thing to note is that even though unrest scores are highly correlated

with final scores, the accuracy for who using exact match strategy is less as shown in

Tables 4.11 and 4.12. This means that unrest scores might have negatively impacted

ranking who candidates.

Table 4.15: Correlation among individual scores used for computing who final score

Scores
position sentence frequency title unrest preposition final

position 1 0.0403 0.0100 -0.0679 0.0404 -0.2162 0.5388
sentence 0.0403 1 0.1479 -0.0137 1 -0.0960 0.6448
frequency 0.0100 0.1479 1 -0.0322 0.1479 -0.0467 0.3654
title -0.0679 -0.0137 -0.0322 1 -0.0137 0.0872 -0.0154
unrest 0.0403 1 0.1479 -0.0137 1 -0.0960 0.6448
preposition -0.2162 -0.0960 -0.0467 0.0872 -0.0960 1 0.3037
final 0.5388 0.6448 0.3654 -0.0154 0.6448 0.3037 1

The what extraction algorithm performs reasonably better compared to who ex-

traction. Even though the extraction process for what is dependent on who, it ob-

tained better results because of the syntactic structure of sentences in an article. For



71

example, if a sentence consists of two actors and an action phrase. The who extraction

algorithm might provide higher score to just one actor and hence receive lower exact

match accuracy, but the what algorithm considers the entire action phrase which

matches with the ground truth. Since the action phrases are matched based on the

presence of a vocabulary related word in them, the algorithm is dependent on the

vocabulary. For example, if a phrase ’sought asylum at local church’ is annotated as

ground truth and the verb seek is not present in the domain-specific vocabulary, then

the algorithm fails to extract the correct candidate. This process can be improved by

using a sophisticated vocabulary with a better dependency parser.

Table 4.16 includes the correlation among different individual scores used in com-

puting the final score for what. We can observe the high correlation between the

distance to best where and who candidates and the final scores as important infor-

mation tend to occur closely in a document. Also, since our what extraction approach

considers the verb phrase around who candidates, the distance score is more corre-

lated.

Table 4.16: Correlation among individual scores used for computing what final score

Scores
similarity distance to where position final

and who

similarity 1 0.1297 0.3739 0.3089
distance to where and who 0.1296 1 0.3011 0.9812
position 0.3739 0.3011 1 0.4110
Final 0.3089 0.9812 0.4110 1

Lastly, the why extraction algorithm performs worse compared to all the remaining

W extraction approaches because extracting causal relationships from text itself is an

arduous task. Using additional list of causal verbs and conjunctions can improve the

accuracies of this extraction process. Identifying candidates for why depends on the



72

context of an event mentioned in an article and not only on the syntactic structure of

a sentence. Table 4.17 includes the correlation among different individual scores used

in computing the final score for why. Since only 2 scores are used for computing the

final score for why, both of them are highly correlated. As most of the information

tends to occur at the start of text, all of the 5Ws scores are either moderately or

highly correlated to their final scores.

Table 4.17: Correlation among individual scores used for computing why final score

Scores
position distance to where final

position 1 0.9477 0.9926
distance to where 0.9477 1 0.9793
Final 0.9926 0.9793 1

Overall, the 5WE performed well in extracting the answers to Journalistic 5Ws

with accuracies in the range 63% to 83% as shown in Table 4.12. Furthermore, most

of the component scores have been shown to be useful in ranking the candidates.
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Chapter 5

Conclusion and Future Work

Extracting Journalistic 5Ws from text is important for understanding many social

processes. In this thesis, we focused on developing a generalized framework for au-

tomatically extracting 5Ws using syntactic and semantic cues present in text. First,

a classifier to identify articles related to a domain is developed. Several machine

learning and deep learning algorithms are evaluated on a dataset consisting of social

unrest articles.The impact of domain specific keywords in the process of classification

using fasttext is discussed in Section 4.2.1.

The domain specific articles are then analyzed through a set of algorithms for

extracting 5Ws based on heuristics that leverage specific words and their semantic

representations. Challenges associated with the extraction of each W and the different

principles used for ranking the 5W candidates are discussed in Section 3.3. Extending

this generalized approach to a specific domain is studied in detail using a manually

annotated 5Ws dataset of social unrest related articles. The entire 5W extraction

approach is evaluated using 3 strategies and the results obtained by 5WE are closer

to the ICR values by human coders. We further discuss the correlation among the

individual scores used in computation of final scores. The drawbacks related to these

approaches and ways to improve them in Section 4.3.

This approach can be improved using better NER, coreference resolution systems.
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Further analysis about the individual scores can be conducted to determine the opti-

mal set of weights for computing final scores. The potential future research directions

include:

• These results can be used for clustering news articles based on 5Ws context and

also for linking events across multiple sources. The where extraction process can

be extended to obtain geographic coordinates which can be used for visualizing

all related events on a map.

• The obtained 5Ws can be combined with socio-demographic features to simulate

and forecast future events.

• The same approach can be customized to extract event details from social media

like tweets, posts across multiple languages to perform real-time analysis.

• The 5WE can be further extended to include the event descriptor how.

• Developing an integrated 5WE using confidence measures for ranking a W can-

didates based on other Ws. For example, in this process we use the distance

to where candidate as an individual score in all the subsequent W extraction

processes. This can be made an iterative process so as to use all other W scores

while scoring a specific W .
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