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The goal of this thesis is the prevention of flaw formation in laser powder bed fusion 

additive manufacturing process. As a step towards this goal, the objective of this work is 

to predict meltpool depth as a function of in-process sensor data, part-level thermal 

simulations, and machine learning. As motivated in NASA's Marshall Space Flight Center 

specification 3716, prediction of meltpool depth is important because: (1) it can serve as a 

surrogate to estimate process status without the need for expensive post-process 

characterization, and (2) the meltpool depth provides an avenue for rapid qualification of 

microstructure evolution. To achieve the aforementioned objective, twenty-one Inconel 

718 samples were designed and built with a variety of processing parameters ranging from 

a power of 200 W to 370 W and a scan speed of 670 mm/s to 1250 mm/s. These parts were 

characterized and the meltpool depth was measured through optical microscopy. A 

combination of part-level thermal simulations from a spectral graph theory method and in-

process sensor data from infrared thermal camera and a meltpool imaging pyrometer were 

used as inputs to simple machine learning models to predict the meltpool depth. The 

meltpool depth was correctly predicted with an accuracy of F-Score 85.9%. This 

exploratory work provided an avenue for rapid prediction of microstructure evolution in 

metal additive manufacturing.  
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CHAPTER 1 ‒ INTRODUCTION 
1.1 Background and Motivation 

This thesis aims to show prediction of meltpool depth in laser powder bed fusion 

(LPBF) using in-process sensor data, part-level thermal simulations, and machine learning. 

LPBF is an additive manufacturing (AM) process that uses a laser beam to selectively melt 

powder layer-by-layer to manufacture a part. This is done by having a thin layer of powder 

raked or rolled across a build plate (substrate); the laser then selectively melts the powder. 

This powder solidifies and the process is repeated with a new layer of powder raked or 

rolled across a build plane [1]. Figure 1-1 shows a representation of the LPBF process 

where powder is stored in the powder reservoir until it is needed to coat the build plane in 

powder. The reservoir is raised and the recoater pushes or rakes the powder into the build 

area where the laser can sinter the powder [2]. The laser is typically focused by using a 

special lens called the F-theta lens. This lens maintains a fixed focal length no matter what 

angle the laser beam strikes the powder [3]. With the powder melted and the newest layer 

complete, the build plate is then moved down by a set layer height; this keeps the build 

plane consistent. This set distance is most commonly 20 µm to 100 µm [4]–[8]. Typically 

in the LPBF process, the laser power ranges from 200 W to 500 W, and the laser scan speed 

is in the range of 500 mm·s-1 to 1000 mm·s-1 [4].  
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Figure 1-1: Representation of the laser powder bed fusion process where a laser is 
focused onto a build plane and powder is melted. The build plate then moved downward 
and the powder reservoir upwards. A recoater then rakes the powder over the build plane 

and the laser melts this new layer; this process repeats until the part is complete. 

Meltpool depth and microstructure from LPBF manufactured parts are highly 

dependent on the thermal history of the part during material deposition [9], [10]. Currently 

characterization of the microstructure must be completed post-processing. There are a 

variety of ways to characterize AM parts, however, a scanning electron microscope (SEM) 

is a typical tool used to investigate microstructural characteristics. These high-resolution, 

small field of view images captured using SEM can be used to explore the grain growth of 

the part [5], [8]. For a larger field of view, optical microscopy is conducted, and this 

provides data related to the meltpool depth.  

If this measurable meltpool depth can be predicted in-situ using sensor data, then 

undesirable meltpool depths and resultant microstructures could be detected and measured 

without the need for expensive post-process characterization. In this thesis, a combination 

of part-level thermal simulations and in-process sensor data (infrared thermal camera and 
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meltpool imaging pyrometer) is used as inputs to machine learning models to predict the 

meltpool depth of a part.  

1.2 Objectives 

The goal of this is to understand the relationship between process parameters, meltpool 

characteristics and meltpool depth. To achieve this goal the following two objectives of 

this work were performed: 

1. predicting meltpool depth using in-process sensing and thermal information; and 

2. exploring the relationship between primary dendritic arm spacing and thermal 

history.  

To achieve the first objective, samples were designed and built with a variety of 

processing parameters and subsequently characterized. These parts were confirmed to be 

devoid of porosity up to an accuracy of 16 µm voxels through the use of X-ray computed 

tomography (XCT).  The meltpool depth was found through optical measurements. An in-

process optical imaging setup was developed to allow for the analysis of the build and to 

extract meltpool information, such as shape or thermals of the build. Additionally, a layer-

by-layer thermal simulation of the LPBF process was performed. The high-dimensional 

data generated from the sensors and thermal model were converted to a low-dimensional 

data set via the use of physics-informed feature extraction. This low-dimensional feature 

set was then used for training and testing machine learning models for the prediction of 

meltpool depth. 
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To address the second objective, scanning electron microscopy was performed to 

extract images of all twenty-one parts. Subsequently primary dendritic arm spacing was 

measured from the extracted images. The primary dendritic arm spacing was analyzed and 

compared to the thermal history from both sensor and model data. For this work only a 

visual analysis of this data was done. This initial work lays out the methodology that is 

needed to extract useful information from in-process sensor data and thermal simulations 

and demonstrates that it is possible to predict meltpool depth. With this work and 

methodology, future works such as prediction of primary dendritic arm spacing, may be 

performed by future researchers. 

1.3 Organization of the Thesis 

The organization of this thesis is as follows:  A brief summary of the relevant literature 

looking into the need for meltpool depth prediction and in-situ sensing and monitoring in 

LPBF is described in Chapter 2. This is followed by a description of the experimental 

studies, with sections on the LPBF machine used, the sensors used, the machine 

schematics, the design of the build plate and parameter study, and NASA meltpool depth 

standard in Chapter 3. Chapter 4 describes the methodology for preparation of the parts, 

classification of meltpool depths, how primary dendritic arm spacing was measured, how 

features were extracted, and a review of machine learning models. The results of this work 

are presented in Chapter 5, where the features that were extracted were used as inputs into 

machine learning models. Chapter 6 summarizes the conclusions of this work and future 

research directions.    
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CHAPTER 2 ‒ LITERATURE REVIEW 
2.1 The Need for Meltpool Depth Prediction  

The laser powder bed fusion process has immense potential and is one of the most 

popular manufacturing methods of metals in additive manufacturing [11]. However it has 

current limitations to overcome. Representative examples of current limitations are 

material constraints, surface finish, part accuracy, and repeatability [12]. Measuring 

meltpool depth is crucial because it helps manufacturers and researchers understand an AM 

machine’s resistance to variation. NASA uses meltpool depth as a tool for machine 

qualification to show the repeatability of the machine across builds. NASA states that these 

meltpool characteristics are indicative of the health of the process and robustness to 

variations [13]. Another reason that the meltpool depth is important is the control of the 

meltpool regime. If the meltpool is too shallow there could be lack of fusion and if there is 

over penetration, keyholing can occur, both of which lead to increased porosity [14]. In 

order to grow LPBF in terms of reliability and control of the process, meltpool depth must 

be a quantifiable control metric. Using trial and error to obtain consistent and controllable 

meltpool structure, there could be hundreds of builds that end in failure. There are over 100 

parameters that could influence the reliability and quality of a part [9], [15]. To address 

this concern of part inconsistency, meltpool depth was chosen as a metric to predict. 

Some outstanding issues with nickel-based alloys are discussed in an article by Attallah 

et al. [16] where the properties and the effect of the AM process on the formation of the 

microstructure are discussed. This paper investigates issues of LPBF AM products such as 

microstructure anisotropy, defect formation mechanisms, process optimization, and 
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residual stress development. Columnar grain structure is generally expected from the AM 

process; this microstructure usually results in grains that grow in the direction of the heat 

flux (i.e., downward toward the substrate or build plate). Due to the repeated heating and 

cooling of a part in the AM process there is heterogeneity on the micron scale that can be 

seen as the “fish-scale-like” meltpool morphology. This article states that there is still 

future work that needs to be done to address residual stress evolution, control of 

microstructure growth, and process optimization [16]. 

An article by Sagar Patel et al. [14] explores the melting modes in LPBF by looking at 

two operational regimes, conduction and keyhole. These regimes affect melting and create 

differences in microstructure and thus mechanical properties.  The author goes on to state 

that the importance of prediction and control of meltpool geometry comes from the need 

to control microstructure heterogeneity. The geometry of the meltpool (width, depth, and 

length of the meltpool) can impact part density from different effects such as lack of fusion, 

unstable keyhole melting, and layer delamination or crack formation due to thermal 

stresses. Creation of tools to identify printing regimes build a strong basis for 

understanding defects and optimization of the LPBF AM process and lead to the 

customization and tailoring of material properties in AM [14]. 
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Figure 2-1: Illustration of (A) conduction, (B) transition, and (C) keyhole regimes. The 
laser beam refracts and bounces off the powder and material. In the conduction regime 

this is stable and does not create porosity. In the keyhole regime there is deeper 
penetration that is caused by multiple reflections of the laser that can create and then trap 

vapor causing porosity [14]. 

While the parts in this thesis do not stray into the keyhole regime, the article by Patel 

shows the value of being able to predict this regime. This is because the keyhole regime 

has a direct relationship to meltpool depth and by extension, the prediction of the meltpool 

depth [14], [17], [18]. With proper prediction of meltpool depth using in-situ sensing, 

customized parameters can be created on a layer-by-layer basis to generate customized 

builds.  

There has been significant research to explore the meltpool and its effect on the 

resultant part quality in LPBF. The focus has been to detect defects and then eliminate them 

through process parameter optimization [19]–[21]. Many of these papers use single tracks 

of the laser, such as Vecchiato et al. [22]; in this work the meltpool microstructure and 

morphology from single laser exposures were studied. Through the study of depositing 
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316L stainless steel using a pulsed laser, the influence of inputted energy density on 

meltpool morphology, microstructure, and temperature fields was analyzed. Here the 

authors found that laser exposure time was found to influence the meltpool depth; they 

found an increase of meltpool depth from 50 μm to 300 μm as the laser exposure increased 

[22]. With this it can be understood that there is a relationship between process parameters 

and the meltpool depth.  

A study on the prediction of meltpool behavior was done by Reynolds in his doctoral 

dissertation [23]. The author endeavored to predict the meltpool behavior in LPBF using a 

high-fidelity model. To control the meltpool process, the energy distribution delivered to 

the meltpool was explored. Through the use of an optimization process framework, via an 

inverse solution method to solve the heat of the meltpool, a model of the single-track laser 

parameter conditions was created to avoid defects. This work shows that optimal surface 

temperatures can be used as a control mechanism to avoid LPBF defects such as lack of 

fusion and keyhole [23]. 

In a work by Qilin Guo et al. [24], the characterization and quantification of meltpool 

variation under constant input energy density was studied. This was done by using in-situ 

high-speed, high-energy x-ray imaging of the meltpool. The dimensions of the meltpool 

were measured, and the results show that the meltpool dimensions exhibited an increasing 

trend as the laser power and laser scan speed also increased. This work also shows that 

there is a relationship between the length/width ratio and length/depth ratio. This is to say 

that the shape of the meltpool from the top down is related to the depth of the meltpool. 

This work shows that the meltpool has a preference towards increasing depth rather than 
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expanding in the transverse direction when the laser power and laser scan speed are 

simultaneously increased [24]. This shows that there is a connection between process 

parameters, meltpool shape, and meltpool depth. This connection is the basis for what 

inputs could be needed to predict meltpool depth using machine learning. 

Gustavo Tapia et al. [25] created a process that uses a Gaussian process-based surrogate 

model of the LPBF process that predicts meltpool depth in single-track experiments. This 

was done as a statical framework that considers power and scan speed to determine the 

regimes of the process whether that be conduction or keyhole regimes [25]. While this 

method had great results, it is limited to a single track of the laser. This research does not 

show the complexities that come with a fully built part. This work was done as a single 

track atop the build plate. This is where the highest heat transfer can occur as the build 

plate is a large mass of material; it acts as a heatsink pulling much of the heat away. A part 

that has extended farther above the build plate has more opportunities to accumulate heat, 

subsequently limiting the amount of heat being pulled away. This heat accumulation is not 

present in these works and could have an impact on the meltpool depth. 

Gaikwad et al. [26] developed a machine learning model for the prediction of track 

width. This was done for Single tracks of 316L stainless steel. The machine learning-based 

predictive models were used with pyrometer and high-speed video camera data collected 

under a wide range of laser power and laser velocity settings. This work incorporates the 

knowledge from known physical processes into a machine learning framework. The 

pyrometer measures were taken in-situ of the meltpool, which consisted of thermal 

temporal characteristics. High-speed video signatures were used to measure the shape 
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characteristics of the meltpool. With their features extracted, multiple machine learning 

frameworks were applied and trained to predict the width of the single-track segment. It 

was found that their best preforming model was a sequential decision analysis neural 

network (SeDANN) model with an 𝑅𝑅2 of 0.87 or 87% [26]. This work shows that it is 

possible to create a successful machine learning model that can take in features from 

sensors, using a sparse feature set in the prediction of a physical meltpool characteristic. 

Gaikwad et al. [27] used sensor data to create a machine learning model to detect laser 

defocusing and predict porosity type and severity. The meltpool conditions were monitored 

with high-speed video cameras and a temperature field imaging system. From these 

sensors, physically intuitive low-level meltpool signatures and characteristics were 

extracted. That is, from high-dimensional image-based sensor data, meltpool temperature, 

shape and size, and spatter intensity were extracted. Then this processed sensor data was 

subsequently used as input features into machine learning models. These models were 

trained to detect laser defocusing, porosity type, and severity. In this work multiple 

machine learning models were explored: multilayer perceptron (MLP), random forest (RF), 

support vector machine (SVM), k-nearest neighbors (KNN), and deep learning 

convolutional neural network (CNN). It was observed that the relatively simple SVM 

model had similar prediction accuracy as the more complex CNN model. The SVM and 

CNN have comparable results with an F-score of approximately 95% [27]. This work 

shows the process of meltpool data extraction and its subsequent use as features in multiple 

machine learning models and explores the use of sensors data being taken from its high-
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dimensional image-based state to low-level meltpool signature and characteristic data set 

for the use of machine learning.  

2.2 In-situ Sensing and Monitoring in Laser Powder Bed Fusion (LPBF) 

Since its creation, additive manufacturing (AM) has had large growth in industrial 

applications. This is due to its ability to create near net shape parts with complex geometries 

and create weight reduction when compared to the same contemporary parts produced by 

conventional manufacturing. There is a demand for these part qualities in medical and 

aerospace application. For these industries, these parts and the machines need to have the 

capability to build high quality parts with a repeatable process [28]. Even with AM’s rise 

in capabilities, the process has not reached the same levels of reliability and repeatably in 

production that is seen in products of their conventionally manufactured counterparts. 

There is still defect formation or variation in part characteristics [4], [29]–[31]. To 

overcome this, there is need to implement the use of in-process sensing and monitoring. 

These techniques are needed to overcome the knowledge gap and aid in understanding the 

effect of process conditions on the resulting product, its quality, and its repeatably. In 

current research there are many different sensing systems designed with different goals in 

mind. 

Montazeri et al. [1] developed a sensor-based monitoring system that was used to detect 

when there is high probability of defect formation in the LPBF process. This was done by 

creating a suite of sensors to monitor the thermal aspects of the meltpool and capture the 

meltpool shape and spatter pattern. The sensors used were a thermal camera, a 
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photodetector, and a high-speed camera. This work describes a method for extraction of 

data from an image source using binarization to collect features. They used spectral graph 

theory approach data for the analysis of multidimensional signals and integrated this within 

a learning framework for prediction [1].  

In Gobert et al. [32] work, an in-situ flaw detection system was developed that used a 

supervised machine learning approach that took in in-situ optical images of the LPBF 

process. This was done with the use of a layer-wise optical image that was processed and 

binary classifiers were used to predict defect and nominal condition locations. The defects 

were first found using X-ray computed tomography (XCT) to find defects such as cracks, 

porosity, or incomplete fusion. They used a machine learning model called a support vector 

machine (SVM) and were able to achieve classification accuracy of over 80% [32]. This 

work shows that there are accurate methods for taking in-process sensor data and 

correlating that information using machine learning to get a better understanding of the part 

characteristics.  

Grasso and Colosimo [28] have a review of the in-situ monitoring methods in metal 

powder bed fusion. This review is mainly focused on the detection of defects and lays out 

categories of defects and their causes along with in-situ sensing equipment and set-ups. As 

shown in literature, there are four main meltpool-related quantities that have been measured 

for monitoring. They typically are the size, the shape, the temperature intensity, and the 

temperature profile. These characteristics of the meltpool are strongly correlated to the 

process parameters and the beam-material interaction [28]. Meltpool properties determine 

many things from the geometrical accuracy of the track and surface properties, to the 
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porosity of the part and development of the residual stresses [33], [34]. The meltpool 

corresponds to the highest level of detail that is needed for in-situ monitoring of the LPBF 

process. The sensing of the meltpool must be done with high fidelity as the meltpool makes 

up a very small region in the micron scale. Along with the high spatial resolution that is 

needed, there is also a need for a very high sampling rate. For laser powder bed fusion, the 

sample rate must be in the order of 1,000 Hz. This work gives many different sensing 

systems and sensors that have been used to collect meltpool information. The two most 

used sensor types were pyrometry and high-speed imaging [28]. These in-process sensor 

systems can be used to indicate the need for active corrective actions, such as re-deposition 

of the powder bed or subtractive actions [28], [35]. The temperature profile is also 

important for the detection of things such as balling phenomena, lack-of-fusion, local over-

heating and heat accumulation conditions, surface errors, and porosity formation [31], [36]. 

Grasso and Colosimo lay out the existing works and their sensing equipment and set-ups 

and discuss the use of off-axial configurations of the sensors. Off-axial sensors are not in 

the optical path, so the sensor gives a view of the process in a region of interest. There are 

many different sensors that have been used off-axial, some of which are accelerometers, 

ultrasound detectors, strain-gauges, thermo-couples, and x-ray detectors. From this work it 

is shown that the mainstream sensing methods for off-axial are typically imaging systems 

with infrared or optical cameras [28].  
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Figure 2-2: Co-axial sensing set-up for LPBF process monitoring. Sensors are able to 
collect data directly in line with the laser’s location through the use of a semipermeable 

mirror and a beam splitter [28]. 
Co-axial sensing is when the sensor takes advantage of the way the laser in the LPBF 

process is directed. This is where the sensor can be set up in-line with the laser through the 

use of semipermeable mirrors and beam splitters, as visualized in Figure 2-2. This allows 

the laser strike to always be in view of the sensor. Many different sensors have been used 

co-axially, some of which are high-speed CMOS cameras, photodiodes, and two-

wavelength pyrometers, and more [28], [37], [38]. 
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CHAPTER 3 ‒ EXPERIMENTAL STUDIES  
The data and parts for this work were acquired at Edison Welding Institute (EWI) in 

Columbus, Ohio by Ajay Krishnan, Alexander Riensche, and Grant King. Ajay Krishnan 

is a Research Leader at EWI in the Additive Manufacturing Group. For this research, he 

directed Alexander Riensche and Grant King on sensor use and was the liaison for their 

use of EWI’s Open Architecture Laser Powder Bed Fusion machine. 

3.1 Edison Welding Institute Open Architecture LPBF Machine 

To realize the goal of understanding and predicting meltpool depth in LPBF, 

experiments were done at Edison Welding Institute (EWI, Ohio). This research was 

performed on their Open Architecture Laser Powder Bed Fusion machine that is designed 

for sensor evaluation. This open architecture platform gives a base for easy integration of 

multiple sensors. This system also allows for the custom manipulation of process factors, 

such as dwell time between layers, laser power, scan speed, and scan pattern. These can be 

altered on a part basis and even on a layer-by-layer basis. Many commercial LPBF systems 

limit the control the user has over the process settings. This system’s design is based on 

the EOS M290, which is a widely used and robust system. EWI’s LPBF platform is shown 

in Figure 3-1. 
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Figure 3-1: Open architecture laser powder bed fusion machine made and used at Edison 
Welding Institute, based on the EOS M280. This platform allows for the easy integration 

of multiple sensors.  

EWI’s machine is equipped with a 700 W Yb-fiber laser (IPG Photonics YLR – 

700WC) operating in continuous mode with a wavelength of 1070 nm, a SCANLABS 

HurryScan20 galvanometer-mirror scanner, and a motion control system (Aerotech 

A3200) that is driven by CNC G-code. This G-code can be modified by the operator mid-

print. The system’s optics train produces a nominal spot size of 68 µm at 370 W; this was 

measured by an Ophir BeamWatchAM laser beam profiling system [39]. 

3.2 Sensors Used 

Three sensors were in use on this machine, a dual wavelength pyrometer, an infrared 

thermal camera, and a Hall effect sensor connected to the recoater.  

A Micro-Epsilon model µε thermoIMAGE TIM 640 longwave infrared (LWIR) 

thermal camera was mounted within the build chamber. This IR camera had a near nominal 
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view of the build plate with a relative angle to the substrate of 80° and captured nearly the 

entirety of the build plate as shown in Figure 3-2. 

 

Figure 3-2: (a) Visualization of the IR camera position, along with an example of how IR 
calibration was performed. The IR camera was placed 80° from the substrate, allowing 
for a near vertical view of the process, (b) Visualization of one frame of IR data, post 
calibration. In this frame, 21 parts can be seen within view of the IR camera and the 

laser’s location can be seen mid melting of a part in the lower left.  

The infrared thermal data collected needed to be calibrated as it is not an absolute 

temperature reading but is a relative measure of the temperature. The thermal camera was 

calibrated post-build using a quasi-static heating technique. This approach uses a thermal 

mass with a known temperature measured with contact thermocouples that are then used 

to create a calibration curve for the IR data [40]. This was done by taking measurements 

of built parts that had a contact thermocouple welded to them, depicted in Figure 3-2(a). 

The IR temperature readings were adjusted to be absolute temperatures through a direct 

correlation to the temperature values recorded via the thermocouples. 

Two parts were built specifically to be used post-process as sacrificial calibration 

blocks. These parts were two 6 mm tall cubes of Inconel 718 that were cut from the build 
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plate, and K-type thermocouples were spot welded to the parts. These parts were placed in 

the build chamber atop a cartridge heater. These were then placed at the same level of the 

build plane as the building parts. The temperature of the heater was increased slowly, and 

the response (absolute) temperature of the thermocouple and the response (relative) 

temperature of the IR camera were recorded. To account for the different emissivity of 

powder and bare metal, powder was deposited on top of one of the cubes and the process 

was repeated and recorded. This simulates what the temperatures would be when the parts 

are covered in powder post recoat and when the parts are uncovered post processing. 

This data from the IR camera was then correlated to the two thermocouples and a 

calibration curve was obtained. This was done by fitting a regression function to the 

recorded data under both conditions. This gives a calibration curve that can be seen in 

Figure 3-3. This is an industry-standard procedure and has been used in previous 

publications  [41]–[43].  

 
Figure 3-3: (a) Calibration curve for the infrared camera with powder on the parts 

and (b) with bare metal that would be seen post sintering. These calibration curves were 
created through the process of collecting and correlating absolute temperature data 

(thermocouples) to relative temperature data (infrared camera). 
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This calibration function has a range of 25 °C to 250 °C; this is because measurements 

above this range would saturate the IR camera and become inaccurate. This calibration was 

then applied to all the 21 parts’ IR data measurements. 

A two-wavelength imaging pyrometer (ThermaViz by Stratonics, Inc.), shown in 

Figure 3-4, was used in this work to capture the meltpool intensity and meltpool shape 

characteristics. This pyrometer has two high-speed cameras that capture the meltpool 

images at the two wavelengths, 750 nm and 900 nm. Ratio pyrometry is then used to 

estimate the temperature, and with calibration the measurement error is ∼ 5% at 1900 K. 

The detailed procedure for obtaining the temperature field, with calibration of the 

measurements of this sensor is described in Reference [44]. 

 

Figure 3-4: (a) Picture of the ThermaViz sensor along with (b) a representative image of 
a meltpool frame captured using the sensor.  

The Hall effect sensor connected to the recoater measures the current being drawn by 

the recoater blade motors and was used to explore the recoater motion. This sensor 

collected current data that can be related to direct load on the sensor and the recoating time. 

In this work there was no impact directly related to the Hall effect sensor. 
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3.3 Machine Schematic 

Within the build chamber, the IR camera was mounted and orientated at 80° to the 

build plate and captured data at a sampling rate of 1 Hz. The IR camera operates at a 

wavelength of 8 to 14 μm and has an optical resolution of 640 pixels × 480 pixels. The 

camera was given a triggering command from the G-code for starting and stopping 

recording of a layer, allowing for segmented data streams for each layer. The camera was 

mounted to capture approximately an area of 125 mm × 125 mm centered on the build 

plate. This gives a spatial resolution of approximately 20 pixels for mm2. The IR camera’s 

mounting location can be seen in Figure 3-2 and Figure 3-5. 
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Figure 3-5: Schematic of the sensor positions in the Edison Welding Institute’s open 
architecture machine. The infrared camera was mounted inside the build chamber, the 

ThermaViz sensor was mounted co-axially with the laser beam, and the recoater sensor 
was integrated with the machine’s recoater. 

For this work, there was a physical error with the ThermaViz two-wavelength 

pyrometer and only relative intensity and high-speed images from the camera were used. 

This error was from a data pin becoming faulty after shipping resulting in partial loss of 

camera two data. This loss of camera sync made calibration to temperature impossible. The 

data from camera one was still used in a normalized state. Each high-speed video image is 

of size 150 × 150 pixels, shown in Figure 3-4(b). This device was mounted co-axial with 
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the laser giving a direct line of sight to the meltpool; thus the meltpool was always within 

view of the sensor. This was done by placing a beam splitter before the galvanometer-

mirror scanner, allowing for the sensor to view the meltpool but not be damaged by the 

laser. The Hall effect current sensor was mounted with the recoater drive train to measure 

the current of the recoater drive motor. 

3.4 Build Plate 

This experiment was part of a set of builds that set out to explore microstructure, 

validate thermal simulations, and study the deformation of parts. The material that was 

used was Inconel 718. The parts used in this thesis were twenty-one parts of similar 

geometry to facilitate a design of experiments where power and scan speed settings were 

adjusted by ± 30% from nominal. The nominal settings are as follows: a scan velocity of 

(V) 960 mm/s, laser power (P) 285 W, layer thickness (T) 0.040 mm, and hatch spacing 

(H) 0.1 mm, this gives an applied volumetric energy density EV ≈ 74 J·mm-3 ( 𝑃𝑃
𝐻𝐻×𝑉𝑉×𝑇𝑇

) and 

P·V-1 ratio of 0.29 J·mm-1. These settings were used from previous offline studies done to 

determine optimal settings at EWI. The set of power and velocity settings used in this work 

is shown in Figure 3-6. 
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Figure 3-6: Schematic of the power and velocity changes used in this work. The x-axis 
depicts variation in laser power, y-axis depicts variation in laser scan speed. Nominal 

parameters for Inconel 718 on this machine were 285 W and 960 mm/s (4) and are found 
at the origin. The variation in parameters was found by adjusting power and scan speed 

by ± 30% from nominal. These parameters were selected to keep the meltpool within the 
conduction regime; the extremes that would move into the lack of fusion and keyhole 

regime were not used for this reason. 

In addition to this parameter study of the power and scan speed, different heights of 

the same part geometry were explored. For this experiment, an overhang geometry was 

chosen for multiple reasons shown in Figure 3-7. The geometry is primarily of interest as 
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it will accumulate heat as the part is built. This part was also chosen as it has similar shape 

features to the NIST Overhang Part X4 [45]. On this build plate, twenty-one overhang parts 

of varying heights, differing laser powers, and scan speed settings were built. The 

overhangs all have a base that is 5 mm x 20 mm by 6 mm tall. After this base was built, 

the cross-sectional area of the part was reduced due to the start of the overhang portion. 

There are three heights that were explored:  height A - which is 20 mm tall, height B - 

which is 15 mm tall, and height C - which is 10 mm tall, shown in Figure 3-7. Further 

discussion of why these geometries were chosen can be found on page 28. 

   

Figure 3-7: 2-D schematic of the three different heights of overhang geometries used in 
this work. Sample A was 20 mm, sample B was 15 mm, and sample C was 10 mm tall. 

These parts have similar geometries to existing National Institute of Standards and 
Technology process monitoring test artifact.    

These parts were broken up into seven sets, each set was numbered 1 to 7. These 7 sets 

were then assigned a power and velocity from the parameter study schematic in Figure 3-6. 

The power and scan speed settings were adjusted by ± 30% from nominal. This 

organization of build heights and power/velocity settings is depicted in Figure 3-8(a). 
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Figure 3-8: (a) Visualization of reach row of overhangs in respect to its power and 
velocity settings. (b) Visual of the final build plate after manufacturing. 

As a full parameter study would have nine distinct settings, there were two settings 

that were not used. These settings were not used as the goal of the setting was to stay within 

the conduction regime. The first setting that was not used was 200 W and 1250 mm/s (-

30% Power, + 30% Scan Speed). This was avoided as it could cause lack of fusion in the 
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part. The lower power and faster scan speed would not allow the part to have complete 

bonding between successive layers. The second setting that was not used was 370 W and 

670 mm/s (+ 30% Power, - 30% Scan Speed). These settings could cause keyhole porosity 

to occur. Keyhole porosity occurs when at the higher energy densities, the meltpool 

becomes unstable; the bottom of the meltpool repeatedly forms and collapses, trapping 

vapor in the layer. Also on this build plate were 4 cubes built at nominal settings, with a 

height of 20 mm that were disregarded for this work.  

3.5 NASA Meltpool Depth Standard 

Measuring meltpool depth is crucial because it helps manufacturers and researchers 

understand an AM machine’s resistance to variation. NASA uses meltpool depth as a tool 

for machine qualification to show the repeatability of the machine across builds. NASA 

states that these meltpool characteristics are indicative of the health of the process and 

robustness to variations [13]. Another reason that the meltpool depth is important, is control 

of the meltpool regime. If the meltpool is too shallow, there could be lack of fusion and if 

there is over penetration, keyholing can occur [14]. 
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Figure 3-9: Schematic for measuring meltpool depth (dp) and meltpool overlap (do). 

These values are measured from the topmost surface of a sample and can be normalized 
to the nominal layer thickness to give a layer to depth ratio. These ratios are used as a 

performance metric to measure repeatability of the machine across builds.  

From Figure 3-9 and NASA MSFC-SPEC-3717, the technique for measurement of 

meltpool depth (dp) and meltpool overlap (do) is described. This characterization is done 

using the top layer of the specimens. From the schematic given in the documentation, 

measurement of meltpool depth is presented as the distance from the top of the part to the 

lowest point on the meltpool hatch. The meltpool overlap is another metric that is used to 

explore the process consistency. Meltpool overlap is the distance from the top of the part 

to the point where a previous meltpool was intersected by the next meltpool track. For this 

research, the meltpool depth is explored and predicted. The ratio of meltpool depth to 

nominal layer thickness is used as the quantifiable tracking metric. This metric is stated in 

the documentation to be an average of ten or more meltpool tracks [13]. For the goal of 

predicting meltpool depth, the individual measurements and their normalized values were 

preserved to be used as the “ground truth” in machine learning models. 
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Figure 3-10: Optical image from the center of a sample shows that there is no well-
defined top location from which to take measurements. 

While there are other ways to quantify meltpool depth, only when measuring from the 

top surface (and thus the last layer) can meltpool depth be considered “absolute.” When 

measuring the meltpool within the part, there is no way to find the top of a specific 

meltpool. There can only be a relative measurement to the meltpool track above, as seen in  

Figure 3-10. The true top of the meltpool in the lower layers of the part have been 

destroyed, or written over, by new layers being deposited and sintered. Meltpool depth can 

only be accurately measured at the top surface. 

Due to the limitation of only being able to measure the top surface meltpool depths, 

three different heights of the same sample geometry were printed for each parameter 

setting. This was done to explore the evolution of meltpool depth with height and its link 

to heat accumulation. The first sample, sample C, was only 10 mm tall to observe the 
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meltpool at the start of the overhang before heat begins to accumulate. Sample B was 15 

mm tall to observe the meltpool depth and half-way through the overhang when heat has 

moderately begun to accumulate. Finally, sample A was the full height of 20 mm to observe 

meltpool depth at the maximum heat accumulation. As each set of heights finish at their 

maximum height there will be changing in the number of parts being printed and thus the 

time between layers or the interlayer time. This decrease in interlayer time will also have 

an effect on the heat accumulation; there will be less time between the layers giving less 

time for cooling causing higher end-cycle temperatures. End-cycle temperatures is the 

temperature measured right before the next layers’ laser strike; this gives the lowest 

temperature that the part cooled to before the start of the next layer. Further explanation of 

end-cycle temperatures will be discussed in section 4.4.3. This increase in heat 

accumulation not only from geometry but also from interlayer time will have an impact on 

the formation of microstructures and could have in impact on the meltpool depth. These 

changes in interlayer time are not inputted into the data or used as a feature set in machine 

learning but they are represented in the data through the end-of-cycle temperature. Where 

as the interlayer time decreases the general end-of-cycle temperature increases. 
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CHAPTER 4  ‒ METHODOLOGY 

This chapter is divided into five main sections, wherein section 4.1 the data collection 

of meltpool depth is discussed, section 4.2 describes the methodology for separating the 

meltpool depths into classification for machine learning, section 4.3 discusses the use of 

techniques for gathering primary dendritic arm spacing, section 4.4 describes the feature 

extraction from sensors simulations, with sub-sections to highlight individual sensors or 

methods, and section 4.5 contains a review of the machine learning models and methods 

with explanations of each accuracy metric and their applications. 

4.1 What was Measured – Meltpool Depth 

The twenty-one Inconel 718 parts were polished to 0.5 μm surface finish and then 

etched using an acid mixture of 170 mL of H3PO4, 10 mL of H2SO4, and 15 mL of CrO3. 

These parts were imaged using an optical microscope and the acquired images were used 

to characterize the meltpool depth, shown in Figure 4-1. 

 
Figure 4-1: Representative example of how meltpool depth measurements were 

acquired. The measurements were taken from the top of the part to the bottom trough of 
the meltpool. This was repeated for each sample.  
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The top layer of the specimens was imaged completely with overlapping edges to get 

a complete data set of the top layer. From these images pixel locations were gathered and 

recorded from the top and the bottom of the meltpool tracks. While orientation of the tracks 

is important and connected to the total number of meltpools seen, it does not affect the 

measurement of depth of the meltpool. This is true because regardless of the orientation of 

the meltpool track relative to cross sectioning, the deepest point is visible allowing for the 

measurement to be taken. From a pixel measurement of the given scale bar, a ratio was 

found to relate the distance between locations in pixels to millimeters. Fiji was the software 

used to analyze the acquired optical images, which is an open-source application based on 

ImageJ2, an image processing software. 

4.2 Classification of Meltpool Depths 

For the application of classification in machine learning, the data set must be 

segmented into different classes or bins. These classes allow for the models to more easily 

predict which range of labels a new data point belongs to, as opposed to regression which 

aims to find an exact value. Classification and regression are discussed in more detail in 

section 4.5. 

Three classes were created as it gives a wider range of bins to use, thus giving more 

applicable results than a two-class binary system. Four classes were not used as the amount 

of data in each class would become susceptible to bias, as the amount of data points is 

limited to the number of physical meltpools measured. EWI provided its goal that 

penetration be more than two layers. From this, it was decided that the three classes would 
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be: Severe Under Penetration (~<1.5 layers), Poor Penetration (~1.5-2.5 layers), and 

Nominal Penetration (~>2.5 layers); these can be seen in Figure 4-2.  

 

Figure 4-2: Grouping used in classification of meltpool depth. From 0 to 1.625 layers, 
Group 1: Severe Under Penetration, from 1.625 to 2.625 layers, Group 2: Poor 

Penetration, from 2.625 and up, Group 3: Nominal Penetration. 

Severe under penetration occurs when the meltpool is not deep enough to remelt 

completely into the previous layer. This classification should warrant examination of the 

part and possible stopping of the print as there is risk of lack of fusion. The poor penetration 

class shows that there is sufficient penetration of the previous layer and no risk of lack of 

fusion, but meltpool depths are not reaching much past the second layer. Lastly, nominal 

penetration is when sufficient depth is achieved. These values also correlate to a near even 

split of data in each class, minimizing bias when raw data was used in the models. Further 

data selection is done to ensure an even split of the data classes.  
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4.3 Primary Dendritic Arm Spacing 

The prediction of primary dendritic arm spacing (PDAS) is a complex task that is 

discussed further in the Future Work section. In this section, the work that has been done 

to collect and create the data set is discussed. 

The twenty-one Inconel parts, after being etched and characterized using optical 

microscopy, were also examined using a scanning electron microscope (SEM). This was 

performed to explore and measure the PDAS. 

 

Figure 4-3: Locations on the overhang samples where SEM images were taken. At each 
location, two images were taken and used for PDAS analysis. 

Two images were taken at 6,500x magnification at each of the positions marked on 

Figure 4-3. This grid-like pattern was used as it can still realistically show the evolution 

of the microstructure and be feasible to capture images. Figure 4-4 shows how the PDAS 
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was measured using a bounding box. Dendrites that passed through the bounding box 

were used to create a cell. These cells were marked and summed. This sum was then used 

to divide the bounding box, giving a value, which is the Primary Dendritic Arm Spacing. 

 

Figure 4-4: Example measurement of PDAS using 10 μm bounding box. Both 
images (a) and (b) were taken using SEM under 6,500x magnification, with beam 

accelerating voltage of 10 kV, probe current of 2 nA using a through-the-lens detector 
(TLD) set to detect secondary electrons (SE). 

For this research, all of the cells in the two images per location were summed and the 

total length of the bounding boxes were used. A sample calculation can be seen below: 

 
40 [μm]

15 + 15 + 11 + 12 [cells]
= 0.754 [μm] (1) 

 

From this, a map of the PDAS of the part can be created, and a data set that spans 

parameters and build heights can be created. 

4.4 Feature Extraction 

For this research, there was a total of 27 features extracted to be used in the prediction 

of the meltpool depth. These features are in three different groups denoting their source. 
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The groups are Parameters, Sensors, and Graph Theory Modeling. In this section, the 

extraction of these features is discussed and explored.  

4.4.1 Pyrometer – Meltpool Shape Characteristics  

 

Figure 4-5: (a) Picture of the ThermaViz sensor along with (b) a representative image of 
a meltpool frame captured using the sensor. The intensity of the pixels was normalized to 
the highest intensity pixel; this was repeated for all frames and used for meltpool feature 

extraction. 

The Stratonics ThermaViz Sensor’s output is a .vis file that is a stream of images. 

These images must be processed before shape feature extraction. The raw images were first 

normalized to the highest intensity pixel value. This was done as there were data collection 

issues that prevented the temperature values from being used. From this normalized image, 

the meltpool was separated by applying a threshold to binarize the image. This value needs 

to be set at the solidus-liquidus boundary to properly separate the meltpool from its 

surroundings. The threshold value was found from previous work where the liquidus 

boundary was known. This value was normalized and found to be 0.83. From this binarized 

image, the shape features can be extracted using MATLAB’s regionprops function. This 

function’s output is the area, major axis, minor axis, and eccentricity, and this series of 



 
  36 
actions can be seen in Figure 4-6. The last feature extracted was the skewness of the 

meltpool’s pixel intensity and informs the amount of heat accumulation inside of the 

meltpool. Area, major axis, minor axis, and eccentricity are all functions of the meltpool 

shape. Area is the number of pixels in the meltpool. Major and minor axes are the axes that 

make the ellipsoid that is the meltpool. Eccentricity is a function of the major axis and 

minor axis and is indicative of the circularity of an object. The eccentricity ranges from 0 

to 1, with 0 indicating a perfect circle and 1 a flatter ellipse. 

 
Figure 4-6: The process flow of meltpool shape extraction. Meltpool images were 

segmented from raw data using image filtering. Filtering was done by normalization of 
the pixels and then image binarization. The binarization was done using a threshold value 
that corresponds to the liquidus boundary. The shape features were extracted for each of 
these images and this process was then repeated for each frame of the pyrometer data. 
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4.4.2 Meltpool Data Correlation to Hatch Location 

Meltpool data, which is in individual frames, needed to be matched to their 

corresponding location in the part. This correlation was done by finding individual hatches 

and evaluating which frames would belong to that hatch. This was done by using the G-

code to find the spatial relationship to time. The G-code is the machine code that determines 

the part’s shape and build parameters; this is a predetermined path that the laser takes. G-

code is generated before the build and is a static set of instructions. From the part’s G-code, 

the total distance that the laser would travel in an individual part was determined. The 

machine’s laser has a constant velocity, this assumption is considered true because this 

build used sky writing to keep the hatches of the part at a constant velocity. Sky writing is 

when the laser is blocked or shut off at the edges of the part so that the acceleration of the 

turn, to start the next hatch, is not affecting the previous or the next hatch. 

Knowing that the velocity is constant, the distance the laser travels and the time it takes 

to complete a part are proportional. As the sample rate of the sensor is known, a total 

number of frames can be used instead of total time, giving a part-by-part relationship for 

location to frame. The number of individual hatches was determined for the three different 

heights, and frames per hatches were used as the organizational metric. This value changed 

per part as each part had a different setting or scan pattern. Then the meltpool frames were 

organized into each hatch and averaged per hatch, giving the mean and the standard 

deviation of each extracted feature.  
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Figure 4-7: Scan pattern for the last layer of the three sample heights, A, B, and C. 
Patterns segmented into left, center, and right. Total length of each segment was found 

and used to correlate sensor frame to individual hatch in the parts. Correlated frame data 
was then averaged for hatch. Averaged hatch data was then associated to measured 

meltpool depth. 

The hatches were further segmented into Left, Center, and Right hatches, shown in 

Figure 4-7, so the appropriate data could be applied to the meltpool depth measurements. 

These measurements were found by matching the number of observed meltpools to the 

corresponding number of G-code hatches. Using these segments in space (distance) the 

pyrometer frame data (time data) was sequenced to the individual measured meltpools. 

When there was missing data the last data point in the frame data was truncated and not 

correlated to a meltpool measurement. This happened when the number of meltpools was 
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less than the number of hatches counted in the G-code. This method was chosen as the 

meltpools at the tip of the overhang are nonuniform or lost due to imperfection in the 

polishing of the part. 

4.4.3 Infrared Camera - End-of-Cycle Temperature 

The infrared camera was used to capture the end-of-cycle temperature (ECT) on each 

part on the build plate. End-of-cycle temperature is the temperature directly before the next 

laser strike. Extracting this data involves defining pixel location to the sample and ensuring 

that those locations are within the part and are updated as the part progresses in height. An 

area was used which was centered at these pixel locations to reduce the effect of noise in 

the measurement. This was a 9 x 9 pixel region where the IR values were averaged, shown 

by the black square in Figure 4-8, to get the raw IR temperature readings.  

 
Figure 4-8: Infrared Camera view of the build plate and the seven rows of parts. Black 

squares depict the sampling region used for data extraction. These regions were selected 
for each part and the region was checked to ensure that it stayed within the area of the 

part as the build progressed. This data is relative temperatures that needs to be calibrated 
as the infrared camera captures relative intensity not absolute temperatures. 
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With locations selected, the heating and cooling curves were obtained and analyzed. 

While these heating and cooling curves are calibrated, they are not able to capture the 

highest temperature, as they are outside of the sensor’s optical saturation range. 

 

Figure 4-9: Example Schematic of two layers and end-of-cycle temperature (yellow). At 
laser strike there is a large increase in temperature as the material melts, after which there 
is a rapid cooling until the next laser strike. End-of-cycle temperature is the temperature 

measured just before the next laser strike. 

The temperature cycle for two layers is shown in  Figure 4-9. Starting with a laser 

strike which produces a sharp increase in temperature there is then a decrease in 

temperature until the next layer’s laser strike. The end-of-cycle temperature is taken right 

before that second laser strike. For this data set, the end-of-cycle temperature is extracted 

from the frame before the laser strike. This process was done for all 21 overhang parts. 
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Figure 4-10: Extracted end-of-cycle temperature for sample heights built under nominal 

printing parameters (285 W, 960 mm/s). The infrared camera data shows that the B and C 
height samples have very similar end-of-cycle temperatures and can be considered 

thermal histories of each other, confirming the assumption that if sample A was stopped 
at the same height of B or C, they would have similar thermal trends. This overlap of 
end-of-cycle temperatures for A, B, and C heights is seen in all other parameter sets.   

This IR data shows that while the parts have different heights, parts B and C (the 

shorter samples) have similar trends to Part A (Figure 4-10). This overlapping of the data 

is seen in the other six sets of parts. This concept of B and C being thermal histories of A 

is the cornerstone of the assumption made that if the samples labeled A were stopped at the 

same layer that parts B or C finished, they would have very similar meltpool depths and 

microstructures. 

4.4.4 Graph Theory Review 

The thermal modeling done in this research was done using an existing work and code 

base from Yavari et al. [41] , and Riensche et al. [39]. These works outline the use and 
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functionality of Graph Theory to solve the heat equation and simulate temperature 

distributions in LPBF parts on a layer-by-layer basis. As developing a thermal model of 

the AM process is not the focus of this work, a relatively high-level overview of the process 

is given. 

 

Figure 4-11: Depiction of how graph theory thermal simulation works. (a) nodes are 
generated in the CAD file, (b) nodes are connected, (c) thermal diffusion is performed 

(images courtesy of Alex Riensche). 

To model the thermal history of a part using spectral graph theory, first a graph that 

corresponds to the real-world part needs to be created, Figure 4-11(a). This is done by 

randomly placing nodes into the part volume at a given density. From this, all the nodes 

can be connected to each other based on a set of rules and instructions, Figure 4-11(b). 

With a set graph, the heat diffusion equation is then solved with given process parameters, 

thermal conduction settings, and boundary conditions, Figure 4-11(c). The spectral graph 

theory approach replaces a continuous Laplacian with a discrete Laplacian matrix giving a 

first order differential equation. Solving this equation allows one to solve the heat diffusion 

loss at any time and location. A complete thermal history can then be obtained by repeating 

the Laplacian calculation and diffusion steps for all generated super layers of the part. A 

super layer is when, for simulation purposes, multiple real-world layers are combined into 
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one layer [39], [41], [46]–[49]. A super layer size of 0.2 mm was used in this simulation. 

This resulted in a combination of five real layers per one super layer. Specifically, there 

are 100 simulated super layers for the 500 real layers of the A height parts, 75 simulated 

super layers for the 375 real layers of the B height parts, and 50 simulated super layers for 

the 250 real layers of the C height parts. 

 
Figure 4-12: Comparison of graph theory thermal simulation (black) to real world 

infrared data (red). The accuracy is measured in terms of mean absolute percentage error 
(MAPE) and root-mean-square error (RMSE). The simulated end-of-cycle temperature 
was calibrated to the measured infrared end-of-cycle temperature by varying settings in 
the thermal simulation until the MAPE and the RMSE converged to the lowest found 

value of 2.74 % error and 9.91% error respectively. 

The graph theory model was calibrated to the nominal machine parameter part at the 

tallest height, part 4A. This calibration was done by varying the setting for convection 

between the part and the powder and by varying the convection heat loss to the substrate 



 
  44 
at the bottom of the part. The value that was found was 2 W⸱m-2⸱K-1 for the heat loss to 

powder and 1600 W⸱m-2⸱K-1 heat loss to substrate.  

 

Figure 4-13: A single layer from the graph theory thermal simulation. Temperature 
values extracted, 1) Full width Half Maximum (FWHM), 2) Time step after FWHM, 3) 

Temperature at mid-point between FWHM and end-of-cycle temperature, and 4) End-of-
cycle temperature. 

From these calibrated thermal simulations, the last 3 super layers were evaluated as 

they were the closest to the measurement of meltpool depth. From each of these super 

layers, four values were extracted and visualized in Figure 4-13 and are listed below: 

1) Full width Half Maximum (FWHM) 

2) Time step after FWHM 

3) Temperature at mid-point between FWHM and End-of-Cycle temperature 

4) End-of-Cycle temperature 
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The FWHM value was chosen to capture the start of the rapid cooling that occurs after 

the laser strike. The data point one time step after the FWHM was chosen to not miss the 

steepness of the cooling curve. The mid-point between the FWHM and end-of-cycle 

temperature, and the end-of-cycle temperature were chosen as the last two values to denote 

the slowing or the cooling as it reaches closer to a steady state. 

 

Figure 4-14: Visualization of the four simulation data points being extracted from the top 
three super layers creating 12 graph theory simulation data points to be used as features. 

The four temperature values were extracted from the last three super layers at similar 

time steps, producing an additional 12 features (Figure 4-14). The simulations were 

repeated and recorded for each power and scan speed setting. 

4.5 Review of Machine Learning Models 

In this section, five models are discussed, with four being Machine Learning models 

and one being a statistical linear regression model. How each model operates will be 

explored and explained in this section. There is terminology that is consistent throughout 

many of these models and much of machine learning. There are two predictive modeling 

methods that are used which are classification prediction and regression prediction.  
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Classification can either be supervised or unsupervised learning in which the model 

categorizes a set of data into classes or target groups. If supervised learning is being 

performed, then the classes are labeled by hand, otherwise unsupervised learning allows 

the model to generate clusters based only on the data. In supervised classification models, 

the goal is to predict which target group a new set of data points belongs to. This is a 

powerful tool if the prediction resolution desired is low and can be binned into separate 

classes [20], [50].   

Regression prediction is when an exact value is predicted in place of low resolution 

classes. Regression does not cluster the classes over a range like classification but uses all 

the raw output (measurement) values as targets. In short, regression modeling is predicting 

a continuous precise target for each input set of data [20], [51].  

A Feature is an input into a model for both classification and regression; it is what is 

fed into the model to get a prediction [20], [50]. For each output there can be many input 

features that are used and are called a feature set. These feature sets can be generated by 

using the raw data, extracting statistical features from the data, or be physics-informed 

features extracted from the process being modeled. The best way to extract features for 

models is a major research thrust in practical machine learning papers [52]. In this work 

there are a total of twenty-seven physics and model-informed features that were extracted 

for potential use. Physics-informed feature extraction was chosen for this work because in 

previous work done by Smoqi et al. [53] and Liu et al. [54], it has been shown that the use 

of physics-informed machine learning enables the potential transferability of the created 

model to other geometries and machines in the AM process. Table 4-1 shows each feature 
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and its source. How these features were extracted was described in greater detail in the 

previous sections. 

Table 4-1: Feature set list organized by parameters, sensors, and graph theory model. 

 

The term Ground Truth is used to denote the real value that corresponds to the feature. 

So, in this data set of 27 features, there is one answer value that relates to each data point. 

An example of this can be seen in Figure 4-15. 

 

Figure 4-15: Depiction of how each sample has a corresponding row in the Feature 
Matrix and Class target. In the Feature Matrix, each column corresponds to a feature that 

has be extracted or created and a Class. The Class array contains the ground truth that 
was measured. 

 Figure 4-15 shows a representative excerpt of the total data set used. Each column in 

the feature matrix is related to a specific feature such as skewness, and each row is related 

Parameters 

Power Velocity P/V ratio 

Sensor 

Area Area STD Major Axis Minor Axis Skewness 

Eccentricity ECT last 5 layers Major Axis STD Minor Axis STD Skewness STD 

Eccentricity STD ECT STD 
 

Graph Theory Model  

(n) FWHM (n) FWHM + 1 (n) Middle (n) ECT 

(n-1) FWHM (n-1) FWHM + 1 (n-1) Middle (n-1) ECT 

(n-2) FWHM (n-2) FWHM + 1 (n-2) Middle (n-2) ECT 
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to a specific data point with an output of class on the right. These features and outputs are 

split into the three classification regimes of meltpool depth performed in this work, 

described in section 4.2. The split performed is an even split of the data to ensure that each 

class of data has an equal number of data points for training and testing. This type of split 

is to ensure that there is no bias introduced into the model based on uneven data 

distribution. If this was not done there could be bias in the prediction, where the model 

would more often predict one class or value more often because it is getting this as a ground 

truth disproportionally more than other answers. 

With properly selected data, the first step in implementation of the models is the 

optimization of the hyperparameters. For this work, MATLAB’s default Bayesian 

hyperparameter tuning toolbox was used for each model applied. Each model has a 

different set of hyperparameters that needs to be tuned and are discussed in more detail in 

their respective sections. These parameters were then used in the training of the subsequent 

models. In all the models used, an 80-20 train-test split was performed. This means that 

80% of the curated data is used for training, and the remaining 20% of the data is used for 

testing. Training is when the model is given both the feature set and the target (label) so 

that it can ‘learn’ the models’ respective constraints and weights. Testing is when the model 

is given only the feature set of data and attempts to predict the output target. This predicted 

target is then compared to the actual target label for the determination of model fidelity. 

This type of train-test split helps to ensure that the model is not overfitting to a certain 

subset of data. To further determine the robustness of the model, the data was randomized 

10 separate times, and after each randomization an 80-20 train-test iteration occurred. The 
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result of each iteration was used to determine the model fidelity and robustness. The 

performance metrics used to determine the fidelity of each type of model are the F-Score 

(classification) and R2 (regression). 

4.5.1 Classification: F-Score 

The F-Score is the performance measure that evaluates a binary system’s performance, 

such as a two-way classification. This metric uses the predicted model’s precision and 

recall to inform its fidelity. For this data set, F1-Score was used interchangeably with F-

Score. F-Score and confusion matrices are commonly used together to fully describe the 

performance of a classification system.  

A confusion matrix, shown in Figure 4-16, is a table that visualizes the results of a 

model. In the columns, it shows the predicted class from the model, and the rows demarcate 

the actual class, which is the ground truth. The diagonal holds the true positive and true 

negative values. The true positive is the number of positives correctly identified by the 

model, and the true negative is the correctly identified negatives by the model. A model 

with an F1-Score of 1, which is the highest value and is 100% accuracy, would have all of 

its tested values in these locations. The other locations are where the model incorrectly 

identified the classes. These are the false positive (type 1 error) and the false negative (type 

2 error); this is where the model is not correctly identifying the values. The F-Score uses 

these values, true positive, true negative, false positive, and false negative to account for 

both type-1 and type-2 errors in its fidelity measurement [52]. 
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Figure 4-16: Example of confusion matrix that contains the number of True Positives 
(TP) and True Negatives (TN) along the diagonal. These are the amount of times the 

model correctly predicted the class of the inputted features. A model with 100% accuracy 
would have all values within these locations. The False Negative (FN) and the False 

Positive (FP) are when the model incorrectly assigns a class. This matrix will always be a 
square matrix n-by-n, where n is the number of classes used. 

F1-Score is the harmonic mean of recall and precision that weights the precision and 

recall evenly. There is a generalized Fβ-Score that allows for the precision or recall to be 

weighted more heavily depending on its importance and use case. The equation for the F1-

Score (the standard F-score used in machine learning) is: 

 
𝐹𝐹1 = 2 × 

1
1

recall�  × 1
precision�

= 2 × 
precision × recall
precision + recall

 
(2) 

Precision is the measure of the true positives (TP) and false positives (FP). It is a 

fraction of the true positives divided by the false positives plus the true positives: 

 

Recall is measure of the true positives (TP) and false positives (FN). It is a fraction of 

the true positives divided by the false negatives plus the true positives: 

 Precision =  
TP

(FP + TP)
 (3) 
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 Recall =  

TP
(FN + TP)

 (4) 

The F1-Score equation can be rewritten as: 

 F1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 0.5(𝐹𝐹𝑇𝑇 + 𝐹𝐹𝐹𝐹)
 (5) 

   

4.5.2 Regression: R2 

The coefficient of determination, or R2, is a measure of the goodness of fit of a model 

to the actual data, or ground truth. While F-Score relates accurately from a Classification 

model, R2 relates the accuracy of a Regression model. 

 
𝑅𝑅2 = 1 −

𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈 × 𝑉𝑉𝑈𝑈𝑆𝑆𝑈𝑈𝑈𝑈𝑉𝑉𝑈𝑈𝑆𝑆𝑈𝑈
𝑇𝑇𝑆𝑆𝑉𝑉𝑈𝑈𝑈𝑈 𝑉𝑉𝑈𝑈𝑆𝑆𝑈𝑈𝑈𝑈𝑉𝑉𝑈𝑈𝑆𝑆𝑈𝑈

= 1 −
∑(𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2

∑(𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2
 

(6) 

This total sum of residuals squared is the unexplained variation of the model. In the 

denominator there is the sum of squares, which is the difference a data point is away from 

the mean squared; this summed gives the total variation. R2 will have values ranging from 

0 to 1, where 1 is a perfectly fit model to the data [55]. A Regression Relation can be seen 

in Figure 4-17. This figure shows the actual values on the x axis and the predicted values 

on the y axis. If this model were to have 100% accuracy all values would line up on the x-

y diagonal in blue. 
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Figure 4-17: Visualization of the R2 value’s relationship to actual regression predictions. 
The actual ground truth measured value is on the x-axis and the model predicted value is 

on the y-axis. This visualization is used to express how accurate a model is; the more 
accurate the prediction the closer the values would be to the diagonal. 

4.5.3 Conventional Statistical Models   

Conventional statistical regression models were the simplest of the models used, as 

they do not have any active learning. Multinomial logistic regression was used for 

classification prediction and linear regression was used for regression prediction. 

Multinomial logistic regression is used to do categorical placement of data. It is based on 

binary logistic regression and is done by taking a maximum likelihood estimation that then 

evaluates the probability of categorical placement or which class the inputs belong to [52].  

 Linear regression looks to predict a dependent variable value (meltpool depth) from 

given independent variables (features). This is done by finding linear relationships between 
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the input (feature set) and output (meltpool depth). The underperformance of these models 

shows the need for more intensive models such as machine learning models. 

4.5.4 K-Nearest Neighbor Networks (KNN) 

The K-Nearest Neighbor Network (KNN) is a simple supervised model that operates 

on the idea that similar outcomes are in proximity to each other (Figure 4-18). This 

clustering was done using a Euclidean distance calculation of the L2 norm; there are other 

distance equations that can be used to create the groups or neighborhoods, such as 

Manhattan distance, however Euclidean distance is the standard used in this work. The 

Euclidean distance calculation can be seen below: 

 
𝐷𝐷𝑈𝑈𝐷𝐷𝑉𝑉(𝑈𝑈, 𝑏𝑏) =  �(𝑈𝑈𝑥𝑥 − 𝑏𝑏𝑥𝑥)2 + (𝑈𝑈𝑦𝑦 − 𝑏𝑏𝑦𝑦)2 

(7) 

This equation takes in the features and their associated target and evaluates the 

nearness to known groups from the training of the model. The K in KNN determines the 

number of nearest neighbors to compare when determining which group the new data point 

belongs too. This value should always be an odd number so that there are no ties between 

classes in the model. K-Nearest Neighbor Networks are susceptible to bias created by the 

number of data points in a class, wherein if a class has disproportionately higher 

representation it will skew the results to that class [50]. This was overcome by creating an 

even split of classes as previously discussed in section 4.2. 
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Figure 4-18: Visual representation of how a K-Nearest Neighbor Network operates. K-

Nearest Neighbor Network finds groups of similar answers and compares new data points 
to the nearest known group from the training data set. This is done by finding the distance 
from the training data points to the new data point and taking the “k” nearest neighbors. 

These neighbors then vote based on their class which class the new data point belongs to. 
These votes are summed and the class with the most votes is then assigned to the new 

data point (image courtesy of Dr. Sam Gerdes). 

An example of a KNN clustering can be shown in Figure 4-18, where the new data 

point is added. This data point’s distance to all the other points was found first. Then the 

model  takes the closest K neighbors and assigns it a class based on the “vote” or class each 

neighbor belongs to [50].  

It is important to note that KNN can be used as an unsupervised machine learning 

model to generate clusters based solely on the data set and the number of desired clusters. 

However, this application of the KNN was not used in this work as the classes were 

determined manually via metallurgical analysis. 

4.5.5 Support Vector Machines (SVM) 

Support Vector Machines (SVM) are a supervised learning method that can be used 

for classification and regression prediction. A SVM’s goal is to create a hyperplane in a 
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higher dimension rather than that of the feature set dimension. This is accomplished with 

the kernel function, where the model is able to project the data into a higher dimension. 

The kernel function used in this work is the radial basis function. Hyperplanes are the 

decision boundaries of the model, where depending on which side the data point falls 

determines its class or value. These hyperplanes that the model creates are attempting to 

generate the maximum-margin between the difference in the classes data. This maximum-

margin is determined via the support vectors generated along the boundary points of given 

classes. Support vectors are vectors formed using only the data points found to be on the 

edge of a given class of data. The support vectors of two adjacent clusters are then 

compared to each other to find the maximum-margin between the two vectors in which to 

place the hyperplane on [50], [56]. 

 
Figure 4-19: Support Vector Machines training data was inputted and becomes the 

higher dimension map. This higher dimensional map is determined by a kernel function 
and then support vectors place the hyperplanes that separates the groupings (image 

courtesy of Dr. Sam Gerdes). 
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4.5.6 Random Forest Networks (RF) 

A Random Forest Network (RF) is a supervised machine learning algorithm that uses 

a collection of random decision trees. Each node in the forest is a decision based on the 

inputted training features that then branches off into another node. This sends the data down 

the network through each decision node until the last node, which has the class or 

regression value; this last node is denoted as a leaf. The training data is used to form many 

different decision trees; these trees make up the forest. After training, the testing data or 

new datapoints are run down each tree where the final predictions are done by majority 

rule at the last leaf in every tree [56]. Figure 4-20 shows an example of this process. This 

model is called a random forest because it generates a random number of trees, branches, 

and leaves within a user defined boundary. In this way, each decision the model makes is 

un-biased due to the randomized nature of its creation. A distinct advantage of basic 

decision trees is that they have a high level of bias. 
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Figure 4-20: Random Forest Network with an input of a new data point. The first 

decision tree sends that data set down a branch and down each tree until the final leaf. 
The final predictions are done by majority rule at the last leaf in every tree (image 

courtesy of Dr. Sam Gerdes). 
 
4.5.7 Artificial Neural Networks (ANN) 

The Artificial Neural Network (ANN) that was used in this research was a multilayer 

perceptron (MLP). A MLP is a fully connected feed-forward ANN and is generally 

regarded as the simplest ANN model. This network uses a minimum of three layers, an 

input layer, a hidden layer, and an output layer. Additional hidden layers can be added to 

change the structure from a shallow neural network (1-3 hidden layers) to a deep learning 

neural network (>3 hidden layers). The basic structure of the ANN is an input layer which 

holds the feature set for a given point to be evaluated; this then sends the inputs into the 
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first hidden layer by multiplying each input layer node by an associated weight (Wij), which 

houses the neurons. In the neuron, the summation of the weighted input layer neurons is 

fed into an activation function (usually based on the softmax function) to normalize the 

value. The neuron’s output from the first hidden layer is then sent into subsequential layers, 

using the same process of multiplying weights and normalizing with activation functions, 

until the final hidden layer. At which point, the values are fed into the output layer that 

performs either the classification or regression prediction [57].  

 
Figure 4-21: Schematic for Artificial Neural Network, this network has three main 

sections, an input layer, hidden layers, and an output layer. The input layer is made up of 
the feature set. This incoming data is then weighted and fed into a neuron. The neuron 
sums the weighted inputs and outputs this sum to an activation function. This function 
then determines the output of the neuron and feeds this into the next layer. After “N” 
layers the results are place into the output layer (image courtesy of Dr. Sam Gerdes). 

Each node or neuron is connected and has weights for every input from the previous 

layer. At the neuron, the weighted inputs are summed, and that value is passed into the 

activation function. The activation function takes in this sum and based on the applied 

function, decides the neuron output. Activation functions can take many forms, the most 
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basic is a step function, where if the input is greater than a set threshold, the neuron 

activates. A common activation function is the hyperbolic tangent sigmoid transfer 

function which was used in this work. The MLP model learns its weights via the back 

propagation method. This method finds the error in the predicted output in comparison to 

the actual value. It then back propagates the error through the model to modify the weights 

connecting every node to account for this error in prediction. It then repeats this for every 

feature set in the training data [57].  
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CHAPTER 5 ‒ RESULTS 
This chapter reports the results of extracted features as inputs into various machine 

learning models for the prediction of meltpool depth. In section 5.1 contains the results for 

the meltpool depth characterization. Section 5.2 includes an overview of the meltpool 

shape characterization, particularly the meltpool area. This section additionally includes 

the correlation that was found between the meltpool pool area and depth and the discussion 

of the extracted data from the infrared camera. In section 5.3 all the features that were 

discussed in previous sections are presented and methods for feature selection are 

described. Section 5.4 contains the results of the prediction of meltpool depth. Lastly, in 

section 5.5 there are the results for the visual representation of the primary dendritic arm 

spacing when compared to thermal data. 

5.1 Meltpool Depth Characterization 

Using the technique that was laid out in section 4.1, all twenty-one parts’ top surface 

meltpool depths were measured. The results of these measurements are seen in Figure 5-1 

to Figure 5-3. 

Figure 5-1 shows the nonlinear relationship between the power-velocity ratio and the 

meltpool depth. As the energy density or P/V ratio increased one would expect an increase 

in meltpool depth, similar to the end-of-cycle temperature trend discussed, but this was not 

seen in this data. At the lower energy density/lower power regions (red) there was a 

relatively low meltpool depth. 
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Figure 5-1: Mean meltpool depth [mm] for the last layer for A heights versus the power-

velocity ratio (P/V [J/mm]). Lower P/V ratios resulted in smaller meltpool depths. 
Samples 2 and 6 have less penetration (red). Samples 7, 4, and 1 have similar P/V ratios. 
Sample 7 has the lowest power and scan speed and has relatively small meltpool depth. 
When the power and scan speed were increased to the nominal (purple) settings, there 

was a large increase in meltpool depth to approximately three layers penetration, which 
was expected for the nominal setting. As the P/V ratio was increased, an increase in 
meltpool depth was expected but as seen in samples 1, 3, and 5 (green) there was a 

decrease in meltpool depth at the higher P/V ratios. 

When the samples with similar P/V ratios were explored, it was seen that there was no 

strong correlation between the P/V ratio and meltpool depth. The nominal setting sample 

(purple) shows a higher meltpool depth which was an optimal meltpool depth for this part. 

At the higher energy density regions (green) there were relatively moderate meltpool 

depths. In this region there was less penetration than expected. Each A height sample was 

measure approximately 70 times per part. 
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Figure 5-2: Mean meltpool depth [mm] for the last layer for B heights versus the power-
velocity ratio (P/V [J/mm]). Similarly to the A heights meltpool depth measurements, the 

region of lower energy density/lower power (red) had relatively lower meltpool depth. 
The nominal (purple) had the highest meltpool depth and the region of higher energy 
density/higher power (green) had meltpool depths in between the low and the high 

measurements.  

Figure 5-2 shows similar nonlinear trends as Figure 5-1, where the meltpool depths 

are low at the lower energy density region and then there was a jump at the nominal setting. 

Again, the nominal setting parts have an optimal meltpool depth. As the P/V ratio  

increased, the meltpool depths began to fall off and decrease. Each B height sample had 

approximately 100 meltpool depth measurements per part. 
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Figure 5-3: Mean meltpool depth [mm] for the last layer for C heights versus the power-
velocity ratio (P/V [J/mm]). There was a similar trend in C heights as seen in the A and B 

heights. The region of lower energy density/lower power (red) have relatively lower 
meltpool depths, while optimal depths are seen at the nominal settings (purple). Lastly, 

the region of higher energy density/higher power (green) has meltpool depth 
measurements that decrease when compared to the nominal setting parts. 

Each C height sample had approximately 20 meltpool depth measurements per part. 

Figure 5-3 shows the same nonlinear trend that was seen in the A and B heights. This 

nonlinear trend helped inform the decision to use machine learning. Machine learning 

models can find correlations in feature sets that are non-linear. The anticipated trend was 

for there to be a constant increase in meltpool depth, as the energy density increased, but 

this was not seen. The energy density was not a good predictor of meltpool depth; there 

was a relationship that was not apparent. The excess energy applied at higher energy 

densities did not increase meltpool depth (Z direction), however, that energy must go 

somewhere. Since the meltpool depth did not increase, the next logical place for the energy 

to dissipate through is in the X-Y plane, increasing the meltpool area. This will be 

investigated in the next section via the discussion of meltpool area that was extracted from 

the imaging pyrometer. 
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5.2 Correlation of Sensor Data and Meltpool Depth 

Using the techniques that were laid out in section 4.4 all twenty-one parts’ top surface 

meltpool shape features were extracted from the imaging pyrometer. This allowed for the 

data’s relationship to the meltpool depth to be explored. The methodology for extraction 

of end-of-cycle temperature from the IR sensor data was previously discussed in section 

4.4.3. Using this technique, the end-of-cycle temperature was extracted for the last five 

layers of each part.  

5.2.1 Meltpool Pyrometer Characterization 

With the pyrometer data processed the shape features were extracted.  This allowed 

for a qualitative analysis of the meltpool images. As meltpool shape features are highly 

correlated, only the meltpool area will be explored in these characterization results. The 

other meltpool shape features have similar trends to the meltpool area, therefore meltpool 

area was chosen to be presented as an overall portrayal of these features. Representative 

images were found for each of the parameter settings for the A heights. This was done by 

finding the mean number of pixels in the meltpool area, major axis, and minor axis for each 

parameter. The values were used to select a frame from the part data that had approximately 

the same size and shape. 
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Figure 5-4: Images representing the mean meltpool shape of each part. The meltpool area 

increased as the power setting increased. This was seen in the center three parts’ data 
(2A, 4A, 3A) and across the diagonal (7A, 4A, 1A) whereas the power was increased and 

the overall shape of the meltpool widened giving a larger area. The lower power parts 
(2A, 7A) had a relatively small area. The nominal setting (4A) had a relatively small 
meltpool. The higher power parts (1A, 3A) had a relatively higher meltpool area. The 
parts along the vertical (6A, 4A, 5A) showed a trend where the velocity decreased and 

the area increased. This image had the same layout as the power and velocity schematic 
(Figure 3-6). 

In Figure 5-4 meltpool images representing the mean meltpool shape of each part are 

shown. These meltpool images have the same layout of power and velocity setting that was 

seen in Figure 3-6, where the power and velocity was changed by ± 30% from nominal. 

These meltpool images show a general trend of meltpool area increasing as power settings 

were increased when compared to the nominal parameter meltpool.  The samples that had 



 
  66 
similar energy densities show an increasing meltpool area as the power was increased. 

Lastly,  as the velocity decreased, the meltpool area increased. 

 
Figure 5-5: Mean meltpool area [px] for the last layer for A heights (P/V [J/mm]). The 
general trend that was seen in the meltpool area was that meltpool area increased at the 

higher power settings. Parts 6 and 7 show small meltpool areas (red). The nominal part 4 
(purple) also shows a small meltpool area. As the power was increased, relatively large 

meltpool areas were seen in parts 1, 3, and 5 (green). Part 2 had a relatively medium area 
meltpool which was unexpected. When further explored, it was believed to be from 
meltpool instability, where part 2 had the largest skewness in the meltpool intensity.  

 Figure 5-5 shows the mean meltpool area for the A heights. In this figure a general 

trend was seen, the meltpool area increased as the power settings increased. This was seen 

in parts that had similar energy densities. Part 7 had the lowest power and a smaller 

meltpool area. The power was then increased to the nominal settings for part 4, and a small 

increase in meltpool area was seen. The power was further increased for part 1 and a large 

jump in meltpool area was observed. Parts 3 and 5 had a higher energy density and higher 

meltpool areas when compared to the nominal settings part. Part 2 had a relatively medium 

meltpool area, which was unexpected. When further explored this was believed to be from 

meltpool instability, part 2 had the largest skewness in the meltpool intensity. This 

increased skewness meant that the distribution of heat in the meltpool had more outliers of 
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higher intensity pixels. These higher intensity pixels would be a result of a hotter meltpool. 

This reflects the results seen in the meltpool area figures in this section and in the end-of-

cycle temperature figures in section 5.2.2.  

 
Figure 5-6: Mean meltpool area [px] for the last layer for B heights versus the power-

velocity ratio (P/V [J/mm]). Similar trends to the A heights meltpool area measurements 
where, sans part 2, the lower power region (red) had smaller meltpool areas and the 

nominal part 4 (purple) also showed a relatively small meltpool area. Like A heights, 
there was the same jump in meltpool area as the power increased to the higher power 

region (green). 

The B heights had a similar trend to the A heights, when the power increased in the 

region of similar P/V ratios, there was an increase in the meltpool area. The mean meltpool 

areas for B heights can be seen in Figure 5-6. In addition to this trend, the general locations 

of the data in the A heights were mirrored in the B height data. The region of lower energy 

density/lower power had the smaller to medium meltpool areas and the higher energy 

density/higher power region contained the largest meltpool areas. 
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Figure 5-7: Mean meltpool area [px] for the last layer for C heights versus the power-

velocity ratio (P/V [J/mm]). The area trends extracted for the C heights were likewise to 
the trends seen in the A and B heights. The region of lower energy density/lower power 

(red) had relatively medium to small meltpool areas, along with the nominal (purple) 
having a relatively small meltpool area when compared to other C height parts. The 

higher energy density/higher power region (green) contained the larger meltpool areas. 
Lastly, a similar trend to the A and B heights, when the power increased in the region of 

similar P/V ratios there was an increase in the meltpool area. 

Figure 5-7 shows the mean of extracted meltpool areas for the C heights. This plot 

shows the comparable trends to the A and B height parts’ meltpool areas. For parts of 

similar energy densities, as the power was increased, the meltpool area also increased. The 

lower energy densities had an overall small to medium meltpool area when compared to 

the nominal parameter settings and the higher energy densities had overall larger meltpool 

areas.  
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Figure 5-8: Meltpool depth and area correlations to power-velocity ratio. The lower 

energy density/lower power parts (red) had small to medium sized meltpool with 
relatively low meltpool depth penetration. The nominal parts (purple) had a small 

meltpool area with a high meltpool depth. The higher energy density/higher power parts 
(green) had a larger meltpool area with a medium depth. A nonlinear relationship was 

observed between the depth and area of the meltpool. Meltpool area increased at higher 
energy density. It is hypothesized that there was a breakdown in penetration of the 

meltpool and instead of a continuously increasing meltpool depth there was a point where 
the energy started to widen the meltpool. Once there was too much power or energy in 
the meltpool, it began to spill over into the surrounding horizontal directions, giving a 

larger meltpool area, as seen in the higher energy density region. 

Figure 5-8 shows the correlation between the meltpool pool area, depth, and energy 

density. A nonlinear relationship between depth and area of the meltpool was observed in 

these measurements. Compared to the nominal setting, the higher energy densities had 

larger meltpool areas but there was a loss in meltpool depth. This is due to the heat 

dissipating towards the melting of the surrounding powder instead of downwards toward 

the previous layers. Simply stated, the higher energy densities resulted in the excess 

melting of powder and a reduction in meltpool penetration from nominal. 
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5.2.2 Infrared Camera Characterization  

The end-of-cycle temperature was extracted for the last five layers of each part and the 

mean and standard deviation was found. From the IR camera and the extracted end-of-

cycle temperatures, it was determined that energy density was an insufficient predictor of 

end-of-cycle temperature. This can be seen in Figure 5-9 where the three parts which had 

similar P/V ratios did not share similar temperatures. As the laser power increased and the 

P/V ratio stayed the same, there was an increase in end-of-cycle temperatures.  

  
Figure 5-9: Mean end-of-cycle temperature [°C] for the last five layers correlation to 

power-velocity ratio (P/V [J/mm]) for A heights. The three settings that have similar P/V 
ratios (7, 4, 1) do not have similar temperatures; this shows that energy density was not a 

good predictor of end-of-cycle temperature. These three settings also show that as the 
power increased there was an increase in end-of-cycle temperature.   
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Figure 5-10: Mean end-of-cycle temperature [°C] for the last five layers versus to power-

velocity ratio (P/V [J/mm]) for B heights. These values have a similar trend to the A 
heights, where the lower energy density/lower power parts (red) have a generally lower 

end-of-cycle temperature and the higher energy density/higher power parts (green) have a 
higher end-of-cycle temperature.  

Similar trends are seen in Figure 5-10 and Figure 5-11, where similar P/V ratios show  

there was not strong correlation between energy density and end-of-cycle temperature but 

there was a correlation between the power and end-of-cycle temperature. There was also 

clustering with the lower power parts experiencing lower end-of-cycle temperature and the 

higher power parts a higher end-of-cycle temperature. 
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Figure 5-11: Mean end-of-cycle temperature [°C] for the last five layers compared to 

power-velocity ratio (P/V [J/mm]) for C heights. Like trends in C height parts, as seen in 
A and B height parts. The same trend was seen when three settings, that had similar P/V 
ratios (7, 4, 1), do not have similar temperatures which showed as the power increased, 

end-of-cycle temperatures also increased. This demonstrated that energy density was not 
a good predictor of end-of-cycle temperature. 

The trend seen in the end-of-cycle temperature for all three part heights clearly shows 

that increasing laser power results in increased end-of-cycle temperature, implying the 

presence of heat accumulation. This data also showed that energy density should not be 

used as a predictor of end-of-cycle temperature.  

5.3 All Features and Feature Selection 

For evaluation of predicting meltpool depth through the use of machine learning 

models, three main categories were chosen, they are: 

• Parameters (P) 

• Parameters + Sensor (P + S) 

• Parameters + Sensor + Graph Theory (P + S + GT) 
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For each of these categories, feature selection was done, and the five prediction models 

discussed previously were run. For the first category, Parameters, there was no feature 

selection done as there are only three features in this category.  

For feature selection of the Parameters + Sensor category an evaluation of its features’ 

Learning Curve was performed; these features used can be seen in Table 5-1.  

Table 5-1: Features selected to be used in the prediction of meltpool depth classes. 

 

It was found that for prediction using just the Parameter and Sensor features, all 15 

features were needed for a high fidelity classification model. This can be seen in Figure 

5-12, where the learning curve shows that as more features are added, the higher the F-

Score goes and thus the more accurate the model’s prediction. 

Parameters  

Power Velocity P/V ratio 

Sensor 

Area Area STD Major Axis Minor Axis Skewness 

Eccentricity ECT last 5 layers Major Axis STD Minor Axis STD Skewness STD 

Eccentricity STD ECT STD 
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Figure 5-12: Learning curve comparing F-score to the number of features used. The first 
three features used were the parameters and alone have an F-Score of ~73%. When 

Sensor Features were added in addition to the parameters there was a jump in accuracy. 
This accuracy increase continued until all 15 available features were used. All 15 features 

were needed for high fidelity classification prediction. 

For the last category, Parameters + Sensor + Graph Theory, there was a total of twenty-

seven features available for use. For feature selection, the method of maximum relevance 

minimum redundancy (MRMR) was used to determine what features are the most relevant 

to prediction of meltpool depth. MRMR is an algorithm that is used to assist in the 

development of feature selection. It is designed to select features that have the highest 

correlation to the classes and the least correlation to other features. For the feature data 

sets, MRMR was run 1000 times with randomized data selection from classification data 

sets and the number of occurrences of each feature in the ranked list was found.  

The top 10 features were: 

• Power 

• Velocity 
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• P/V ratio 

• Meltpool Area 

• Meltpool Skewness 

• Meltpool Eccentricity 

• Standard deviation of Eccentricity 

• (n) Full width Half Max 

• (n) End-of-Cycle temperature 

• (n-2) End-of-Cycle temperature 

An evaluation of the Parameters + Sensor’s learning curve was performed; this can be seen 

in Figure 5-13. 

 
Figure 5-13: Learning curve showing the 10 features determined to be used via minimum 

redundancy maximum relevance (MRMR) compared to all the features. MRMR’s 
algorithm selected features and numbered them based on their overall relevance to the 
ground truth. This method also compares feature correlation to each other to reduce the 
redundancy within the feature set. This can be seen in the removal of the features major 

and minor axis and not eccentricity. As eccentricity is derived from major and minor axis, 
it has a high correlation and thus using both in the feature set could be redundant.  
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5.4 Meltpool Depth Predictions 

The meltpool data was split into two data sets, a training set and a testing set. The split 

of the data was chosen to be 80% training set and 20% testing set. This was chosen as the 

total number of data points available after the Classification split to reduce bias was 768 

data points. This gave 615 data points in the training set and 153 data points in the testing 

set. There was a loss from balancing the data class split of 439 data points. A total of 100 

train-test iterations were performed where the training and testing data were randomized, 

and the model was re-trained on the new training data. This was to ensure there was no 

overfitting to a specific subset of the data. The meltpool depth predictions were run on each 

of the prediction models for each of the three categories. This consisted of 3 steps. These 

steps are optimization of the model, training of the model, and testing of the model. 

Optimization found the setting and parameters of the model that would then be applied to 

the Training step. The default MATLAB Optimization settings were used, and the model 

setting saved.  
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Figure 5-14: Machine learning classification results per model using different numbers of 
features and types of sensors. This shows that process parameters are not sufficient for 

prediction of meltpool depth and sensor features are needed for a higher accuracy 
prediction. Highest accuracy model was SVM at 85.9%. 

Each model was run 100 times on the train-test cycle and its outputted performance 

metrics were recorded; the average and standard deviation of the F-score were found. 

Figure 5-14 shows the results of these runs for the classification prediction. These results  

indicate that the highest accuracy model is SVM at 85.9% when using the Parameters + 

Sensor feature set. The next closest was the ANN at 81.2%, using the feature set Parameters 

+ Sensor + Graph Theory. When exploring these results, the outcome of the Parameters 

category is of interest. These three features were able to give approximately 60% accuracy 

across all models.  
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Figure 5-15: Class prediction results with infrared features, without infrared features, and 
with simulated infrared features. There was approximately a 5%-10% drop in F-Score 

when the infrared end-of-cycle feature was removed from the feature set. When the 
thermal date was replaced with simulated infrared features from graph theory simulation 
the accuracy was restored to similar accuracy values with the real infrared data. Thermal 

simulations could be used as a replacement for in-situ sensor data. 

An analysis on the impact of the infrared end-of-cycle data was done to see its 

influence on the accuracy of the meltpool depth prediction. These findings are from the 

same feature set list as the Parameters + Sensor category with the exclusion of the IR 

features. This reduces the feature set list from 15 features to 13 Features.  

Based on this omission of the IR features shown in Figure 5-15, a loss of accuracy of 

approximately 5% across many of the models can be found. While this is a significant drop 

in accuracy, the fact that the accuracy only dropped by 5% indicates that the features that 
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were extracted from the meltpool are far more important in the prediction of meltpool 

depth. Additionally, when end-of-cycle features were put back in the model via the form 

of graph theory thermal simulation results, the model increased its prediction accuracy 

again. This indicates the potential for using simulations in place of sensors for the 

prediction of flaws in LPBF and meltpool depth.  

 
Figure 5-16: Machine learning regression results per model for different numbers of 

features and sensor types. This shows that the feature set is unsuitable for regression as 
only the support vector machine (SVM) and the artificial neural network (ANN) were 

able to reach an accuracy of 𝑅𝑅2 = ~50%.  

Four models were chosen to explore the feature set’s ability to predict meltpool depth 

using regression prediction. Random Forest and ANN gave comparable results for 

regression of 𝑅𝑅2 values of greater than 50%. With the best model being the Random Forest 

using the feature set of Parameters + Sensor + Graph Theory, this model gave an 𝑅𝑅2 value 
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of 56.9%. The ANN produced results of an 𝑅𝑅2 value of 55.1%. These results show  (Figure 

5-16) that this feature set is unsuitable for regression modeling.  

While unsuited for regression prediction of meltpool depth, they do show the same 

increase in accuracy when meltpool features were added. This supports the notion that 

while parameters make up a substantial portion of the accuracy found in the models, 

meltpool features and characteristics make up the details needed for a higher fidelity model. 

5.5 Visual Comparison of PDAS 

A visual comparison of the primary dendritic arm spacing to the thermal history was 

done using heatmaps to show regions of larger PDAS or temperature, Figure 5-17. Further 

use of PDAS is discussed in the Future Works section. 

 

Figure 5-17: Primary dendrite arm spacing (PDAS) size map. There is an increase in 
PDAS as the height increases. This could be due to the heat accumulation in the 

overhang. The heat accumulation could give more time for dendrites to form.  

The PDAS size map, Figure 5-17, shows an increase in the upper portion of the part. 

This makes sense as these parts were designed to have heat accumulate in the overhang 
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section. This heat accumulation gives a higher end-of-cycle temperature for the previous 

layer giving the following heating-cooling cycle a higher end-of-cycle temperature, giving 

more time for dendrites to form. It is of note that the last layer or top of the part has a lower 

PDAS than expected. This would be from the fact that the last layer does not receive any 

reheating cycles to drive the temperature of that area above the eutectic temperature. The 

previous layers receive heat from the formation of the new layers above them, and as the 

meltpool depth measurements show, there is an average penetration of 3.11 layers for part 

4A. The final layer did not undergo remelting and thus there was no additional time above 

the eutectic temperature, resulting in a decrease in the scale of the PDAS when compared 

to the previous layers. 

 

Figure 5-18: (a) The infrared data for end-of-cycle temperature and (b) thermal 
simulation of end-of-cycle temperature data comparison. The infrared data show clear 
separation and jumps in the end-of-cycle temperature as the C and then B parts finish. 

With fewer parts on the build plate there is less time between the layers giving less time 
for cooling. This and the geometry drive heat accumulation. The infrared data and 

thermal simulation data show similar results but there is more definition in the layer in 
the thermal simulation. 

The IR data for end-of-cycle temperature shows clear striations and separation from 

when the C and then B parts finished printing. The thermal simulation shows similar results 
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to the IR data, however there is further definition in the layer than observed in the IR data, 

shown in Figure 5-18. This could be that the model is more sensitive to the inter layer time, 

giving a sharper increase in end-of-cycle temperature than was seen at height 10 mm or 15 

mm in the IR data.  
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CHAPTER 6 ‒ CONCLUSIONS AND FUTURE WORK 
This work investigated the prediction of meltpool depth in Laser Powder Bed Fusion. 

Specific contributions from this work are as follows: 

1) Designed and built twenty-one Inconel 718 overhangs of three different heights. 

2) Collected in-situ data with a dual wavelength pyrometer and an infrared camera. 

3) Extracted meltpool characteristics and end-of-cycle temperature from said 

sensors. 

4) Measured meltpool depth using an optical microscope. 

5) Correlated sensor data to real world spatial location in the parts. 

6) Created feature sets from parameters, extracted sensor data, and graph theory 

simulations. 

7) Selected features from each category to maximize prediction success and 

accuracy. 

8) Implemented optimized feature sets on 5 classification prediction models and 4 

regression prediction models. 

Analyses of end-of-cycle temperatures, meltpool depth measurements, and  meltpool 

areas were performed. From the IR temperature data, it was found that energy density was 

not a good predictor of end-of-cycle temperature. As power increased, end-of-cycle 

temperatures also increased. The meltpool depth measurements showed there was a 

nonlinear relationship between the power-velocity ratio and this nonlinearity. These  

discoveries reinforced the decision to use machine learning to predict meltpool depth. The 

meltpool area showed that as power increased there was an increase in meltpool area. These 
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finding show a relationship between the power, scan speed, meltpool area, and meltpool 

depth. As the energy density increased past the nominal there was a trend for the heat to 

dissipate towards melting of the surrounding powder instead of the previous layers, causing 

the meltpool  widen and spill over into the surrounding horizontal directions, giving a larger 

meltpool area. This widening of the meltpool resulted in reduced meltpool depth.  

The following results are quantifiable performance metrics that were used to evaluate 

the accuracy of the prediction. Meltpool depth was correctly predicted with an F-Score 

accuracy of 85.9% with a standard deviation of 2.7% using a Support Vector Machines 

machine learning model. It was found that while the parameter features make up a majority 

portion contributing to the accuracy found in the models, the meltpool features and 

characteristics had a larger effect on the meltpool depth prediction and were needed to 

create a high-fidelity prediction model. It was also found that this feature set was unsuitable 

for regression prediction.  

Furthermore, SEM images were captured, and visualizations were created to aid in the 

future work of prediction of primary dendritic arm spacing. This work shows locations of 

higher PDAS and attempts to understand how the thermal effects relate to them.  

Flaws in this work could come from calibration of the sensors, this was minimized by 

taking a calibration to a known actual temperature and correlating this known temperature 

to IR data. Another source of error could be the correlation of the pyrometer data’s frames 

to spatial location in the part. As both the meltpool depth measurements and the hatch 

location alignment were done by hand, there could be flaws in this created relation; 

meltpools could have been missed or skipped at the edges of the picture or part. This error 

could account for the model’s accuracy not reaching above 86%. 
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The future work of this research would be to expand  predictions to primary dendritic 

arm spacing. For this future work, all features created and outputs predicted (meltpool 

depth) could be applied as the input feature sets. To do this, the approximately 1,800 SEM 

images that were collected would need to be evaluated for PDAS and their location within 

the part.  

Using the methodology set out in this thesis, meltpool characteristics could be 

extracted and segmented throughout the whole volume of the twenty-one parts. Each hatch 

of each layer could have a meltpool feature set extracted and correlated to its real-world 

location. PDAS measurements could then be taken and by interpolating between data 

points, a complete map of the PDAS of the part could be created. From this feature set and 

ground truth PDAS data, machine learning models could then be evaluated for prediction 

accuracy of PDAS.  

If this experiment were to be re-run there could be additional features extracted from 

a completely functional pyrometer sensor. This would open avenues of use for initial 

meltpool temperatures, giving rise to a more complete heating/cooling curve of the part. 

From this, meltpool temperature and thermal history simulations, the cooling rates, or an 

approximation of the cooling curve could be evaluated into features. Given the equations 

for the formation of PDAS, which are based on the cooling rates, features that could have 

a positive influence on accuracy could be created. 

This initial or exploratory work lays out the methodology that is needed to extract 

useful information from in-process sensor data and thermal simulations and demonstrates 

that it is possible to predict meltpool depth to a certain degree of accuracy.  
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The data that supports the findings of this thesis are available by contacting Dr. 

Prahalada Rao. Restrictions apply due to the data being a part of several ongoing studies 

and will be made available in due course. 
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