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Descriptions of Sampling Practices Within Five Approaches to Qualitative Research in Education and the Health Sciences

Timothy C. Guetterman

Abstract: Although recommendations exist for determining qualitative sample sizes, the literature appears to contain few instances of research on the topic. Practical guidance is needed for determining sample sizes to conduct rigorous qualitative research, to develop proposals, and to budget resources. The purpose of this article is to describe qualitative sample size and sampling practices within published studies in education and the health sciences by research design: case study, ethnography, grounded theory methodology, narrative inquiry, and phenomenology. I analyzed the 51 most highly cited studies using predetermined content categories and noteworthy sampling characteristics that emerged. In brief, the findings revealed a mean sample size of 87. Less than half of the studies identified a sampling strategy. I include a description of findings by approach and recommendations for sampling to assist methodologists, reviewers, program officers, graduate students, and other qualitative researchers in understanding qualitative sampling practices in recent studies.
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1. Introduction

How large should a qualitative sample size be? This question seems to plague new qualitative researchers who often turn to sampling suggestions (BERNARD, 2000; CHARMAZ, 2006; CRESWELL, 2013; GUEST, BUNCE & JOHNSON, 2006; MORSE, 1994; SANDELOWSKI, 1995) that are, perhaps too often, taken as canonical (MORSE, 2000). However, before discussing sample sizes further, it is necessary to discuss sampling generally, and although we should resist the urge to think about qualitative sampling from a quantitative viewpoint (EMMEL, 2013), it is helpful to compare the two approaches. [1]

Sampling in quantitative research typically follows random sampling procedures (CRESWELL, 2015). Researchers calculate the required sample size before beginning the study and that size remains a constant target throughout the study. They can turn to the literature for sample size guidelines for particular analyses that will have appropriate power to detect effects. Qualitative sampling, however, is less direct. As EMMEL (2013) explained, qualitative sampling is not a single planning decision, but it is an iterative series of decisions throughout the process of research. A reflexive researcher then makes adjustments and considers the implications of sampling on interpretation. Although qualitative sampling is substantially more complicated than sample sizes and sites (ibid.), sample sizes and sampling practices are the focus of this article. Section 1.1 discusses reasons to conduct research on qualitative sample sizes and summarizes the aims of the study, and Section 2 reviews relevant literature on qualitative sampling. Section 3 describes the method, including the sample of studies, data collection, and data analysis methods. Next, the findings appear in Section 4 with a description of sample size and practices within published studies in education and health sciences by research design. Section 5 summarizes the major procedural themes emerging across the corpus of studies and the key limitations of this article. Section 6 presents recommendations for sampling procedures, followed by conclusions in Section 7. [2]

1.1 Why examine qualitative sample sizes?

Although recommendations exist for determining qualitative sample sizes (e.g., CRESWELL, 2013; MORSE, 1994), the literature appears to contain few instances of research on qualitative sample sizes. Practical guidance is needed to determine sample sizes for rigorous qualitative research. The lack of guidance poses a problem because researchers planning qualitative studies need to estimate sample sizes in order to 1. allocate resources and budget, 2. develop proposals for funding, 3. develop proposals for institutional review boards, and 4. conduct rigorous and systematic qualitative research. A systematic examination
of the sampling practices in published qualitative studies adds to the sampling conversation and may help to refine sampling recommendations by providing an empirical basis. The findings of this study may be useful to methodologists, reviewers, program officers, graduate students, and other qualitative researchers in understanding qualitative sampling practices in recent studies. [3]

One way to approach the topic of qualitative sampling is to focus on methods by describing sampling practices in recent studies. A description provides insights into how qualitative sampling works in actual research. Thus, the purpose of this article is to describe sample size and sampling practices within highly cited published studies in education and the health sciences. To achieve this purpose, three research questions guided the study. The research questions were: 1. What overall sampling procedures do researchers describe and cite when conducting qualitative studies within five approaches to qualitative inquiry in the two disciplines? The five approaches are defined by John CRESWELL’s (2013) typology: case study, ethnography, grounded theory methodology, narrative inquiry, and phenomenology. 2. What specific sample sizes do researchers report within the five approaches to qualitative inquiry? 3. How do researchers describe their determination of sample size? This article is not intended to suggest rules for appropriate sample sizes within approaches to qualitative research. Rather, it is meant to describe sample size and extensiveness across published studies in both health sciences and education that explicitly use one of five approaches to qualitative inquiry. The sample sizes in published studies might provide a baseline for the researcher to then tailor estimates to particular circumstances when planning a study. [4]

2. Review of Related Literature

This literature review discusses three areas related to qualitative sample size: summary of sampling recommendations, literature related to sample size, and existing studies of qualitative sample sizes. As EMMEL (2013) noted, with theoretical or purposive sampling, the researcher is reflexive and makes decisions in response to empirical findings and theoretical developments that occur in the study. The process follows the iterative nature of qualitative research. A key qualitative feature is that research questions are typically limited, studying a central phenomenon in a particular context. The researcher's intent is not to generalize from the sample to a population, but to explain, describe, and interpret (MAXWELL, 2013) this phenomenon. Consequently, sampling is not a matter of representative opinions, but a matter of information richness. Appropriateness and adequacy are paramount in qualitative sampling (MORSE & FIELD, 1995). Scholars have provided sampling procedures (e.g., CRESWELL, 2013; MARSHALL & ROSSMAN, 2011; MAXWELL, 2013; MERRIAM, 2009; MORSE, 1994; PATTON, 2015). For example, CRESWELL’s (2013) comprehensive qualitative text devoted four pages to sampling. He presented three considerations of the purposeful sampling strategy: deciding the participants or sites, selecting the sampling strategy, and determining the sample size. [5]
Some researchers have addressed the challenges of determining sample size. PATTON (2015) explained that purposeful sampling involves selecting information rich cases. In addition to the purpose of the inquiry, PATTON acknowledged the role of resource limitations in determining a qualitative sample size. MERRIAM (2009) also discussed the process for selecting a sample and determining sample size. She noted that it depends on the research questions, the data collected, the data analysis, and the availability of resources. To the specific question of how many, MERRIAM wrote, "there is no answer" (p.80). She recommended including approximate numbers, subject to change, when developing proposal. SANDELOWSKI (1995) discussed the aspects of the study that the researcher should take into account when determining a sample size or evaluating its adequacy. Determining sample size involves "judgment and experience in evaluating the quality of the information against uses to which it will be put" (p.183). Clearly, sample size is contingent on many considerations.

In the midst of these cautions, several scholars have addressed sample size directly. CRESWELL (2013) suggested collecting extensive details about a few sites or individuals. He provided observations and some recommendations of sample size ranges for the five approaches: case study, no more than four to five cases; ethnography, a single culture sharing group; grounded theory methodology, 20 to 30 cases; narrative inquiry, one to two cases observed unless developing a collective story; and phenomenology, three to ten cases, with observed sample sizes from one to 325. MORSE (1994) also provided suggestions for various qualitative approaches: to understand the essence of an experience, six participants; ethnography, 30 to 50; and grounded theory methodology, 30 to 50. These two texts, MORSE’s (1994) and CRESWELL’s (2013), provide researchers with concrete numbers. Others, such as EMMEL (2013), have cautioned against reliance on these suggested sizes and urged researchers to consider additional factors. Furthermore, MORSE (2000) has since clarified the assumptions behind the sample sizes and recommends that researchers account for the scope, the topic, the quality of data, the design, and the use of shadowed data (i.e., participants’ reports about others).

A related topic is how to assess the adequacy of a sample in terms of the size of the sample and the appropriateness of the particular individuals, other data sources, or sites (ONWUEGBUZIE & LEECH, 2007). Methodologists have discussed the use of the grounded theory concept of theoretical saturation (GUEST et al., 2006) as the marker of a sufficient sample size. Theoretical saturation is the point at which the qualitative analyst does not see new information in the data related to the codes, themes, or theory (ibid.). Saturation, however, might not be the best marker of an adequate sample. OREILLY and PARKER (2012) questioned the relevance of theoretical or thematic saturation beyond grounded theory methodology and argued for more transparency in how researchers achieved saturation.

Several researchers have analyzed studies published to examine sample sizes. SOBAL (2001) conducted a content analysis of studies published in a nutrition education journal to examine sample extensiveness. For studies using individual
Interviews, the mean number of participants was 45; for group interviews, the mean was 15 groups and 141 participants. SAFMAN and SOBAL (2004) conducted a similar study of sample extensiveness in health education research. Studies using individual interviews had an average sample size of 103 (SD 134) and ranged from 2 to 720. Finally, MASON (2010) conducted a thorough examination of qualitative sample sizes in PhD dissertations. He found a mean sample size of 31 and reported the most typical sample sizes were 10, 20, 30, and 40. These studies provided valuable guidance for the present study. [9]

3. Method

I conducted a literature search for qualitative studies published within these two disciplines, health sciences and education, over the last five years and categorized the studies into one of the qualitative research designs, using CRESWELL's (2013) five design typology. The purpose of the data collection was to adequately describe sampling strategies associated with the five approaches. [10]

3.1 Sampling

This study employed a combination of two purposive sampling strategies: critical case and stratified sampling. Critical case sampling involves selecting a small number of important cases to "yield the most information and have the greatest impact on the development of knowledge" (PATTON, 2015, p.276). The sample was limited to published, peer-reviewed journal articles for two reasons: they generally attain higher quality standards, and they are a principal source of scholarly evidence (CRESWELL, 2015). Next, the sample involved critical case sampling through the selection of the most highly cited articles, based on the Web of Science "times cited" count. The reason for using Web of Science is because it is a fully indexed, "curated database of published, peer-reviewed content that is selected according to publicly available standards" (http://wokinfo.com/). The Web of Science covers over 12,000 journals and serves as the basis for impact factor calculation. It also has a citation tracking feature, which provides a common measure of the influence of research output (VAN AALST, 2010). The times cited count provides a measure of the use of the article, and perhaps, its influence in the research community. However, it should be noted that many have criticized the Web of Science for its national bias and the lack of transparency in determining which articles are citable (PLOS ONE, 2006). In addition, researchers have suggested alternatives, such as Google Scholar, as a more comprehensive measure of research output (VAN AALST, 2010). [11]

Ostensibly, the articles I examined based on the Web of Science times cited employed sampling that generated findings and interpretations that were useful to other researchers. In addition, I employed a stratified purposive sampling strategy to allow for comparison (PATTON, 2015). I selected the five most highly cited articles within education and the health sciences for each of CRESWELL's (2013) five approaches to qualitative research. The rationale for this approach was to capture variations between two fields in which qualitative inquiry is widespread. A
sample of studies that span the five approaches will further assist in understanding sampling based on design, given the desired outcome to describe sample sizes, based on published research, for each approach and to develop recommendations for researchers. [12]

3.2 Sample size

My target sample of 50 articles contained the five most highly cited papers in education and the health sciences within each approach from 2008 through 2012. The reason for ending sampling at 2012 was to have a year lag to account for newer publications that have not been read or cited less often. The study considers each of the five approaches as cases of sampling. Thus, it consists of five cases, which is within CRESWELL's (2013) recommendation for the number of cases to include in a case study. I selected ten published articles within each approach because I felt this number would be adequate to yield sufficient depth. [13]

3.3 Data collection

To search for relevant articles, I entered the approach (e.g., "grounded theory") into the Web of Science database and limited the timespan to 2008-2012. To limit articles to education and the health sciences, I placed criteria on the search results for journal articles in education¹ and health sciences² disciplines. [14]

Not all categories (i.e., disciplines) were represented in all searches. In instances where two articles met inclusion criteria and tied for the times cited, I included both articles, resulting in 51 studies. [15]

3.4 Data analysis

I employed a qualitative text analysis, as described by Udo KUCKARTZ (2014). Each article was the unit of analysis. Following KUCKARTZ (2014) and MAYRING (2000), the overall steps in the analytic process were to: 1. determine my goal for developing categories based on research question, 2. determine the degree of differentiation between categories, 3. set the abstraction level, 4. begin with first text passage and create categories, 5. read full text of article line by line and construct additional categories, 6. assign categories and create additional categories, 7. rearrange categories when necessary and move to next article, 8. revise the category system. [16]

---

1 The exact limits for education were:
   - web of science categories=(education educational research)
   - timespan=2008-2012, indexes=Science Citation Index (sci) expanded, Social Science Citation Index (ssci), Arts & Humanities Citation Index (a&hci), Book Citation Index-Science (bkci-s), Book Citation Index-Social Sciences and Humanities (bkci-ssh)

2 The exact limits for health sciences were:
   - web of science categories=(medicine general internal or nursing or health policy services or clinical neurology or nursing sci or nursing ssci or rehabilitation or health care sciences services or neurosciences or psychiatry or oncology)
   - timespan=2008-2012. indexes=sci-expanded, ssci, a&hci, bkci-s, bkci-ssh.
Step 1 was to determine my goal for developing categories, based on the research questions (Section 1.1). The goal was to categorize sampling procedures, sample sizes, and descriptions of the determination of sample size. In Step 2, I determined that the differentiation of categories needed to be specific enough to describe differences in procedures among the five approaches and disciplines. In Step 3, I determined the level of abstraction to be the precise procedures described by the authors of articles. Because this study focused on sampling procedures, many of which are described in existing qualitative methods literature (e.g., CRESWELL, 2013; PATTON, 2015), the categories were theoretically derived (KUCKARTZ, 2014) from the research questions and set a priori. I created a codebook, which consisted of the following categories: the qualitative approach, sample size, the sites, identified sampling strategy, sampling procedure discussion and authors cited, the data sources, observation sessions, and funding. However, other categories were allowed to emerge throughout the analysis. In Step 4, I began with the first article and focused on the method section. Although much of the data was written into the method section of each article, it was necessary to examine the full text, as additional details appeared in the introduction, discussion, tables, and even the abstract. In Step 5, I proceeded to analyze each article for other noteworthy sampling procedures and coded those procedures as they emerged. Examples of new categories were the length of interviews and number of sites. In Step 6, I coded within each article and refined the codebook to be more specific. In Step 7, I rearranged the codebook as more fine-grained categories emerged, such as discussions of theoretical saturation and funding sources. Finally, in Step 8, the category system became fixed after reviewing approximately one third of the articles. I proceeded with coding the remaining articles. [17]

After coding all articles, I compiled these categories in three ways: for the entire corpus of articles, for health sciences compared to education, and for each of the five qualitative approaches. I used MAXQDA to count frequencies of codes and develop a series of contingency tables to compare descriptive statistics of sampling characteristics among the disciplines and among the five approaches. [18]

4. Findings

The mean sample size across all studies was 87 participants with a minimum of one and a maximum of 700, across two sites on average. For studies that used interviews, researchers typically conducted one interview per person. The maximum number of interviews was four per person. The mean number of observations was 115. Table 1 presents a summary of the descriptive statistics of the sampling characteristics for all studies and by discipline. The following section presents a summary of the findings, including a description of the sampling characteristics for the studies reviewed, organized by discipline within each of the five approaches to qualitative inquiry (see Table 2).
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Table 1: Summary of sampling characteristics of all studies

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Interviews per participant</th>
<th>Observations</th>
<th>Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health sciences</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>26</td>
<td>26</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>Mean</td>
<td>93</td>
<td>1</td>
<td>178</td>
<td>2</td>
</tr>
<tr>
<td>SD</td>
<td>141</td>
<td>1</td>
<td>186</td>
<td>1</td>
</tr>
<tr>
<td>Min</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>Max</td>
<td>586</td>
<td>4</td>
<td>532</td>
<td>5</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>25</td>
<td>23</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>Mean</td>
<td>80</td>
<td>1</td>
<td>40</td>
<td>3</td>
</tr>
<tr>
<td>SD</td>
<td>169</td>
<td>1</td>
<td>45</td>
<td>2</td>
</tr>
<tr>
<td>Min</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Max</td>
<td>700</td>
<td>4</td>
<td>111</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>51</td>
<td>49</td>
<td>11</td>
<td>33</td>
</tr>
<tr>
<td>Mean</td>
<td>87</td>
<td>1</td>
<td>115</td>
<td>2</td>
</tr>
<tr>
<td>SD</td>
<td>153</td>
<td>1</td>
<td>153</td>
<td>2</td>
</tr>
<tr>
<td>Min</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Max</td>
<td>700</td>
<td>4</td>
<td>532</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: Summary of sampling characteristics by qualitative approach. Please click here to download the PDF file. [19]

4.1 Case study

Ten published case studies had a mean sample size of 188 at three sites on average. Half of the studies also detailed their use of observations with a mean of 176 observations. Of note, sample sizes in the reviewed case study articles appeared to relate to how the case was bounded. The sample size was typically inclusive of all participants within the case. Researchers' choices of cases to study, however, were more elusive to determine. Half of the studies identified a sampling strategy or rationale. Two of five studies included a literature citation with the sampling discussion. Finally, none of the case studies included a discussion of saturation or the adequacy of the sample. [20]

3 N=number of studies, SD=standard deviation, Min=Minimum, Max=Maximum
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4.1.1 Education

Sample sizes within education focused studies ranged from 12 (PARK ROGERS & ABELL, 2008) to 700 and seemed to reflect the size of the case. The largest sample was in the BOALER and STAPLES (2008) 5-year longitudinal study, which involved three high schools, interviews with approximately 60 students in each year of attendance, and 600 hours of observation. The reason for selecting the particular schools was to observe and study three different approaches to mathematics teaching, also noting schools were similar in size, had a similar philosophy to hire committed, knowledgeable math teachers, but differed in location and demographics. BOALER and STAPLES labeled their sampling as purposive and cited YIN (1994). Two other studies labeled their sampling strategy: CONOLE, De LAAT, DILLON and DARBY (2008) described their sampling as purposive to select "information-rich case studies" (p.513) and cited MAYES (2006). Their sampling purpose was to find students with "a lot of experience in using technology to support their learning" (CONOLE et al., 2008, p.513). In addition, KARAMUSTAFAOGLU (2009) randomly selected 40 physics teachers from secondary schools in a single city to study teachers' perceptions of student-centered physics learning and conducted 30 minute interviews with a subsample of six. Finally, although they did not label their sampling strategy, GROSSMAN et al. (2009) included a variety of data sources across eight sites and described their reason for the particular classes they chose to observe, as related to the purpose to study clinical practice education. [21]

4.1.2 Health sciences

Sample sizes were smaller in the health science's case studies, ranging from 2 to 420. The smallest sample (AGYPEONG & ADJEI, 2008) involved the two authors as participants, fully documenting their experiences with national health insurance in Ghana. The study with the largest sample, GREENHALGH et al. (2008) involved multiple data sources: 250 staff interviews, 1,500 hours of ethnographic observation, interviews and focus groups with 170 patients and their caretakers, 2,500 pages of correspondence and documentary evidence, and other relevant surveys and statistical data collected elsewhere. GREENHALGH et al. reported selecting four particular sites because they were the early adopters of the summary care record program in the U.K. Two studies identified a specific sampling strategy: BRIXLEY et al. (2008) conducted a case study of activities and interruptions that physicians and nurses experienced in a Level 1 trauma center in the U.S., using observations and candidly describing their strategy as a convenience sampling. Additionally, in their study of the bedside handovers that occur among nurses, CHABOYER, McMURRAY and WALLIS (2010, p.29) reported a "purposive sample of nursing staff" for interviews. [22]
4.2 Ethnography

The ten ethnographic studies had a mean sample size of 128. The reported sample size for education studies was drastically lower than health sciences. The overall sample size seemed to be determined by the size of the culture sharing group. In instances when the group size was a realistic number to interview or include in focus groups, the researchers generally seemed to include the entire group within the sample. Four studies identified the sampling strategy, one referencing CRESWELL’s (1998) qualitative text. None of the articles included discussion of saturation or the adequacy of the sample. [23]

4.2.1 Education

The ethnographic education studies had sample sizes ranging from 6 to 33 with an average of 23. One study did not list the exact sample size. Although none of the studies explicitly labeled the sampling strategy, several discussed the rationale and approach. For instance, CARLONE, HAUN-FRANK and WEBB’s (2011) comparative ethnography of two classrooms that promoted reform-based science practices described a comprehensive search of teachers within 70 schools to select the teachers for their commitment to reform-based science. Although they did not label it, they seemed to use a critical case sampling strategy (PATTON, 2015). Another ethnography (STEVENS, O’CONNOR, GARRISON, JOCUNS & AMOS, 2008) sample arose out of a larger study. The sample consisted of the engineering students as the culture-sharing group at four universities in the U.S. [24]

4.2.2 Health sciences

The ethnography articles in health sciences had larger samples and contained more sampling procedure details. The smallest sample (n=19) was in FUDGE, WOLFE and MckeVittT (2008) ethnographic study of the user involvement policy in health services organizations in the U.K. The authors included an exemplary table that detailed all data sources (e.g., participant observation sessions, interviews with each group, and particular documents). They noted purposive selection of service users to account for variations in gender, age, and medical severity. The particular numbers appeared to reflect all of their encounters during their participant observation experience, which fully represented the culture-sharing group. In another example, DAVIS and JOHNSON’s (2008) ethnography focusing on patterns of prescription opioid use, misuse, and diversion contained the largest sample (n=586). They explained likely instances of oversampling and undersampling from their recruitment strategy, and the sampling strategy seemed more quantitatively oriented. [25]

The other studies included the sampling strategy and an explanation. Exploring the meaning of having epilepsy in sociocultural contexts in communities in China and Vietnam, JACOBY et al. (2008) described their sampling as purposive and employing maximum variation. In contrast, the STORENG et al. (2008) ethnographic study of 82 women to understand their experiences with emergency...
obstetric care in Burkina Faso was nested within a larger prospective cohort study using quantitative stratified sampling (CRESWELL, 2015). They noted oversampling a particular group to better understand those experiences. Finally, WARE et al. (2009) conducted an ethnography of adherence to antiretroviral therapy for individuals infected with HIV in sub-Saharan Africa. They described their use of purposeful sampling, citing CRESWELL’s (1998) text, to represent the perspectives of patients, treatment partners, and health care professionals. In addition, WARE et al. employed random sampling to draw the potential participants in two sites and invited participants from an ongoing prospective study at the third site. Thus, their sampling reflected a blend of quantitative random sampling and purposeful sampling. In general, the description of sampling strategies in health science ethnographies incorporated quantitative sampling traditions, which may account for the larger sample sizes. [26]

4.3 Grounded theory methodology

Among the ten studies that used a grounded theory approach, the mean sample was 59. Two noteworthy features are unique to grounded theory methodology: theoretical sampling and the origin of the concept of saturation. Of the ten studies, one mentioned use of theoretical sampling. Seven identified the specific sampling strategy, the most of any of the five approaches. Six mentioned saturation and procedures to achieve saturation. The grounded theory studies contained the most references to saturation. [27]

4.3.1 Education

Sample sizes ranged from 6 to 134. One study, LIN, LIN and HUANG (2008), epitomized theoretical sampling and saturation. Overall, they seemed to account for about 100 to 200 participants in the study. They described their use of theoretical sampling, citing ORLIKOWSKI (1993) and STRAUSS and CORBIN (1990). Additionally, they discussed their plan to achieve theoretical saturation through a three-phase study. They used each phase of the study to add additional data, assess for saturation, and ultimately achieve saturation. At each stage, they reported their assessment of whether additional data were needed. Other studies also accounted for saturation. SARGEANT et al. (2010), the largest sample, was a grounded theory study, using the approach of CORBIN and STRAUSS (2008). They used purposive sampling to select eight programs based on degrees of structure/rigor, a continuum of learners, and nationality. Participants seemed to fully entail each program. They conducted an additional group to "increase data saturation for general practitioners" (SARGEANT et al., 2010, p.1213) for a total of 17 focus groups. In addition, STRAUS, CHATUR and TAYLOR (2009) identified their sampling strategy as stratified purposive sampling to ensure representation for two institutions and across gender and reported sampling until saturation occurred. Finally, other studies (BARTON & TAN, 2009; PUTWAIN, 2009) detailed their sampling and case selection procedures without naming a particular strategy. Studying funds of knowledge and discourse in a science class, BARTON and TAN (2009) determined their sample by collaborating with a teacher to select four girls that reflected a range of science
interest, success, and participation. They also included a boy who asked to participate and the teacher. [28]

4.3.2 Health sciences

The health science's samples were larger with a minimum of 20 and a maximum of 147. Four of the studies labeled their sampling strategy, and all included a description of sampling procedures. Furthermore, three studies discussed the procedures to ensure saturation. For example, FRIED, BULLOCK, IANNONE and O'LEARY (2009) conducted a grounded theory study (STRAUSS & CORBIN, 1998) of the process of health behavior change among a group of older adults living in a community. The sampling strategy was purposeful to ensure diverse ethnic/racial and socioeconomic statuses among participants. They reported enrolling participants until the point of theoretical saturation. Most of the studies described purposeful sampling, yet one indicated convenience sampling. MORSE, EDWARDSEN and GORDON (2008) researched empathic patient-physician communication by analyzing consultations between patients diagnosed with lung cancer and their thoracic surgeons or oncologists. They reported selecting 20 of these medical encounters at one hospital based on convenience sampling. Next, they analyzed the transcripts from each encounter and developed codes until achieving saturation. Finally, HORN, TZANETOS, THORPE and STRAUS (2008) provided a strong example of a saturation discussion. HORN et al. conducted a grounded theory study as part of a larger study. The authors noted that they achieved saturation by the fourth focus group and decided not to hold additional focus groups, citing DENZIN and LINCOLN (2000) and LINGARD and KENNEDY (2007). [29]

4.4 Narrative inquiry

Of the ten narrative studies, two presented a constellation of teacher or school stories and the particular numbers were unavailable. The mean sample size was 18 at an average of two sites. Two of the narrative studies included a discussion of sampling strategy. Both cited literature to support their assertions. One narrative study included mention of saturation; it was in the in health sciences. [30]

4.4.1 Education

Three studies reported specific sample sizes, which ranged from 1 to 24. The larger sample sizes represented collective narrative inquiry. For example, CRAIG (2009, p.604) described her work with several teachers and administrators and presented the work as a "constellation of stories." Concerning depth of inquiry, KIRKPATRICK and BYRNE (2009) included an interesting discussion of their process of returning to participants to build upon previous interviews and share narrative summaries with each participant. In general, the studies in this group did not label a sampling strategy, or cite literature regarding sampling decisions. [31]
4.4.2 Health sciences

Sample sizes ranged from 1 to 52 at an average of two sites. Reported sample sizes were larger for the health sciences as compared to education studies. In addition, the articles tended to identify the sampling strategy. An example is the HAINES, POLAND and JOHNSON (2009, p.69) narrative study to understand smoking among young women, in which the sampling strategy was "purposive and theory-driven, seeking a range of adolescent smoking experiences and participants," citing both PATTON (1990) and CRESWELL (1998). They further supplemented their sample through snowball sampling. [32]

Two additional studies provided a noteworthy sampling description. First, HOPFER and CLIPPARD (2011) interviewed 36 college women and two clinicians regarding human papillomavirus (HPV) vaccination decisions. The authors labeled their sampling strategy purposive and clearly described the rationale, explaining that they recruited all eligible participants from those enrolled in a college course that required participation in a research study. Furthermore, HOPFER and CLIPPARD (2011, p.265) detailed their reason for stratifying the sample in a particular manner: "Because this study was designed to guide a future HPV vaccine campaign aimed at reaching the unvaccinated, a greater number of women were interviewed who were not yet vaccinated." Interviews were scheduled for 40 minutes with the women enrolled in college and one hour for the clinicians. Second, PINNOCK et al. (2011) conducted a narrative study, using REISSMAN's (1993) approach of individuals living with chronic obstructive pulmonary disease (COPD). The authors described purposeful sampling. While they did not cite general qualitative sampling literature, they did cite their previous studies, which indicated a set of 16 to 20 interview sets (i.e., patient and their caregivers) was sufficient to achieve saturation. Patients (n=21) and their informal (n=13) and professional (n=18) caregivers participated in up to four interviews (40 to 150 minute duration) over a six to nine month period. [33]

4.5 Phenomenology

Analyzing 11 phenomenological studies, the mean sample size was 21 participants at a single site. Six articles referenced the sampling strategy. Interestingly, four phenomenological studies mentioned saturation; three were in health sciences. [34]

4.5.1 Education

The mean sample size was 15 and ranged from 8 to 31. The study with the largest sample (EDELBRING, DASTMALCHI, HULT, LUNDBERG & DAHLGREN, 2011) reported students' experiences with virtual patients in clinical education in Sweden. The authors conducted interviews in groups for a total of 13 interviews with 31 students at a single site where they were completing a rheumatology rotation. Furthermore, two of the five studies labeled the sampling strategy. OTTENBREIT-LEFTWICH, GLAZEWSKI, NEWBY and ERTMER (2010) studied the value beliefs that underlie teachers' uses of technology using a
hermeneutical phenomenology approach. The authors described their use of "convenient purposeful sampling procedures" (p.1324) and cited CRESWELL’s (1998) “Qualitative Inquiry and Research Design: Choosing Among Five Traditions” as reference. They did not provide a rationale for the sample size but noted a larger sample was not feasible for the researcher team. Data sources included an interview, observation, and electronic portfolio. In addition, DE WET (2010) conducted an interesting phenomenological study of principal-on-teacher bullying in South Africa. She employed snowball sampling, citing PATTON (2002), to access hard to reach individuals. DE WET (2010, p.1452) also discussed saturation in several places, writing: “Interviews were conducted until definite categories and themes became evident and the information became saturated.” Other studies did not mention saturation. [35]

4.5.2 Health sciences

The mean sample size was 25 with a minimum of 8 and maximum of 52. Three studies specified the sampling strategy (purposive), and two mentioned saturation. For instance, MARTINS (2008) conducted a phenomenological study of the experiences with the health care system among persons who were homeless in the U.S. She described recruitment procedures and mentioned a purposive sampling strategy. MARTINS conducted 30 to 60 minute interviews with 15 adults who were homeless and receiving care at a free clinic. She made a clear reference to the concept of saturation, explaining that she interviewed new participants until achieving saturation. Saturation she defined as sufficient quality, completeness, and amount of information in addition to no evidence of new themes in the interviews. MARTINS reported reaching saturation after 12 interviews but completing three additional interviews to further ensure no new themes emerged. In addition, BECK and WATSON’s (2008, p.231) study of breast-feeding experiences among 52 women who experienced birth trauma noted the number exceeded "what was necessary to achieve saturation of data." [36]

5. Discussion

The following discussion summarizes the major procedural themes emerging across the corpus of studies included in this review of published qualitative studies. Specifically, these data illuminated patterns related to sample size, sampling procedural details, saturation, qualitative approach, and discipline. The patterns are a unique contribution to the qualitative literature because they provide further insight into the sampling procedures and publishing practices used by qualitative researchers. It can inform future research as well as methodology concerning qualitative sampling. [37]
5.1 Sample size patterns

The mean sample size exceeded the observed and recommended sample sizes suggested by CRESWELL (2013) and MORSE (1994). A potential explanation is that sample sizes have increased over time, as these sample size recommendations originated 15 and 20 years ago, respectively. Perhaps, an increase occurred along with the growth of qualitative research or as researchers attempted to align their studies with accepted quantitative standards. The sample sizes found also exceed those reported by MASON (2010) in his study of PhD theses, which is interesting considering the different corpus of studies he reviewed. The consistent findings provide evidence that sample sizes may tend to exceed what may be needed. Superfluous sampling brings several concerns. First, as data tend to become repetitive, the qualitative analysis will lose depth. Second, the study will consume more resources than needed. Finally, I question the ethical implications of burdening more research participants than we actually need as researchers. [38]

Unfortunately, many of the studies reviewed do not give insight into the rationale for the particular sample size. Of the 51 studies, 24 included a reference to a sampling strategy. The majority of those references, however, were "purposeful" or "purposive" sampling without specifying a particular type (e.g., maximum variation). In a few articles, the authors described their sampling approach without labeling it specifically. Nevertheless, the sample size discussion is partly related to the particular journal and its policy. [39]

5.2 Lacking procedural detail

The procedural detail surrounding sampling, case selection, and the extent of data collection was vague in general. Most articles did not report the duration of interviews or observations. Those that included this information described it differently. About half reported the duration of interviews as a range only (e.g., interviews were 30 to 60 minutes in length). Another common technique was to report an approximate duration. The most thorough reporting included both. For instance, EK and TERNESTEDT (2008, p.472) wrote that interviews "lasted from 20 to 90 minutes, with an average of 55 minutes." Of all studies with reported interview duration, the shortest was 15 minutes and the longest was 180 minutes. The study with the shortest average duration had one of the highest sample sizes (over 500). Aside from that study, no pattern between sample size and duration of interviews was evident among the studies. Observation descriptions also differed among studies. Some reported the duration of each observation session. Others reported the sum of all observation sessions as an indicator of the depth of data collection. For example, BRIXLEY et al. (2008, p.234) reported: "Five attending ED [Emergency Department] physicians were observed for a total of 29 h, 31 min. Eight RNs [Registered Nurses] were shadowed for a total of 40h, 9 min." In general, however, few studies described observations in detail. No patterns regarding observations emerged. [40]
5.3 Saturation

Studies that included an assessment of saturation had lower sample sizes. Several studies contained excellent examples of discussions of the adequacy of the sample and saturation. Of the 51 studies, 11 contained a discussion of saturation and achieving saturation. Of those 11 studies, six used grounded theory methodology, four phenomenological approaches, and one was a narrative inquiry. The mean sample size in the 11 studies discussing saturation was 53 (minimum 10, maximum 147, median of 28), which is smaller than the mean for all studies. GUEST et al. (2006) conducted an experiment with a data set to determine when saturation is achieved and found that 12 interviews were optimal. Interestingly, except for one study, the studies reviewed exceeded this size. The finding is also consistent with MASON's (2010) conclusion that PhD students employed a large sample size relative what was needed to achieve saturation, perhaps because they do not understand saturation or think that a larger sample will appear more rigorous to supervisory committees and peer reviewers. [41]

5.4 Sampling practices by qualitative approach

Several patterns were evident when examining sampling by approach. The sample size was highest for case studies at 189 on average and seemed dependent on how the case was bound. For grounded theory methodology, the mean sample size was 59, which far exceeds the sample sizes recommended by qualitative authors (e.g., CRESWELL, 2013). In addition, I searched for journal policies on sample size for comparison and found one recently imposed by the journal Archives of Sexual Behavior (DWORKIN, 2012). The mean sample size also exceeded that policy of a minimum of 25-30 participants for qualitative studies involving interviews. In contrast, the sample sizes were lowest for phenomenology with a mean of 20 and narrative inquiry with a mean of 21 participants, which likely reflects the collective stories developed. Ethnography varied in terms of sample size (mean of 128 participants). The sample generally reflected a single culture-sharing group. Perhaps, the size of the group determines whether full participation is realistic or whether a smaller sample is needed. When the group size was large, the researchers seemed to draw a sample. Overall, the patterns across qualitative approach were consistent with MASON's (2010) study of sample size and saturation in PhD theses. [42]

5.5 Sampling practices by discipline

Additional patterns within the studies are notable. Studies in the health science had a slightly higher mean number of participants. Health sciences sample sizes exceeded education in all qualitative approaches but case studies. Moreover, with the exception of grounded theory methodology, studies with no disclosed external funding had the smallest sample sizes. Finally, some samples seemed to be derived from quantitative traditions, such as drawing smaller qualitative studies from larger clinical trials. In these cases, the sample for the qualitative study was a subset of a quantitative random sample. [43]
5.6 Limitations

Before offering recommendations, it is necessary to discuss some limitations of this article. First, it was challenging to find sampling details in published studies. This systematic review is based only on what is written in these studies. Next, the scope of this study only includes the five approaches to qualitative inquiry, as defined by CRESWELL (2013). Obviously, many other qualitative traditions and variations exist and warrant their own sample size description. Moreover, the scope of articles is limited to the most highly cited studies identified through the Web of Science and the journals included in that database. The Web of Science does tend to over-represent journals from the United States and United Kingdom (VAN AALST, 2010) and may not adequately represent journals in other nations. Another problem with the Web of Science, according to the PLoS ONE MEDICINE EDITORS (2006), is that it does not transparently disclose its procedures to determine what articles are included in citation counts, which makes the articles included somewhat arbitrary. Among other weaknesses, the Web of Science has been found to contain citation errors that skew the actual number of citations (VANCLAY, 2012). Because of these issues, other search engines will likely generate different articles and different times cited. Additionally, I must acknowledge that sampling five studies in each discipline per approach was largely based on CRESWELL's (2013) case study recommendation and resource availability. However, clear patterns and trends in sample size and sampling procedure discussions appeared to emerge well before analyzing all 51 studies. Based on this observation, the sample of studies appeared adequate for the intended purpose to describe sampling practices. [44]

6. Recommendations

Sample size considerations appeared to involve two concerns: the size of the sample (i.e., extensiveness) and the appropriateness (i.e., relevance) of the sample, discussions of which were missing from most studies. Addressing these concerns requires procedures prior to the study (while planning), during the study, and after completing analysis and interpretation. As a planning step, the researcher should identify a specific sampling strategy (e.g., selecting extreme cases), determine how many individuals are necessary, and document a rationale. The researcher should remain reflexive throughout the research process, continually assessing and exploring sampling issues including theoretical saturation. It seems particularly critical to assess the adequacy of the sample. MARTINS (2008) provided an excellent example of discussing when she reached saturation and her procedure to collect three additional interviews to ensure no new themes emerged. After completing the analysis and interpretation, the researcher should address the adequacy of the sample. ONWUEGBUZIE and LEECH (2007, p.117) recommended that researchers conduct qualitative power analysis of "the ability or capacity to perform or act effectively' with respect to sampling." Qualitative power analysis is a technique to synthesize other studies of similar phenomenon and provide a basis for the sampling decisions (ibid.). Regardless of the stage of the research process, sampling in qualitative research should be intentional, and the text should indicate the rationale for procedural
decisions. The researcher can accomplish that through a discussion of sampling strategy and an assessment of whether the sample was appropriate. For instance, studies should include a discussion of why particular individuals were relevant in addition to the reason for the particular sample size. [45]

If the researcher is unable to describe the reason for selecting a sample size or if the reason is resource limitations, it is important to critically reflect on the sample in the limitations section. Many studies did include a discussion of limitations, but the limitations tended to address the limits of generalizability due to the small sample or site. The discussions were brief and seemed cursory. The intent of qualitative research is to explain, describe, and interpret in depth (MAXWELL, 2013). Thus, the discussion of limitations should focus on whether the researcher achieved the intended depth rather than generalizability. [46]

Based on this systematic review of published qualitative studies and existing sampling literature, I recommend the following:

• When planning a study, specify a sampling strategy and a sample size based on similar published literature. Specify that the sample size is tentative and likely to change through the process of research (MERRIAM, 2009).

• When writing:
  ◦ report sampling details thoroughly (ONWUEGBUZIE & LEECH, 2007);
  ◦ describe the sampling strategy and reasons for selecting a sample size. This description will allow the community of researchers to learn about qualitative sampling methodology and evaluate the quality of findings;
  ◦ assess whether the sample was large enough beyond mention of generalizability. Ask whether the sample was adequate to achieve a sufficient level of depth, and report the procedure to assess adequacy or saturation;
  ◦ assess and report whether the sample was appropriate (O’REILLY & PARKER, 2012). Ask how well the actual sample represented the cases or individuals necessary to address the research questions.

• Journal reviewers and editors should critique the sampling discussion thoroughly and require additional details when relevant. [47]

7. Conclusion

The unique contribution of this study is the insight it provides into the actual sampling practices in the highly cited studies in published literature. By comparing two disciplines and five approaches to qualitative research, it gives us an indication of where sampling practices are tailored and where they are relatively static. An overarching finding was the lack of procedural details about sampling practices in the studies. This information seems necessary both for the reader to become a co-researcher while reading the study and to permit advancements of qualitative inquiry. Simply, when considering sampling, researchers need to move beyond "how many?" to address the questions of "how?" and "why?" [48]
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