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(a) (b) 

(c) (d)

FIGURE 2. Network topology. (a) Point-to-point (UMN, 2005). (b) Star (PRISMATICA, 2003). (c) Tree (SensEye, 2005). (d) Mesh (SCNS, 2011).

each level of the tree. The sensor nodes at the lower tiers
consisting of low power devices worked at a longer duty cycle
than the nodes at the higher tiers which consumedmore power
and executedmore complex functions only upon receiving the
signals from its child nodes at the lower tier.

If the functionality and computational capability are
equally distributed among the sensor nodes, a mesh network
is more appropriate. The mesh structure of the multiview
object tracking system SCNS [5] using the Ad-hoc On-
Demand Distance Vector (AODV) routing protocol is demon-
strated in Figure 2(d). In this system, each node was able to
communicate with others to determine the target position and
to select the nearest camera for object tracking.

Another interesting issue in designing an efficient network
topology is how to choose a proper amount of surveillance
nodes for full-view coverage of themoving target. The camera
barrier coverage in an existing network deployment was ana-
lyzed in [14], [15]. An optimal subset of the camera sensors
is selected for video capture, while the distance between the
camera and the target is sufficiently close, and the angle
between the camera view direction and the target ’s face
direction is within acceptable scope. The work presented
in [16] studied the coverage problem with active cameras.

The camera’s pan and zoom parameters were configured to
support full-view coverage with a smaller number of selected
nodes. The coverage schedule leads to better utilization of
the network resources. In a wireless surveillance system,
the camera selection procedure also needs to consider other
critical issues including how to effectively identify the target
location and to coordinate the distributed sensors over the air,
under limited resources.

III. VIDEO CAPTURE AND PRELIMINARY VISION TASKS
The surveillance video is recorded by the sensor node at the
monitor site for further data processing and transmission.
Some preliminary vision tasks can be performed by a smart
camera or the integrated processing unit at the sensor node.
For the surveillance systems using fixed cameras, object

detection and localization are among the most popular
functions performed at the sensor node. Object detection
with a fixed camera often takes advantage of the static
background. A commonly used technique is background sub-
traction. The background image can be obtained through
periodically updating the captured data [9], [17], or through
adaptive background modeling based on the Gaussian Mix-
tureModel (GMM) learning process [18], [19]. This temporal
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FIGURE 3. PTU camera for object tracking. (a) PTU camera control. (b) Binocular distance measure. (c) Binocular PTU cameras.
(d) Disparity estimation and window size adjustment.

learning process models different conditions of a pixel at
a certain position as a mixture of Gaussian distributions.
The weight, mean, and variance values of each Gaussian
model can be updated online, and pixels not conforming to
any background model are quickly detected. The adaptive
learning property makes this technique suitable for real-time
applications, and a variety of detectionmethods are developed
combining other spatiotemporal processing techniques [10],
[20], [21]. With the object detection results provided by two
or more cameras, the 3-D object position can be localized
through vision analysis using the calibrated camera param-
eters and the object feature correlation [5], [9], [10], [17].

When the number of sensor nodes is restricted, a pan-tilt
unit (PTU) or a PTZ camera provides more flexible view
coverage than the stationary camera does. A PTU camera
is capable of pan and tilt movements with a fixed focus
position. The camera control can be manually performed by
the remote receiver through information feedback [1], [3],
[4], or automatically by the source node based on the vision
analysis by the integrated processing unit [5], [22], [23]. The
traffic surveillance system developed at the University of
North Texas [3] had an Axis 213PTZ camera and a radio
device installed at each of the three control center through

a daisy chain network. The operator at the control center was
able to adjust the PTZ camera motion and the focal length,
and to estimate the vehicle speed on a roadway parallel to the
image plane.
The automatic camera control is closely related to the

vision task performed by the processing unit. For example,
object detection is often integrated with the camera con-
trol process. Figure 3(a) displays the PTU camera control
algorithm described in [22] for object tracking. The focus
O denotes the projection center. The image plane is viewed
down along its y axis, and is projected onto the X − Y world
coordinate plane. α is the angle between the detected object
center and the X axis, θ is the camera angle between the
image center and the X axis, f is the focal length, and xc the
distance between the projected object center and the image
center along the x axis of the image plane. Only the pan
control algorithm is displayed in the figure. It applies to the
tilt control similarly.
In the camera control process, the camera angle θ is

updated at each time instance, aiming to minimize xc and
the difference between the estimated object speed and the
actual object speed measured by a local tracker using the
Mean Shift algorithm [24]. The exterior camera parameters
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