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Rescaling the complementary relationship for land surface evaporation
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Abstract Recent research into the complementary relationship (CR) between actual and apparent potential evaporation has resulted in numerous alternative forms for the CR. Inspired by Brutsaert (2015), who derived a general CR in the form \( y = f(x) \), where \( x \) is the ratio of potential evaporation to apparent potential evaporation and \( y \) is the ratio of actual to apparent potential evaporation, an equation is proposed to calculate the value of \( x \) at which \( y \) goes to zero, denoted \( x_{\text{min}} \). The value of \( x_{\text{min}} \) varies even at an individual observation site, but can be calculated using only the data required for the Penman (1948) equation as expressed here, so no calibration of \( x_{\text{min}} \) is required. It is shown that the scatter in \( x-y \) plots using experimental data is reduced when \( x \) is replaced by \( X = (x - x_{\text{min}})/(1 - x_{\text{min}}) \). This rescaling results in data falling along the line \( y = X \), which is proposed as a new version of the CR. While a reinterpretation of the fundamental boundary conditions proposed by Brutsaert (2015) is required, the physical constraints behind them are still met. An alternative formulation relating \( y \) to \( X \) is also discussed.

1. Introduction

Land surface evaporation and transpiration (referred to herein simply as “evaporation”) provides a key link between the land surface water and energy budgets. Some two-thirds of continental precipitation evaporates before reaching the ocean [Dingman, 2015], and globally slightly over half of the land surface net radiation goes toward vaporizing liquid water or ice [Brutsaert, 2005]. Despite its importance, land surface evaporation is difficult to estimate accurately using routine meteorological measurements. A number of approaches have been suggested, many of which rely on the land surface energy budget by either employing remotely sensed surface temperatures [e.g., Nishida et al., 2003; Bastiaanssen et al., 1998; see also Crago and Qualls, 2013] or converting potential evaporation estimates from the Penman [1948] or Priestley and Taylor [1972] equations to actual evaporation, often using some sort of stomatal or bulk surface resistance [e.g., Shuttleworth and Wallace, 1985; Shuttleworth and Gurney, 1990; Monteith and Unsworth, 2013]. These methods require either detailed spatial patterns of land temperature or information regarding the availability of moisture at the land surface.

The Complementary Relationship (CR) between actual and “apparent potential evaporation” (such as pan evaporation) has become an important tool for deriving evaporation rates from minimal data. First proposed by Bouchet [1963], the CR is also based on the energy budget, but it infers the dryness of the land surface from the aridity of the air. Over a homogeneous region experiencing minimal advection, the lower atmosphere is expected to be adjusted to the condition of the underlying surface, so that the humidity of the overlying air reflects the evaporation rate. Thus, low humidity in the surface layer of the atmosphere implies a low regional evaporation rate, while at the same time implying a high potential for evaporation. Thus, high apparent potential evaporation implies low actual regional evaporation and vice versa; they are complementary. Because of this interplay between actual and apparent potential evaporation, CR-based methods do not need information on moisture availability at the surface.

A wide range of complementary relationships has been proposed and applied over a wide range of land surfaces [e.g., Bouchet, 1963; Morton, 1983; Granger, 1989; Qualls and Gultekin, 1997; Ramirez et al., 2005;
2. Background

First, Brutsaert [2015] carefully defined actual, potential, and apparent potential evaporation. Actual evaporation \( E \) is the surface water vapor (or latent heat) transport rate from a large uniform region where any edge effects are small because of its size and homogeneity. Potential evaporation \( E_{po} \) is the evaporation rate this same region would have if net radiation at the surface was the same but the surface was saturated, so that the air in contact with the skin of the surface was saturated. It is implied that the lower atmosphere has fully adjusted to this saturated surface. Further, \( E \) depends on the same variables as \( E_{po} \) except \( E \) adds an additional variable related to the availability of water at the surface. Apparent potential evaporation \( E_{pa} \) is “the evaporation that would take place from a small saturated surface inside the larger surface...subject to the same non-potential atmospheric conditions.” This surface is small enough that it does not affect the humidity or the evaporation rate from the surrounding area [Brutsaert, 2015]. Note that \( E, E_{po}, \) and \( E_{pa} \) are here expressed in energy units (W m\(^{-2}\)).

Brutsaert [2015] noted that for a saturated surface, \( E = E_{po} = E_{pa} \) but as the surface dries, \( E \) decreases while \( E_{pa} \) increases. Thus, \( E \leq E_{po} \leq E_{pa} \). He introduced nondimensional \( E_{po} \) and \( E \) via dividing them by \( E_{pa} \): \( x = E_{po}/E_{pa} \) and \( y = E/E_{pa} \). When \( E \) decreases below \( E_{po} \) due to a nonsaturated surface, \( E_{po} - E = \Delta Q \), or nondimensionally,

\[
x - y = \frac{\Delta Q}{E_{pa}} \tag{1}
\]

where \( \Delta Q \) is the amount \( E \) has decreased below \( E_{po} \). As a response, \( E_{po} \) increases above \( E_{po} \) by an amount dependent on \( \Delta Q/E_{pa} \). Nondimensionally, this is written

\[
1 - x = f(\Delta Q/E_{pa}) \tag{2}
\]

Equations (1) and (2) can be combined to yield

\[
y = x - F(1 - x) \tag{3}
\]

where \( F(\cdot) \) is the inverse of \( f(\cdot) \). By expressing \( F \) as a polynomial, he arrives at

\[
\text{Crago and Crowley, 2005; Kahler and Brutsaert, 2006; Szilagyi, 2007; Szilagyi and Jozsa, 2008; Pettijohn and Salvucci, 2009; Huntington et al., 2011; Han et al., 2012; Crago and Qualls, 2013; Hobbs et al., 2016; McEvoy et al., 2016.} \]
\[ y = x - \sum_{j=0}^{n} a_j x^j \]  

(4)

where the \( a_j \)'s are coefficients and \( n \) is the order of the polynomial.

Equation (4) is a general CR relationship. To develop a useful equation, Brutsaert [2015] imposed four physically determined boundary conditions which he used with (4) to develop a fourth-order polynomial solution. Specifically, he required that: (i) \( y = 1 \) at \( x = 1 \); (ii) \( y = 0 \) at \( x = 0 \); (iii) \( dy/dx = 1 \) at \( x = 1 \); and \( dy/dx = 0 \) at \( x = 0 \). This resulted in the complementary relationship

\[ y = (2 - c)x^2 - (1 - 2c)x^3 - cx^4 \]  

(5)

where \( c \) is a parameter which is ideally equal to zero, but can also be adjusted to account for various degrees of asymmetry in the complementary relationship. Values of \( y \) found using (5) will be denoted by \( y_B \) from here on.

Like Brutsaert [2015], and as first proposed by Brutsaert and Stricker [1979], we will assume that \( E_{po} \) is given by the Priestley and Taylor [1972] equation and \( E_{pa} \) by the Penman [1948] equation. That is,

\[ E_{pa} = \frac{\Delta}{\Delta + \gamma} (R_n - G) \]  

(6)

where \( R_n \) is the net radiation, \( G \) is the ground heat flux, \( \Delta \) is the slope of the saturation vapor pressure curve, and \( \gamma \) is the psychrometric constant. Also,

\[ E_{pa} = \frac{\Delta}{\Delta + \gamma} (R_n - G) + \frac{\gamma}{\Delta + \gamma} L_f w(u) (e_a^* - e_o) \]  

(7)

where \( L_f \) is the latent heat of evaporation, \( f_w(u) \) is a wind function, \( e_a^* \) is the saturated vapor pressure at the air temperature, and \( e_o \) is the measured vapor pressure of the air. As shown by Brutsaert [1982, 2005, 2015], the wind function \( f_w(u) \) can be formulated using similarity theory in terms of the measurement height \( z \), the displacement height \( d_0 \), the roughness length for momentum \( z_0 \), and water vapor \( z_{vo} \). The wind function \( f_w(u) \) is defined by

\[ f_w(u) = \frac{0.622 k^2 u_1}{R_g T_o \ln \left( \frac{z_2 - d_0}{z_o} \right) \ln \left( \frac{z_2 - d_0}{z_o} \right)} \]  

(8)

where \( k = 0.4 \) is von Karman's constant, \( R_g \) is the ideal gas constant for air, \( u_1 \) is the horizontal wind speed measured at height \( z_1 \), and \( e_o \) in (7) and the absolute air temperature \( T_o \) in (8) (from which \( e_o^* \) is also calculated) are measured at \( z_2 \). The term \( L_f w(u)(e_a^* - e_o) \) in (7) is commonly called the drying power of the air, \( E_a \). Note that \( \Delta \) in (7) must be evaluated at \( T_o \), while in (6) it must be evaluated at the wet surface temperature [Szilagyi, 2014], discussed below.

Since \( E_{pa} \) and \( E_{pa} \) are defined by (6) and (7), respectively, the models employed here can be considered variations of the Advection-Aridity approach of Brutsaert and Stricker [1979].

3. Theoretical Development

This project began with the framework of Brutsaert [2015] outlined in the previous section. In this section, we will show why his boundary condition (ii) needs to be modified, propose a modification, and suggest a new form of the CR that takes this new boundary condition into account.

We note that \( y \to 0 \) when \( E \to 0 \). When \( E_{pa} \) is estimated with the Penman equation it cannot become infinite, because both the available energy and the drying power of the air are finite, even when the vapor pressure of the air is zero. Evaporation from a finite-sized wet surface cannot become infinite for the same reason—both energy and drying power are limited. We expect that \( y \to 0 \) at some value \( x = x_{min} \) where \( x_{min} \) must be between 0 and 1 [Szilagyi et al., 2016]. The variable \( x_{min} \) is the value of \( x = E_{pa}/E_{pa} \) corresponding to a value of \( y = E/E_{pa} = 0 \). Therefore, \( y \) reaches zero only when \( x \) reaches the smallest value possible for a given \( E_{pa} \). It could be assumed that \( x_{min} \) is a constant, but close examination of the concept of \( x_{min} \) shows that this is only an approximation. We expect that \( x = E_{pa}/E_{pa} \) reaches its minimum physically realistic value,
only when $E_{pa}$ is at its maximum value (except for the obvious exception when $E_{pa} = 0$, in which case $x_{min} = 0$). The question is then how to determine the maximum value of $E_{pa}$—the value $E_{pa}$ would have if the regional surface was devoid of all moisture—which will be denoted $E_{pads}$ (that is, the hypothetical $E_{pa}$ for a dry surface).

The wet surface temperature, $T_{ws}$, is the temperature of the saturated air contacting the skin of the wet surface (such as a sunken evaporation pan) [Szilagyi and Jozsa, 2008; Szilagyi, 2014, 2015]. Szilagyi and Jozsa [2008] showed that $T_{ws}$ can be calculated based on actual available energy and air temperature along with $E_{pa}$ calculated for the actual conditions. The method is based on the Bowen ratio $B_o$ (ratio of sensible to latent heat flux) applied for a small wet surface:

$$B_o = \frac{(R_n - G) - E_{pa}}{E_{pa}} \approx \frac{T_{ws} - T_a}{e^*(T_{ws}) - e(T_a)}$$  \hspace{1cm} (9)

where $T_a$ is the air temperature, $e^*(T_{ws})$ is the saturation vapor pressure at temperature $T_{ws}$ and $e(T_a)$ is the actual vapor pressure of the air. Equation (9) is solved iteratively. Should $T_{ws}$ from (9) exceed $T_a$, then $T_{ws}$ is set to equal $T_a$ [e.g., Szilagyi et al., 2016]. Szilagyi and Schepers [2014] have shown that $T_{ws}$ remains constant during drying if net radiation and wind speed remain constant. This is significant here because $T_{ws}$ should remain the temperature of the wet surface even when all the available moisture at the regional surface has been evaporated.

The maximum value of $E_{pa}$ that can be obtained from this small wet surface, holding available energy, wind speed, and $T_{ws}$ constant, would occur when the air in the surface layer above the wet surface is completely dry and the wet spot evaporates according to the aerodynamic mass transfer equation [e.g., Brutsaert, 1982]:

$$E_{pads} = \frac{L_e[q^*(T_{ws}) - 0] k u_s}{\ln \left( \frac{z_d}{z_0} \right)}$$  \hspace{1cm} (10)

where $q^*(T_{ws})$ is saturated specific humidity evaluated at $T_{ws}$, $\rho$ is the density of the air, and $u_s$ is the friction velocity. Friction velocity is estimated by:

$$u_s = \frac{k u_1}{\ln \left( \frac{z}{z_0} \right)}.$$  \hspace{1cm} (11)

Thus, $E_{pads}$ is the theoretical evaporation rate from the saturated surface at a temperature $T_{ws}$ up to a height great enough that the specific humidity has fully adjusted to the underlying regional surface of zero evaporation, rather than to the small wet patch. The specific humidity, $q$, is 0 at height $z$ because generally there is no source of moisture at the surface when $y$ is zero. While available energy does not appear explicitly in (10) and (11), the estimation of $T_{ws}$ assumes it remains constant. Because $E_{pa}$ from (7) with (8) assumes similarity theory, and thus one-dimensional mass transfer from the surface, $E_{pads}$ (the maximum possible value of $E_{pa}$) also must assume one-dimensional transfer as in (10) and (11).

Since stability is not included in (10), a value of $z$ relatively near the ground should be used; the present results use $z = 2$ m. Equation (10) is largely a function of: (i) $u_s$; (ii) $(z_d/2z_0)$; and; (iii) $T_{ws}$. Note that this method has been developed for daily or longer duration estimates; at shorter durations alternative methods for estimating $T_{ws}$ and $E_{pads}$ would be required; in particular, stability would need to be accounted for.

Once $E_{pads}$ has been determined, $x_{min}$ is given by

$$x_{min} = \frac{E_{pa}}{E_{pads}}$$  \hspace{1cm} (12)

The variable $\Delta$ in $E_{pa}$ and $L_e$ in (10) are both calculated at temperature $T_{ws}$. Note that, for a given location and land cover, $x_{min}$ is expected to vary primarily with wind speed and with available energy, since $E_{pa}$ is primarily a function of available energy and $E_{pads}$ is largely a function of the efficiency of mass transfer.

Since (12) provides a way to estimate the value of $x$ where $y = 0$, it would seem that the range of $x$ values allowable for any given data point varies with $x_{min}$. This suggests that the CR might use $x = x_{min}$ rather than $x = 0$ as its lower boundary, so that the CR could be formulated by rescaling the $x$ axis using
\[ X = \frac{X - x_{\text{min}}}{1 - x_{\text{min}}} \]  

Equation (13)

One possible way to formulate a CR is to use

\[ y = X \]

Equation (14)

Considerations supporting (13) and (14) will be discussed in a later section.

As Brutsaert [2015] showed, the CR can be most compactly expressed in dimensionless form, and the dimensionless ratios represented by \( x \) and \( y \) both vary between the theoretical limits of 0 and 1 with this dimensionless form. Ultimately, however, a CR should be able to provide accurate estimates of evaporation, for example in latent heat flux units. Both \( E \) and \( y = E/E_{\text{pa}} \) will be considered here.

4. Data and Calibration

Data came from the First ISLSCP (International Satellite Land Surface Climatology Project) Field Experiment (FIFE) in 1987 and 1989, Cooperative Atmosphere-Surface Exchange Study (CASES) in 1997, and the Basin and Range Carbonate-Rock Aquifer System (BARCAS) study described by Moreo et al. [2007] and Huntington et al. [2011].

The FIFE experiment took place in a hilly grassland in Kansas, USA [Sellers et al., 1992], largely in the Konza Prairie natural area. Leaf area indices of the grassland sites typically ranged from 0.3 to 2.0 and canopy height ranged from 0.19 to 0.65 m. Portable Automated Mesonet II (PAM II) stations and colocated flux stations were distributed over the region. The PAM II stations measured temperature, humidity, and wind speed, while the flux stations measured net radiation, ground heat flux, and sensible and latent heat fluxes. For the FIFE 1987 experiment, the “surface flux baseline” data derived by Sellers [1994] were used. These data consist of the averages of all of the 21 flux stations that reported measurements for a given half-hour period. Both eddy covariance and Bowen ratio stations were included in the averages. See Crago and Suleiman [2005] and Crago and Crowley [2005] for further description. The FIFE 1989 data came from a single Energy Budget with Bowen Ratio (EBBR) station (station 944) operated by L. Fritschen; both the 1987 and 1989 data were downloaded from https://daac.ornl.gov/FIFE/. The spatially averaged 1987 data and the single-station 1989 data are treated here as separate experiments.

The CASES 1997 data came from a single site in a grassy field located in the Walnut River watershed in Kansas, USA and operated by R. Qualls. Surface fluxes were measured with the eddy covariance method. Net radiation, ground heat flux, sensible and latent heat fluxes, air temperature, air humidity, wind speed, and canopy height and density data were all available. Further description of the site and equipment can be found in Crago and Crowley [2005].

The data from the BARCAS study in eastern Nevada come from five eddy covariance stations located in sparsely vegetated shrublands. The climates ranged from arid to semiarid. Sensible and latent heat fluxes, net radiation, air temperature and humidity, and wind speed were all measured. Average energy balance closure errors were 10 percent, so a 10 percent adjustment was applied to the measured latent heat fluxes to account for this. Data from March through November of 2005, 2006, and 2007 were used. Details of the sites and equipment are given by Moreo et al. [2007].

For each of the experiments, sensible and latent heat fluxes, net radiation, ground heat flux, wind speed, air temperature, and humidity were recorded at 15–30 min time steps. These were converted into daily values following the averaging procedures outlined by Allen et al. [1998]. The BARCAS data were further processed into 10 day averages at each site. All the BARCAS results presented here are based on these 10 day averages. The parameters describing the roughness of each surface were taken as functions of the canopy height \( h \) as: \( z_0 = h/8; d_0 = 2h/3; \) and \( 2z_0 = 2d_0/10 \) [see Allen et al., 1998, Chapter 2, Box 4; Brutsaert, 2005, page 46]. Due to the patchiness of the shrubs at the BARCAS sites, the resulting values of \( z_0 \) were multiplied by a coefficient \( m \), which ranged from 0 to 1. It was assumed that \( m = 1 \) for the other experiments.

Values of \( x \) and \( y \) were calculated for each of the four experimental data sets. That is, \( x \) was found from the ratio of \( E_{\text{pa}} \) from (6) to \( E_{\text{pa}} \) from (7) with (8); \( y \) was found from the ratio of measured values of \( E \) (\( E_{\text{ref}} \)) divided by \( E_{\text{pa}} \) from (7) with (8). The upper elevation for the calculation of \( E_{\text{pa}} \) (equation (10)) was taken at \( z = 2 \) m.
The Priestley-Taylor $x$ and the parameter $c$ in (5) were treated as calibration parameters for all the experiments, and $m$ was also calibrated for the BARCAS data. Brutsaert [2005] stated that $x$ for saturated surfaces typically falls between 1.20 and 1.30, while Kahler and Brutsaert [2006] and Brutsaert [2015] used $x$ near 1.13. To accommodate the observed range of this parameter, here we assume 1.10 $\leq x \leq$ 1.30. Szilagy et al. [2016] noted that $c$ is limited to the range $-1 \leq c \leq 2$ to ensure that $y$ increases monotonically with $x$ and that $y \leq x$ for $0 \leq x \leq 1$.

When $x$, $c$, and $m$ are calibrated to optimize performance of (14) for the original, unscaled $E$ using the method described in the next paragraph, the resulting values of $E_{p0}$ and $E_{m0}$ will be denoted $E_{p01}$ and $E_{m01}$, which are used to calculate values of $x$ and $y$ denoted $x_{1}$ and $y_{1}$, respectively. When (5) is used in the optimization of the parameters, the corresponding variables will be denoted $E_{p02}$, $E_{m02}$, $x_{2}$ and $y_{2}$. When discussing values of $x$, $y$, $E_{p0}$ or $E_{m0}$ in general, without specifying the parameter values, the numerical subscripts will be omitted. Finally, the estimated evaporation rate $X^{e}E_{p01}$ will be denoted $E_{v}$, and $y^{e}E_{p02}$ will be denoted $E_{b}$.

Optimal values of $x$ and $m$ for use with equation (14) are found by minimizing the root mean square difference (RMSD) between measured values of actual evaporation $E_{ref}$ and $E_{r}$. Parameter values for use with (5) minimize RMSD between $E_{ref}$ and $E_{b}$. Separate parameter values were obtained for each experiment and for each of the CR equations used (equations (5) and (14)). This calibration process ensured that each equation was given the physically realistic parameter values that allowed it to perform at its best. In this way, differences in performance between the equations are due to the inherent potential or limitations of the formulations rather than to arbitrary parameter values.

### 5. Results

Table 1 provides the parameter values obtained with the calibration process described above. Figure 1a plots $x_{1}$ versus $y_{1}$ for all the data sets. In the present Figure 1a, similar to Figure 1 in Brutsaert [2015], the vast majority of the points fall below the line $y_{1} = x_{1}$, as required by the fact that actual evaporation should not exceed the apparent potential evaporation. Figure 1b shows the corresponding graph of $x_{2}$ and $y_{2}$. The fact that the data clouds in our Figures 1a and 1b occupy similar regions on their respective graphs as Figure 1 of Brutsaert [2015], gives us some confidence that the values of $x$ and $m$ found during the calibrations are appropriate.

<table>
<thead>
<tr>
<th>Method (14), $y_{1} = x$</th>
<th>Parameters</th>
<th>FIFE87 $n = 45$</th>
<th>FIFE89 $n = 15$</th>
<th>CASES $n = 13$</th>
<th>BARCAS $n = 282$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1.30</td>
<td>1.17</td>
<td>1.30</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>Statistics</td>
<td>$R (E_{p0}, E_{m0})$</td>
<td>0.92</td>
<td>0.90</td>
<td>0.87</td>
<td>0.81</td>
</tr>
<tr>
<td>$R (x_{1}, y_{1})$</td>
<td>0.89</td>
<td>0.94</td>
<td>0.88</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>$R (x_{1}, y_{1})$</td>
<td>0.83</td>
<td>0.93</td>
<td>0.84</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>RMSD ($E_{p0}$) (W m$^{-2}$)</td>
<td>20.6</td>
<td>13.3</td>
<td>14.8</td>
<td>8.7</td>
<td></td>
</tr>
<tr>
<td>RMSD ($X_{1}, y_{1}$)</td>
<td>0.093</td>
<td>0.081</td>
<td>0.068</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>0.86</td>
<td>1.19</td>
<td>0.81</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>0.07</td>
<td>-0.11</td>
<td>-0.11</td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equation (5), $y_{2} = y_{a}$</th>
<th>Parameters</th>
<th>FIFE87</th>
<th>FIFE89</th>
<th>CASES</th>
<th>BARCAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1.30</td>
<td>1.22</td>
<td>1.30</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>-0.14</td>
<td>0.05</td>
<td>0.14</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>Statistics</td>
<td>$R (E_{p0}, E_{m0})$</td>
<td>0.76</td>
<td>0.86</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>$R (y_{a}, y_{a})$</td>
<td>0.82</td>
<td>0.93</td>
<td>0.84</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>$R (x_{a}, y_{a})$</td>
<td>0.83</td>
<td>0.93</td>
<td>0.84</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>$R (x_{a}, y_{a})$</td>
<td>0.89</td>
<td>0.94</td>
<td>0.88</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>RMSD ($E_{p0}$) (W m$^{-2}$)</td>
<td>35.1</td>
<td>14.7</td>
<td>17.1</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>RMSD ($y_{a}, y_{a}$)</td>
<td>0.152</td>
<td>0.081</td>
<td>0.092</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>0.61</td>
<td>1.04</td>
<td>0.63</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>0.18</td>
<td>-0.03</td>
<td>0.18</td>
<td>0.24</td>
<td></td>
</tr>
</tbody>
</table>
We identify a previously neglected problem, related to $x_{\text{min}}$, which can be resolved by rescaling the $x$ axis in a graph like Figure 1a. Consider two hypothetical points on such a graph, both measured above the same landscape, but on different days. Both are located at $x = 0.6$, but one of them has $x_{\text{min}} = 0.2$ and the other has $x_{\text{min}} = 0.5$. Measured in the $x$ direction, the first point is thus half way between the points with coordinates $(x_{\text{min}} = 0.2, 0)$ and $(1, 1)$. The other point is only one fifth of the way between $(x_{\text{min}} = 0.5, 0)$ and $(1, 1)$, and thus should be closer to $y = 0$ than the first point, even though both hypothetical points have the same value of $x$. To resolve this problem, the $x_1$ axis of Figure 1a should be rescaled, replacing the $x$ axis with $X$, as defined by (13) so that $(X, y)$ always has the two limits $(0, 0)$ and $(1, 1)$.

Figure 1c shows the results of this rescaling. Comparison of Figures 1a and 1c indicates, through a reduction in the scatter, that rescaling using (13) actually provides a better organization of the data than is available from Figure 1a. The reduction in scatter is also reflected by the fact that the correlation coefficient $R$ between $X$ and $y_1$ is always greater with these data than the value of $R$ between $x_1$ and $y_1$ ($R = 0.89$ compared to 0.83 for FIFE87; 0.94 compared to 0.93 for FIFE89; 0.88 compared to 0.84 for CASES, and 0.82 compared to 0.63 for BARCAS). While the statistical significance of these individual correlations varies, overall, $R$ values are greater between $X$ and $y_1$ than between $x_1$ and $y_1$.

Comparing the position of individual data points in Figure 1a with the corresponding data points in Figure 1b, for the FIFE89 data, data points shifted only in the $x$ direction, since $x$ (the only variable affecting $x$ or $y$...
that was calibrated with this data set) only appears in $x$. For FIFE87 and CASES, data appear in the same place in Figures 1a and 1b, because the same value of $x$ optimizes both (5) and (14), as seen in Table 1. For all three of these experiments, correlations between $x$ and $y$ are the same in Figure 1a as they are in Figure 1b, because multiplying $x$ by a constant (the ratio of the two values of $x$) does not change $R$. For the BARCAS data, shifts occurred in both the $x$ and $y$ directions, because $m$ affects $E_{pa}$, which appears in both $x$ and $y$.

Values of $x_{min}$ and $X$ can also be calculated using the $x$ and $m$ values used in $x_1$ and $y_2$, rather than $x_1$ and $y_1$. In either case, rescaling from $x$ to $X$ consistently yields higher values of $R$ between $X$ and $y$ than between $x$ and $y$. For example, when $x_2$ on Figure 1b is rescaled as $X$, the correlation coefficients (see Table 1) between this $X$ and $y_2$ are higher than those between $x_2$ and $y_2$ (0.89 compared to 0.83 for FIFE87, 0.94 compared to 0.93 for FIFE89, 0.88 compared to 0.84 for CASES, and 0.83 compared to 0.71 for BARCAS). Furthermore, this improvement in correlation occurs also when the variables are calibrated by minimizing RMSD between estimated and reference values of the dimensionless evaporation rate $y$ instead of $E$ (results not shown). Note that $x$ does affect $x_{min}$ (equation (12)), and therefore it can affect $X$ and correlations between $X$ and $y$.

The increased organization when rescaling with (13) is the primary finding of this study, and suggests that a CR should be built directly on the relationship between $x$ and $y$, rather than $x$ and $y$. But Figure 1c suggests a further hypothesis. The data points in Figure 1c are clustered around the line $y = X$. This motivates the proposal that a new CR can be expressed as $y = X$ (equation (14)). Implications and alternatives will be addressed.

The comparison of the performance of $E_y = y_1^* E_{pa}$ from (14) with that of $E_y = y_2^* E_{pa}$ from (5) is found in Table 1 and in Figures 1e and 1f. Correlations with $E_{ref}$ are higher and RMSD values are lower using $E_y$ compared to $E_0$, for all the data sets. Correlation coefficients between $X$ and $y_1$ (see Table 1 and Figure 1c) are greater than between $y_2$ and $y_1$ (see Table 1 and Figure 1d) for all the data sets. Neither the RMSD between $X$ and $y_1$, compared to $y_2$ and $y_2$, nor the slopes and intercepts of the regression lines strongly favor either (5) or (14). Overall, however, (14) clearly performs better than (5). This is the case even though (5) has an additional parameter, $c$, which was adjusted to account for various degrees of asymmetry in the CR [Brutsaert, 2015]. This parameter was optimized individually for each data set. Equation (14) has no such parameter, although the height $z$ in (10) is not fixed by physical necessity. Results using (5) to calculate $y_B$ would be somewhat worse if the default value $c = 0$ [Brutsaert, 2015] was used.

Comparison of the values of $R$ in Table 1 shows that the correlation between $y_B$ from (5) and reference values of $y_2$ is nearly the same as the correlation between $x_2$ and $y_2$ for the FIFE87, FIFE89, and CASES data sets. While the value of $R$ (Table 1) between $y_B$ and $y_2$ for the BARCAS sites ($R = 0.75$) is greater than that between $x_2$ and $y_2$ ($R = 0.71$), the value between $X$ and $y_2$ ($R = 0.83$) is still greater. This is the case because (5) represents a single curve for each data set on Figure 1b. Rescaling $x$ to $X$ does not represent finding a new line or curve on Figure 1a (or 1b). Instead, it rearranges the data points, explaining more of the variability and resulting in reduced scatter. Finally, note that the rescaling requires individual estimates of $x_{min}$ for each data point, while use of a constant value for $x_{min}$ [Szilagyi et al., 2016] does not reorganize the data, reduce the scatter, or increase the correlation.

6. Discussion

The argument made here suggests that a CR should be formulated between $X$ and $y$ rather than $x$ and $y$. The formulation pursued here can be summarized as $y = X$, where $X = (x - x_{min})/(1 - x_{min})$. Given the care taken by Brutsaert [2015] to derive a very general CR, one would expect to find continuity between his derivation and the present results. With the proposed CR, the general relationship of Brutsaert [2015], namely the present equation (3), still holds, except now the function $F$ is given by:

$$F = \frac{x_{min}}{1-x_{min}} (1-x)$$

In (3), $F$ is construed to be a universal function only of $1 - x$; here it is a function of both $x_{min}$ and $1 - x$.

There is also continuity between the boundary conditions (BCs) suggested by Brutsaert [2015] and the proposed CR. As mentioned previously, he proposed the BCs: (i) $y = 1$ at $x = 1$; (ii) $y = 0$ at $x = 0$; (iii) $dy/dx = 1$ at $x = 1$; (iv) $dy/dx = 0$ at $x = 0$. BC (i) is explicitly retained in this formulation because $X = 1$ at $x = 1$. BCs (ii)
Adding flexibility to (14) would align with the thrust of this paper, provided the CR is based on the proposed self-adjusting complementary relationship shown on an \((x, y)\) graph, defined by a straight line connecting \((x_{\text{min}}, 0)\) and \((1, 1)\). The dashed line represents \(y = x\); the solid line is equivalent to \(y = x - (x_{\text{min}}) / (1 - x_{\text{min}})\), where \(x_{\text{min}}\) varies from day to day. Figure 2 shows what this looks like on an \(x-y\) graph. The dashed line representing \(y = x\) corresponds to \(x_{\text{min}} = 0\) and \(b = +\infty\). The solid line on Figure 2 represents the new CR for a single data point. It can be seen that days (or 10 day averages) having larger values of \(x_{\text{min}}\) will exhibit a more vertical CR line (the solid line on Figure 2), corresponding to a smaller value of \(b\), and resulting in smaller values of \(y\) for a given \(x\). Note that a fixed value of \(b\) for a given experiment cannot reorganize the data in the way equation (14) can. In fact, the correlation coefficient for any fixed value of \(b\) is the same as that between \(x\) and \(y\), and Table 1 shows that \(R\) between \(x\) and \(y\) is smaller than between \(x\) and \(y\).

The data considered here seem to support writing the CR as \(y = X\) (equation (14)). However, as noted by Brutsaert [2015], some flexibility in CR formulations may be needed to accommodate a range of regional field conditions. Adding flexibility to (14) would align with the thrust of this paper, provided the CR is based on the rescaled \(x\) axis. For example, a great deal of flexibility is possible with a CR equation of the form:

\[
y = a_0 + a_1 x + a_2 x^2 + a_3 x^3
\]

in which the coefficients can be assigned to meet various boundary conditions. When \(a_0 = a_2 = a_3 = 0\), and \(a_1 = 1\), (17) reduces to (14). Four BCs are needed to evaluate the coefficients [Brutsaert, 2015]. We might specify these BCs: (i) \(y = 0\) at \(X = 0\); (ii) \(y = 1\) at \(X = 1\); (iii) \(dy/dX = s\) at \(X = 1\); and (iv) \(dy/dX = \sigma\) at \(X = 0\). BCs (iii) and (iv) define \(s\) and \(\sigma\), respectively. This results in: \(a_0 = 0\); \(a_1 = \sigma\); \(a_2 = 3 - 2s - \sigma\); and \(a_3 = -2 + s + \sigma\). Values of \(s\) and \(\sigma\) must be chosen such that \(y \leq x\), and \(y \geq 0\) for \(x_{\text{min}} \\leq x \\leq 1\); these values may be selected on physical grounds or through calibration. Since (14) adequately represents the present data, (17) will not be applied here.

7. Conclusions

The complementary relationship (CR) has been rescaled by defining \(x_{\text{min}}\) as the value of \(x = E_{\text{apa}} / E_{\text{pa}}\) at which \(y = E_{\text{apa}} / E_{\text{pa}}\) goes to zero. By calculating \(x_{\text{min}}\) with (12), the \(x\) axis can be rescaled to \(X = (x - x_{\text{min}}) / (1 - x_{\text{min}})\). The reduced scatter shown in the rescaled CR (Figure 1c) cannot be represented by a single curve on the \(x\)-\(y\) axes, even for a single experimental site. Rather, each data point has its own \(x_{\text{min}}\), defining the CR for that data point. The present data suggest the CR can be expressed as \(y = X\) (equation (14)). Calculation of \(x_{\text{min}}\) requires no additional data beyond those required to calculate evaporation from the Penman [1948]...
equation as expressed in (7) and (8). Although the Priestley and Taylor [1972] parameter has been calibrated for use here, this poses no additional requirement beyond those for any application of the Advection-Aridity class of CR methods.

This rescaling has the potential to explain much of the variability in the value of b observed by, for example, Kahler and Brutsaert [2006], Sziglai [2007], Pettiojohn and Salvucci [2009], and Huntington et al. [2011]. It also has the potential to reduce the scatter within individual data sets.

To summarize:
1. A method has been proposed to estimate $E_{pa}$ under conditions where $E$ goes to zero while $E_{pa}$ is greater than zero. This value is denoted $E_{pad}$ (equation (10)).
2. This value of $E_{pad}$ can be used to find the minimum value of $x = E_{pa}/E_{pa}$ attainable as $E$ goes to zero on a given day (equation (12)). This value is denoted $x_{min}$.
3. The complementary relationship, typically expressed by $y = f_1(x)$, can be rescaled as $y = f_2(X)$ where $X = (x - x_{min})/(1 - x_{min})$, where $f_1$ and $f_2$ are functions of $x$ and $X$, respectively.
4. Plotting experimental data from FIFE87, FIFE89, CASES, and BARCAS resulted in reduced scatter in plots of $X$ versus $y$, compared to $x$ versus $y$.
5. With all the data sets, the $(X, y)$ data fall near the line $y = X$.
6. The CR $y = X$ better predicts measured $E$ values overall than Brutsaert’s [2015] equation (5), even when $x$ and $c$ are optimized for his equation.

The new $y = X$ formulation maintains considerable continuity with the reasoning behind the general CR derived by Brutsaert [2015]. The physical constraints reflected in his boundary conditions are maintained, although their mathematical expressions are modified.

Other possible functional forms of the CR, such as (17), should consider $y$ to be a function of $X$, rather than $x$, in order to take advantage of the reduced scatter provided by this rescaling of the $x$ axis.
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