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Abstract The response of a regional atmospheric model

to small changes in roughness length of two vegetation

categories (crops and deciduous broadleaf forest) was

analyzed for three synoptic events in June 2006. These

were characterized by two convective events (June 11 and

22) and one prefrontal event (June 17). The responses of

the model, for precipitation, equivalent potential tempera-

ture and wind field were notable in general. However, the

response became muted as roughness lengths were

increased or decreased. Atmospheric response to these

changes varied for different convective events. A small

dependence on roughness length was found for the sensible

and latent heat fluxes and planetary boundary layer heights

during the convective event of June 11. For the June 22

event, the model response was weaker for the crop-only

and forest-only roughness length experiments compared to

the response when both the crop and forest-only roughness

length were changed in combination.

1 Introduction

The model responses to changes in surface characteristics

have been the subject of numerous scientific studies. This is

because the processes that control flux of energy, mass, and

momentum in the atmosphere are determined largely by the

physical conditions of the surface (Oke 1987; Stull 1988).

A large number of studies have investigated the impact of

orography (Carruthers and Hunt 1990; Allen 2006), surface

roughness (Lettau 1969; Pielke 1973; Thompson 1978;

Garret 1982; Sud and Smith 1985; Dorman and Sellers

1989; Raupach 1994; Harman and Finnigan 2007; Finnigan

et al. 2009), albedo (Charney et al. 1977; Sud and Smith

1984; Garratt 1993; Pitman et al. 2004), land use and land

cover, and soil moisture (Avissar and Pielke 1989; Pielke

et al. 2002; LeMone et al. 2008) on the atmosphere.

The present paper focuses on atmospheric sensitivity to

surface roughness. In this vein, one difficult challenge has

been the assignment of appropriate values of roughness

length to the numerous elements that constitute roughness

of the underlying surface (Grimmond and Oke 1999).

Several avenues of research have been proposed to

approach the problem from a combination of theoretical

and observational techniques. The obvious one was to

specify roughness length from profile methods or from

single-point estimates (Sugita and Brutsaert 1992; Bottema

et al. 1998; Eng and Brutsaert 2002; Grimmenes and Thue-

Hansen 2004). Another method, pioneered by Lettau

(1969), specified roughness length from the geometrical

consideration of the roughness elements. He suggested a
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parameterization of the momentum roughness length to be

proportional to the ratio of the area presented to the wind

and the specific area occupied per one unit roughness

element. These geometric methods have been used in

conjunction with geographic information systems to

determine zero-plane displacement and roughness length

(Grimmond and Oke 1999; Hassager et al. 2003). As a

follow-up of this idea, the concept of effective roughness

was used. In this case, roughness length of an element

could be used as representative of a large area or it could be

estimated from aggregation of roughness values for

homogeneous areas (Claussens 1991; Hassager et al. 2003).

Variants of these methods have been proposed but the

degree of uncertainty associated with each technique has

not been reduced significantly. Wieringa (1992) has revised

a series of experimental studies only to find that roughness

length estimates can vary significantly among each other

up to a factor of 3. This situation is particularly evident in

estimates of roughness length for vegetated areas and

crops. Wieringa (1992) noted that the geometrical dispo-

sition of rows and their width as one source of uncertainty

which can have an appreciable effect over acceptable val-

ues of roughness length. Additional examples of the role of

surface roughness length in land–atmosphere interactions

can be found in Harman (2012) and Weligepolage et al.

(2012).

Spatial and temporal changes in roughness length can

result in alterations of turbulent exchange coefficients and

hence in changes to the sensible and latent heat fluxes at

the surface. From the air quality point of view, uncertainty

in roughness length can be a cause of uncertainty on the

values of near-surface wind speeds and therefore signifi-

cantly affect the trajectories of air parcels (Quintanar et al.

2009; Wu et al. 2009). Dry deposition fluxes of contami-

nants can also be affected by the uncertainty in roughness

length since these are formulated in terms of aerodynamic

resistances (De Ridder et al. 2004).

Relatively few regional atmospheric modeling studies

have addressed the sensitivity to roughness length changes

(Pielke 1973; Hassager et al. 2003). Thus, a detailed

investigation of forecast sensitivity to roughness length is

long warranted. It is particularly important to understand

smaller changes or bias or error in surface roughness length

and their impacts on the atmosphere. We may conceptu-

alize these impacts based on our overall understanding of

surface roughness–atmospheric relationships. However, the

question that still needs to be addressed is ‘what are the

magnitudes of responses (quantitative examples) for small

changes in surface roughness length under different syn-

optic states of the atmosphere?’

Hence, the objective of this research was to investigate

and quantify atmospheric responses to small changes in

surface roughness for two distinct vegetation categories,

namely crops and woodland and deciduous broadleaf for-

ests which comprise a significant portion of the vegetated

surface of the Ohio River Valley. Three convective events

from June 2006 were examined for this purpose. Moreover,

the study was completed in support of an ongoing air

quality work conducted by the authors.

2 Data and methodology

2.1 The model

In this research, the Penn State University/UCAR regional

atmospheric model MM5 version 3.7.4, coupled to the

Noah land surface model (LSM) was applied (see Chen

and Dudhia 2001). The Noah LSM used four soil layers

(10, 30, 60 and 100 cm in thickness) to predict soil

temperature and soil moisture. The total soil depth was

2 m with the root zone in the upper 1 m. The Noah LSM

communicated with the model atmosphere through a

planetary boundary layer (PBL) model and a surface layer

model that computed potential evaporation as described

by Mahrt and Ek (1984). The PBL scheme chosen here

was based on the work by Troen and Mahrt (1986), later

coupled to the NCEP Medium-Range Forecast model

(MRF-PBL) by Hong and Pan (1996). The MRF-PBL

scheme supplied the Noah LSM and the surface layer

model with values of stability-dependent (bulk) exchange

coefficients, which were used to estimate sensible and

latent heat fluxes at the surface. These energy fluxes were

used in turn by the MRF-PBL to compute heating and

moistening of the boundary layer (Chen and Dudhia

2001). Despite some shortcomings regarding overestima-

tion of PBL heights and underestimation of surface wind

fields, the MRF-PBL continued to be used because of its

computational efficiency and similar performance com-

pared to other more sophisticated PBL schemes (Cheng

et al. 2003; Zhang and Zheng 2004).

The turbulent exchange coefficients for heat and mois-

ture fluxes were functions of the momentum and the heat

roughness lengths. These two roughness lengths differed in

the current Noah LSM design (as of version 3.7.4) by the

addition of a molecular resistance term to the heat rough-

ness length, which effectively reduced the exchange coef-

ficient for heat. Under this particular model version of

MM5, the dependency of the exchange coefficient on

roughness length was found to be rather weak for neutral

conditions (see ‘‘Appendix’’ for additional explanation).

However, in the event of strong coupling between the

MRF-PBL scheme and the LSM, particularly during con-

vective activity, the energy fluxes at the surface can be

significantly altered and consequently, the dynamical and

thermal evolution of the PBL as well.
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In this study, sensitivity tests are conducted to investi-

gate the impact of varying roughness lengths on model

forecasts for two land-use categories: deciduous broadleaf

forest (F) and cropland/woodland (C). The values of

roughness lengths were provided at initialization time to

the MM5 from a lookup table containing a USGS 24 land

use category for summer. The changes in roughness length

were made directly to the lookup table and maintained

throughout the simulations.

For the coarse grid simulations, the Kain–Fritsch

cumulus convection parameterization scheme incorporat-

ing a shallow convection scheme was selected (Kain 2004).

For higher resolution simulations the cumulus convection

parameterization was not used. Finally, for the cloud

microphysics representation, the simple ice microphysics

of Dudhia (1989) was chosen.

2.1.1 Domain configuration

Themodel simulationswere performedwith two domains in a

one-way interaction mode. Figure 1 shows the outer domain

with horizontal grid spacing of 12 km, covering a

1600 9 1000 km region of the South Central U.S., and the

inner domainwith horizontal grid spacing of 4 km, covering a

800 9 500 km region of the Ohio River valley centered over

Kentucky. Both domain projections (Lambert conformal)

were centered at 37.1 N, 86.7 W in south central Kentucky.

The modified C and F categories were only implemented in

the inner domain (4-km grid spacing). Hence, a one-way

interaction mode between the outer and inner domain was

needed to isolate the lateral forcing of the outer domain from

the effects of roughness length changes. The dates of simu-

lationwere chosen to coincidewith three periods in June 2006

when an air quality measuring campaign in Logan County in

south central Kentucky was conducted.

Both model domains are configured with 31 vertical

levels and 13 half-sigma levels below the 0.85 level,

decreasing from 1.0 to 0.88 in intervals of 0.01. This

roughly corresponded to a vertical grid spacing of 90.0 m

up to the 0.85 sigma level. The lowest computational level

was set at 0.995, roughly corresponded to a height of about

35 m above the ground.

2.1.2 Anomaly experiments

The MM5 is initialized at 1200 UTC (0600 LST) for three

synoptic events on June 11, 17 and 22, 2006 and integrated

for 24 h. Both, the MM5 and the Noah LSM were initial-

ized with NCEP Final Reanalysis data (FNL) at 1� 9 1�
horizontal resolution and updated every 6 h (http://dss.

ucar.edu/datasets/ds083.2/ as obtained from the Research

Data Archive at the NCAR/UCAR website). These data

sets include soil moisture data at the same four soil levels

mentioned previously for the Noah LSM. Additional high

resolution (30 s) land use land cover data was provided

from a 25 category USGS data archive used by the TER-

RAIN interpolation stage of MM5 to the model’s compu-

tational grid (Zehnder 2002).

Fig. 1 Model domains a outer

domain grid spacing at 12 km

and b inner domain grid spacing

at 4 km

Atmospheric sensitivity to roughness length in a regional atmospheric model over the… 317
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In the control (CTRL) run, the values of roughness

length for the C and F land use categories were set to the

standard values used in MM5 runs, namely, 20 and 50 cm,

respectively. Figure 2 shows the area covered by the C and

F categories, respectively. The C category could be found

over parts of south, central and northern Kentucky. It also

occupied wide areas over Illinois, Missouri, and western

and central Tennessee. The area covered by the F category

was clearly smaller with respect to its C counterpart and

was found mostly over eastern Kentucky and smaller

portions of southern Indiana and western Tennessee. The

C and F areas covered about 40 and 30 % of the compu-

tational domain, respectively.

In the anomaly experiment runs, the roughness length

value of one category was changed from that in the CTRL

simulation in steps of 5.0 %, from -25.0 up to 25.0 % (i.e.,

a total of ten experiments for each category change) while

keeping the roughness length of the remaining category at

the CTRL value. As noted above, in the land cover dataset,

roughness length is 20 cm for crops. Hence, 5 % changes

(increase or decrease) would result in roughness length of

19 or 21 cm while 25 % changes would result in 15 or

25 cm roughness length. Because of this reason, other

researchers (e.g., Sud et al. 1988) made several orders of

magnitudes of changes to demonstrate the impacts of

changes in roughness length. However, impacts of small

changes remained relatively less understood. This study, in

fact, provided a quantitative estimate of impacts of these

small changes and uncertainties.

Since both C and F land categories covered adjacent

regions it became important to assess the response of the

model when these two roughness length values were

changed simultaneously in steps of 5.0 % while keeping

the sign of the change equal in both F and C categories. We

referred to the combined changes in both categories of

roughness length as CF. Thus, a total of 70 roughness

length change experiments were performed which was a

subset of the 120 all possible anomaly experiments per

synoptic event. The analysis of this smaller sample was

considered sufficient to obtain first order effects of

roughness length changes upon the model’s atmospheric

state. To identify and analyze the response of the model,

the ensemble averages of pertinent atmospheric variables

over the anomaly experiment realizations and the time and

area averages of individual experiment realizations were

performed. We denoted the 5-member ensemble averages

of simulations that have an increase in roughness length

from CTRL as CUP and FUP for the crops/woodland and

deciduous broadleaf categories, respectively. Similarly, we

used CDN and FDN when roughness lengths were

decreased. When both categories were changed in combi-

nation they were denoted by CFUP and CFDN. Conse-

quently, the 10-member ensemble averages were denoted

as CEN, FEN and CFEN. To identify individual experi-

ment realizations the notation CDNxx, CUPxx, FDNxx,

FUPxx, CFDNxx, CFUPxx, were used, where xx was

replaced by 05, 10, 15, 20, and 25 to indicate the per-

centage change from CTRL values.

Fig. 2 USGS land use land

cover map for crops/woodland

mosaic (in light brown) and

deciduous broadleaf forest (in

green). Roughness length for

crops is set in the CTRL

simulation to 0.2 and to 0.5 m

for the deciduous broadleaf

forest categories
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In the following sections, the model’s response to

changing roughness length for the deciduous broadleaf and

crop/woodland land use categories was analyzed for the

three different events, June 11, 17 and 22 2006, as men-

tioned above. Precipitation, equivalent potential tempera-

ture (he), the near-surface horizontal wind field at the sigma

level 0.975 (the area average pressure is approximately

980 hPa at this level for all experiments), the latent and

sensible heat fluxes and the PBL height were examined for

each of the three synoptic events. The time periods used to

perform the averages and the accumulation of precipitation

values were taken from 1800 UTC for June 11, 17 and 22 to

0600 UTC of the next day (1200 LST to 0000 LST). This

model integration period included the last 12 h of simula-

tion from 1200 LST to 2300 LST and included the most

relevant convective events. Results and discussion of model

output was restricted to the inner domain (4 km resolution).

3 Results

3.1 Synoptic conditions and control simulations

Figure 3a shows the June 11 2006, 12-h modeled accu-

mulated precipitation fields and the 980 hPa (%0.975

sigma) 12-h average horizontal wind field for the CTRL

simulation. Figure 3b shows the corresponding fields from

the North American Regional Reanalysis (NARR)

(Mesinger et al. 2006). During this time period, a weak

cold front traversed the study area and set off showers over

much of Kentucky and Tennessee. The overall trend in

accumulated precipitation was well captured by the model

with a tendency to overestimate maximum rainfall by about

10–20 mm in narrow precipitation bands over central

Kentucky. The near-surface wind field patterns were also

reasonably well captured in magnitude ranging from about

2.0–4.0 m s-1. South-westerly winds over Tennessee and

north-easterly wind over the northeast of Kentucky were

reproduced well by the model. However, the cyclonic

center is placed about 2.5� to the west of that seen in the

NARR data (Fig. 3a).

Figure 3c, d shows the same fields as in Fig. 3a, b but

for June 17 (June 17 1800 UTC to June 18 0600 UTC),

characterized by prefrontal convection. During this 12-h

period, precipitation was initiated from localized convec-

tive activity east of the Mississippi river over western

Kentucky and Tennessee. Precipitation values from the

NARR data set exceeded 40 mm in this region (Fig. 3d).

The model underestimated precipitation by about 30 mm

and placed higher precipitation rate values to the northwest

of the study area over Illinois (Fig. 3c). Model simulation

and NARR data show southerly winds with speeds of about

2.0–4.0 m s-1 over much of the study region.

Figure 3e, f show precipitation and wind fields for the

June 22 event (June 22 1800 UTC to June 23 0600 UTC).

In this case, a slowly propagating stationary front traversed

the study area, with precipitation accumulated over eastern

and central Kentucky and the Ohio River in northern

Kentucky, Illinois and Indiana (Fig. 3f). Modeled precipi-

tation in excess of 30 mm was found over the northwest

corner of the study area over Illinois with lower than

observed values by about 10–20 mm to the northeast over

Kentucky, Indiana and Ohio. Winds are predominantly

south-westerly over much of the region and northerly in the

northwest part over Illinois and Indiana, as shown by the

NARR data set. The model captured the wind field distri-

bution satisfactorily except over central Kentucky, along

the Kentucky-Tennessee border, and around the northern

and southern border of the domain. Over Illinois, modeled

winds had a strong northerly component unlike the north-

westerly flow depicted in the NARR data.

Despite some uncertainty with respect to location and

initiation of modeled precipitation for June 17 and June 22,

it was pertinent to assess the impact of roughness length

changes on the thermodynamics and the overlying circu-

lation within the boundary layer. This assessment was

particularly useful since this study was complementary to

one in which anomaly experiments with soil moisture

changes have been conducted for the same time periods

and computational domain (Quintanar et al. 2009). The

objective of the present study was to obtain information

about the sensitivity of the model to roughness length.

3.2 11 June 2006

3.2.1 Precipitation, wind and thermal response

Figure 4a, b show differences of precipitation, equivalent

potential temperature, and horizontal wind field. In par-

ticular, Fig. 4a shows the differences in the 0.975 sigma

level 12-h average horizontal wind field and the 12-h

accumulated precipitation between the CTRL and the

ensemble CFEN, (CTRL-CFEN). The precipitation dif-

ferences were characterized by narrow bands to the west

and central portions of Kentucky with positive values

exceeding 25 mm. The larger response in the horizontal

wind field of about 1.0–2.0 m s-1 is seen to be co-located

with larger changes in precipitation. Close inspection of the

maps revealed almost identical horizontal patterns for

precipitation and wind field differences for (CTRL-CEN)

and (CTRL-FEN) (both not shown) and (CTRL-CFEN)

ensembles. The 24-h time evolution of the domain average

accumulated precipitation differences for each member

realization (not shown) revealed that the values of precip-

itation differences were very small (in the order of 0.1 mm

or less). This was because of cancelation of positive and

Atmospheric sensitivity to roughness length in a regional atmospheric model over the… 319
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negative anomalies over the computational domain, as

could be seen from inspection of the gray and white areas

in Fig. 4a. The result was consistent with the horizontal

patterns of precipitation differences exhibited in the

ensemble averages for C, F, (not shown) and CF (Fig. 4a).

It is conceivable that, given the geographical distribu-

tions of C and F categories over the study region (for

instance, C is dominant over Illinois, see Fig. 1), a pattern

of shifted precipitation concomitant with a change of sur-

face wind speeds might be discerned over regions where

Fig. 3 a, c, e 12-h accumulated precipitation (mm) and 975 mb

horizontal wind field from control model simulation, respectively; and

b, d, f from NARR on June 11 (June 11 1800 UTC–June 12 0600

UTC), June 17 (June 17 1800 UTC–June 18 0600 UTC), and June 22

(June 22 1800 UTC–June 23 0600 UTC), respectively

320 A. I. Quintanar et al.
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larger horizontal gradients of roughness length are located.

To explore this possibility further, two experiments (not

included in the suite of experiments for this study) were

performed whereby differences in roughness length

between two adjacent areas of forests (F) and crops (C) are

maximized. The experiments in our notation are:

FUP25_CDN25 and FDN25_CUP25. Comparisons with

the CTRL simulation and between them reveal very similar

patterns of shifting precipitation and surface wind field as

those found in the previously shown Fig. 4a for the June 11

case (not shown). The June 17 case, showed similar pat-

terns of shifting precipitation over Illinois regardless of

how the C and F roughness length categories were

changed. It is intriguing why precipitation changes tend to

cluster around larger values of precipitation, without a

preferential direction in roughness length changes. This

question needs to be addressed in a future study.

Figure 4b showed he changes at sigma level 0.975. For

(CTRL-CFEN) it was found that differences in he was of
the order of 0.0–0.5 K outside the region where convection

took place in Kentucky. Inside the region of largest con-

vective activity, differences in he attain values of up to 3 K.

As shown above, in the case of precipitation differences,

the horizontal patterns of he were almost identical to

(CTRL-CEN) and (CTRL-FEN) (both not shown). The

horizontal pattern of he differences showed colder and drier

Fig. 4 a June 11 ensemble

differences in 12-h accumulated

precipitation (mm) and the 12-h

average horizontal wind field

for (CTRL-CFEN). Contour

interval for dashed lines of

precipitation is -5 mm or less.

b Similarly, for equivalent

potential temperature (K) at the

0.975 sigma level. Contour

interval for dashed lines is

-0.2 K or less
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air in eastern and south-western Kentucky for the CEN,

FEN and CFEN ensembles, while moister and warmer air

in central Kentucky. From the results it became evident

that the local change in roughness length for the C and

F categories impacted the entire domain. It is different

from impacts of soil moisture changes where only upwind

or downwind regions experienced these modified he
(Quintanar et al. 2008; McPherson and Stensrud 2005).

In addition, the area-averaged results for the F, C and

CF land categories show very similar patterns in amplitude

and time evolution. Hence, the results presented here are

only for the F category. Figure 5 shows the time series of

area-averaged accumulated precipitation for the CTRL

simulation on 11 June, 2006 for the deciduous broadleaf

forest F category (blue line). Precipitation increases from

near zero in the first 12 h of simulation to about 12.0 mm

by the second 12 h. Additionally, the area average of the

standard deviation from the CTRL is calculated using the

ten anomaly experiments (FUPxx, FDNxx as described

above in Sect. 2.1.2) and plotted as an error bar. The

standard deviation increased from near zero at beginning to

about 3.4 mm near the end of the simulation. This indicates

the evolution of larger spatial variability of anomaly

experiments over time. The standard deviation for all three

cases seemed controlled by the strength of synoptic con-

ditions. In the June 11–12 case, synoptic forcing is the

smallest of the three cases (please see Fig. 7b in the

manuscript) and, while area-averaged precipitation did

increase from changes in roughness length values, it is

unclear how this induced variability at daily time-scales is

internal to the model. Percentage-wise, in this case, the

standard deviation remained almost unchanged up to the

end of the simulation. June 17–18 and June 22–23 cases

show behavior analogous to the June 11–12 case.

3.2.2 Vertical cross section

The vertical distributions of differences in he and vector

wind field are shown in Fig. 6 for a north–south cross

Fig. 5 Time series of hourly area average accumulated precipitation

(mm) for three events for broadleaf forest. Error bars show spread of

precipitation

Fig. 6 South–north vertical

cross section (at 86.7�W) for

differences of equivalent

potential temperature and

meridional and vertical wind

components. Contour interval

for dashed lines is 0.2 K
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section placed at 86.7�W. The largest differences in he
extended from the surface through much of the mixed layer

(see Fig. 6). Generally, larger wind differences were co-

located with larger differences in he, ascending motion in

the region of positive differences (shaded area), and

descending motion over regions of negative differences

(white areas). Again, this contrasts with studies where soil

moisture changes resulted in either solenoidal (Leeper et al.

2009) or single-cell circulation throughout the mixed layer

(McPherson and Stensrud 2005).

3.2.3 Near-surface wind field response

Domain average zonal and meridional wind and friction

velocity for CF are presented in Fig. 7a–c. In the CTRL

simulation, the zonal wind component increased up to

about 1.5 m s-1 during the first 12 h (1200–0000 UTC) of

simulation and then decreased to -0.75 m s-1 during the

following 12-h period (0000–1200 UTC; Fig. 7a). Ano-

maly experiments show very small (nearly zero) deviation

from CTRL during the first 12 h of simulation. However,

deviations became more prominent during the second 12 h

period (Fig. 7a).

CTRL meridional wind also shows, generally, similar

changes over time (Fig. 7b). However, magnitude of

change in (absolute term) was more prominent for zonal

wind during the first 12 h, while meridional winds domi-

nated the second 12 h period. In addition, magnitudes of

deviations were nearly similar for meridional wind during

second 12 h of the anomaly experiments. Like zonal wind,

first 12 h did not show any deviations from the CTRL.

Friction velocity for CTRL simulation increased during

the first 6 h of simulation and then started to decline slowly

(Fig. 7c). However, it declined rapidly before stabilized

during the last and first hours of initial and second 12 h

segments of simulation. Deviations from CTRL were

smaller during the first 12 h of simulations while they were

much larger during the second 12 h. This is related to the

increase in simulated convective activity concomitant with

larger horizontal convergence at lower levels from CTRL.

Additional analysis of domain average differences of

CTRL-CFDN and CTRL-CFUP for the zonal wind

components at 10 m were shown in Fig. 8a. The difference

reached a maximum value of about 0.08 m s-1 in absolute

value for the largest changes in roughness length (CFDN25

and CFUP25) at around 2200 UTC on June 11 and about

0.12 m s-1 at 0800 UTC on June 12. A similar behavior

was found for the meridional wind component (not shown)

except the range of changes was slightly larger than those

found for the zonal wind component later on June 12 (0600

UTC). Larger differences in the horizontal wind vector at

10 m (not shown) were also found around areas of large

differences in precipitation as was shown for its

counterpart at the 0.975 sigma level (see Fig. 4a). It was

noted that, for a period between 1200 and 1800 UTC, the

zonal wind component in area average sense decreased

from CTRL values when roughness length is increased

(dotted lines in Fig. 8a). Conversely, it increased when

Fig. 7 Time series of domain average for the CTRL simulation for

a zonal wind, b meridional wind and c friction velocity (u*). Error

bars are area averages of standard deviations of anomaly experiments

from the CTRL
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roughness length was decreased (black lines in Fig. 8a).

The corresponding differences in friction velocity were

shown in Fig. 8b. In this case, as roughness length was

increased (decreased) friction velocity increased (de-

creased) due to a rougher (smoother) surface consistent

with a higher (lower) surface stress. The behavior shown in

Fig. 8a for the zonal wind component was explained from

the logarithmic wind profile for neutral conditions.

Figure 8c, showed the signal-to-noise ratios D1j j=rt,
D2j j=rt and jD3j=rt for the domain average zonal

wind component at 10 m (U), where the numerator

is the absolute value of D1 ¼ UCTRL � UCFDN25, D2 ¼
UCTRL � UCFUP25, D3 ¼ UCFUP25 � UCFDN25 and rt is the

variance as function of time obtained from the ten anomaly

roughness experiments. To estimate of the significance of

the response, the procedure by Chervin and Schneider

(1976) was used (please refer to eqs. 2 and 3 in their

paper). The number of degrees of freedom is 9 (one control

and ten experiments minus 2) which at 95 % confidence

level requires the signal-to-noise ratio to be larger than

3.196 (see Chervin and Schneider 1976, pp. 411) to dismiss

the null hypothesis for a two-tailed Student t test. For a

90 % confidence level the ratio needed to be larger

than 2.592. Inspection of Fig. 8c revealed that

(CFUP25-CFDN25) can be significant at the 90 % level

except for several periods [0000–0300 UTC (1900–2200

LST), 0500 UTC (0000 LST) and 0700–1000 UTC

(0200–0500 LST)]. On the other hand, differences between

CTRL-CFDN25 were significant at 90 % level for a brief

period in the early morning [0600 UTC (0100 LST)]

whereas the difference CTRL-CFUP25 did not show any

significance above the 90 % level for almost the entire day.

The t test indicated, in this case, that probably a larger

sample is required to achieve larger statistical significance.

Despite this statistical fact it was interesting to find that the

signs of differences in friction velocity and zonal wind

speed are those expected on physical grounds at least

during the first 12 h of this event.

3.2.4 Planetary boundary layer heights and surface fluxes

Figure 9a–c shows the time series of the domain average

differences (vs. CTRL) of sensible and latent heat fluxes

for each roughness anomaly experiment in the F category.

The F experiment had been chosen because progression of

its behavior was very similar to the other experiments.

Sensible heat flux differences ranged from -0.2 to

0.7 W m-2 while for latent heat flux, differences ranged

from -1.0 to 1.5 W m-2. Between 1800 UTC and 2100

UTC, differences in sensible and latent heat changed from

positive values (CTRL values larger than CDN, FDN and

CFDN) to negative (CTRL values smaller than CUP, FUP,

and CFUP) as percentage roughness length changes from

-25 to 25 %. Hence, sensible and latent heat fluxes

increased with increasing roughness length. This behavior

in surface energy fluxes was partly explained from the

Fig. 8 June 11 time series of domain average horizontal differences

for (CTRL-CFDN) and (CTRL-CFUP) of a zonal wind component

UCTRL at 10 m, b friction velocity as a function of selected

momentum roughness length percent changes, c signal to noise ratio

for the zonal wind component at 10 m, |D1| = |UCTRL-UCFDN25|,

|D2| = |UCTRL-UCFUP25|, |D3| = |UCFUP25-UCFDN25| and the time-

dependent standard deviation rt
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percentage change of the turbulent exchange coefficient to

roughness length change. From the expression of the tur-

bulent exchange coefficient for neutral conditions (Eq. 26

of Chen and Dudhia 2001) and assuming equality for both

roughness length and heat roughness length, the percentage

change for the C and F categories in the turbulent exchange

coefficient was about 0.4 times the percentage change in

roughness length (see ‘‘Appendix’’). Close inspection of

Fig. 9a for 1800 UTC showed that sensible heat flux

decreased by about 0.58 W m-2 from the CTRL for a

-25 % roughness length change, and up by 0.42 W m-2

from the CTRL for a ?25 % change. Hence, the sensible

heat fluxes increased by about 1.0 W m-2 as roughness

length increased 50 %. The value of sensible heat flux at a

-25 % change was 170 W m-2. Thus, the percentage

change for sensible heat flux was about 0.6 %. Similarly

for latent heat fluxes, Fig. 9b shows 1.27 and 0.94 W m-2

decrease and increase for a -25 and 25 % changes,

respectively, at 1800 UTC in latent heat fluxes. There was a

net increase of about 2.2 W m-2 for an increase of 50 % in

roughness length. In addition, there was 0.5 % increase in

latent heat fluxes for a -25 % change in roughness length.

These percentage changes in sensible and latent heat fluxes

were too small to be explained from the computed sensi-

tivity of the turbulent exchange coefficient. LeMone et al.

(2008) also found very small changes in sensible heat

fluxes for 30 % decrease in roughness length for grasses.

They have explained that the effect of decreasing rough-

ness length was compensated by a decrease in friction

velocity and an increase in the heat roughness length. In

other words, flux changes were not proportional to the

roughness length changes. Further assessment of the model

showed that this disproportionate response was linked to

sensitivity of the exchange coefficient for the roughness

parameterization (Please see ‘‘Appendix’’ for additional

explanation). Despite the results, it was very interesting to

find that, at least for June 11 event, at 1800 UTC the

increasing change in surface fluxes corresponded to the

increasing change in roughness length. This behavior was

short lived. After 0000 UTC, the signs of the differences

reversed for all experiments and the previous dependence

with roughness length change was lost. The ensemble

average for, both sensible and latent heat fluxes in CEN,

FEN and CFEN resulted in estimates less than 0.5 W m-2

in absolute value due to cancelation among members of the

ensemble (not shown).

The time series for the PBL height differences were

shown in Fig. 9c. Positive differences of up to 5 m were

observed for CFUP25 and negative differences of -5.3 m

for CFDN25 between 1800 UTC and 2100 UTC. Differ-

ences in PBL height change from negative (CTRL values

smaller than CFDN experiments) to positive (CTRL values

larger than CFUP experiments) as roughness changes went

from -25 to ?25 % change. In other words, as roughness

length changes from -25 to ?25 %, PBL height decreases.

This condition is rather unexpected given the observed

increase in sensible heat flux in the anomaly experiments.

However, other factors such as the stability of the model

Fig. 9 June 11 time series of differences of (CTRL-CFDN) and

(CTRL-CFUP) experiments a domain average sensible heat flux and

b domain average latent heat flux and c domain average planetary

boundary layer height
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atmosphere need to be factored in. In the MM5, PBL height

is a function of stability conditions through the computa-

tion of a bulk Richardson number at every vertical level

(Hong and Pan 1996). The change in roughness length not

only affects the surface energy fluxes, but also affects the

momentum transport into the atmosphere that can poten-

tially change horizontal wind convergence of moisture

which in turn can change the stability of the atmospheric

column. Additionally, as found earlier, differences in sen-

sible heat fluxes are perhaps too small to account for the

PBL height behavior.

3.3 17 June 2006

3.3.1 Precipitation, wind and thermal response

As done for June 11, differences in the 0.975 sigma level

12-h averaged horizontal wind field and the 12-h accu-

mulated precipitation between the CTRL and the ensemble

and CFEN were analyzed (not shown). Large positive

precipitation differences of up to 20 mm were observed

over the northwest corner of the computational domain.

Conversely, relatively small precipitation differences of

about 5 mm or less were present over the central part of the

domain. These differences were characterized by precipi-

tation bands oriented in a south-west to north-east direction

following the southerly mean-wind as in the control sim-

ulation (Fig. 3c). Negative precipitation differences were

smaller (up to 10 mm). The domain average of these values

for the individual ensembles (not shown) showed slightly

reduced differences compared to its June 11 counterpart

with differences of about 0.1 mm after 1200 LST. In

addition, the model conserved domain average precipita-

tion as found earlier for the June 11 case.

Again, Fig. 5 shows the time series of area-averaged

accumulated precipitation for the CTRL simulation for 17

June, 2006 for F category (red line). As in 11 June, pre-

cipitation increases from near zero in the first 12 h of

simulation to about 4.7 mm by hour 1200 UTC of 18 June

at the end of the simulation. The standard deviation is

shown to increase from near zero values to about 2.1 mm

near the end of the simulation. Precipitation estimates were

lower compared to the 11 June event and is consistent with

Fig. 3c.

It was also found that a larger response in the horizontal

wind field was co-located with larger changes in precipi-

tation with speeds of up to 2.0 m s-1. Once again, the close

similarity of precipitation and wind field differences among

the members of the ensemble average was verified and thus

the lack of sensitivity to different magnitudes of roughness

length changes was confirmed as well.

The differences in he for (CTRL-CFEN) at 0.975 sigma

level were approximately 3.0 K over Illinois and Indiana

and less than 0.2 K over Kentucky. Hence, he for the CEN,
FEN, and CFEN ensembles show cooler, drier air over a

large portion of the domain, particularly over Indiana and

warmer, moister air over Illinois and the Indiana-Kentucky

border. The similarity of pattern for he among the ensemble

differences (CTRL-CEN), (CTRL-FEN) (not shown) and

(CTRL-CFEN) is verified in this event as well.

3.3.2 Vertical cross section

The vertical structure of differences in he and wind vector

field (meridional and vertical components) for a north–

south vertical cross section located at 86.7�W were ana-

lyzed (not shown). The larger differences in he were found
near the surface and continued vertically throughout the

mixed layer. Larger wind differences were co-located with

larger differences in he as observed before. However,

vertical velocities were much weaker than those in June 11

event and no clear pattern of upward and downward ver-

tical velocities was observed as in the June 11 event.

3.3.3 Near-surface wind field response

For the CTRL simulation, the zonal wind component

increased up to 1.8 m s-1 during the first 12 h (1200–0000

UTC) of simulation after reaching a minimum of about

0.0 m s-1. Subsequently, it approached 1.0 m s-1 during

the following 12 h period (Fig. 7a). Anomaly experiments

show very small (nearly zero) deviation from CTRL during

the first 12 h of simulation. However, deviations became

more prominent during the second half (last 12 h period) of

the simulations (Fig. 7a).

CTRL meridional wind shows no appreciable tendency

over time with values of about 3.0–4.0 m s-1 over the

entire 24-h period (Fig. 7b). In the first 12 h, magnitudes of

deviations were small for anomaly experiments and

increased later during the second 12 h period.

Friction velocity for CTRL simulation increased during

the first 6 h of simulation and then started to decline slowly

(Fig. 7c). However, during the last and first hours of first

and second 12 h segments of simulation, respectively, it

declined rapidly and then stabilized. Deviations from

CTRL were smaller during the first 12 h of simulations

while they were much larger during the second 12 h.

In addition, CTRL-CFEN differences in the domain

average zonal wind component at 10 m were found to peak

at about 1800 UTC on June 18 with values of about

0.07 m s-1 (not shown). In contrast to the June 11 case;

however, little or no variation was observed among the

individual ensemble members in the first 12 h of the sim-

ulation. During the second 12 h of experiments, slight

differences among the anomaly experiments appeared with

no clear indication of a regular dependence on roughness
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length changes. Friction velocity showed a similar pattern

as its zonal wind counterpart. Closer inspection of friction

velocity (not shown) revealed very small changes (on the

order of 0.0005–0.001 m s-1) as roughness length was

changed.

The statistical significance test was evaluated as in the

previous June 11 case. Here, it was observed that values of

signal-to-noise ratios were exceedingly large (about 100–

1000) early in the day. This occurred because the total

variance (i.e., in this case, that due only to anomaly

experiments) was one to two orders of magnitude smaller

than actual differences, D1j j, D2j j and D3j j. Smaller and less

significant values of signal-to-noise ratio were seen later in

the day (not shown).

3.3.4 Planetary boundary layer heights and surface fluxes

Again, time series of the domain average differences of

sensible and latent heat fluxes for each of the roughness

anomaly experiments in the F category were analyzed (not

shown). As above, the F experiments were chosen because

of their behavior was representative. It was observed, in

this case, that sensible heat fluxes differences ranged from

-2.0 to 2.0 W m-2 while the corresponding values for

latent heat fluxes vary from -3.5 to 4.0 W m-2. In contrast

to the previously found behavior for surface fluxes, no clear

dependence on roughness length changes for the differ-

ences was found. At about 2100 UTC all differences

changed from positive to negative and back to positive at

about 2300 UTC. The ensemble average of the differences

(not shown) showed almost the same time profile, which

indicated very little spread within anomaly experiments.

The time behavior of PBL height differences exhibited

remarkable similarity to the time evolution of the surface

fluxes with negative differences of about -40 m to positive

differences of about 20 m. The analysis suggests that PBL

height differences in ensemble mean (not shown) is again

indicative of very little or no dependence on roughness

length changes.

3.4 22 June 2006

3.4.1 Precipitation, wind and thermal response

Positive precipitation differences of up to 20 mm were

simulated over northern Illinois while much smaller values

of up to 5 mm were for a limited portion of the domain (not

shown). The rest of the domain was dominated by negative

differences (white regions) that were close to zero. Note

that the large precipitation differences between CTRL and

CFEN were located in the areas of higher precipitation

shown by CTRL (please consult Fig. 3e). Surprisingly, the

maximum horizontal wind differences were not found

where the largest precipitation differences located. It was

also found that the CFEN ensemble experiments produced

larger wind speed differences than the CEN and the FEN

ensembles over these two regions (not shown). Like the

two previously discussed events, there was similarity for

the precipitation and horizontal vector field. However, the

response to both C and F roughness changes did have a

large impact in wind speed unlike the June 11 and 17 cases.

Domain average of precipitation differences (not shown)

resulted in values of about 0.05 mm, a factor of 2 smaller

than their June 11 and June 17 counterparts.

Precipitation distribution over entire simulation period

was quite similar to CTRL. It increased from near zero in

the first 12 h of simulation to about 3.7 mm by hour 1200

UTC of 23 June at the end of the simulation. The standard

deviations were increased from near zero values to about

1.8 mm near the end. Compared to the 11 June event they

were reduced and consistent with values seen in Fig. 3c.

The maximum differences in he for (CTRL-CEN),

(CTRL-FEN) (both not shown) and (CTRL-CFEN), are

in the order of 10 K and were located over the regions of

maximum wind speed differences (not shown). The he
differences displayed larger-scale patterns compared to

June 11 and 17 with cooler and drier air over northeastern

Kentucky and eastern Kentucky–Tennessee border. Inter-

estingly, the magnitude of the difference patterns increased

from the CEN ensemble to the CFEN ensemble.

3.4.2 Vertical cross section

As in the horizontal maps, the vertical profiles of he dif-

ferences showed a progressive increment in magnitude

from the CEN, FEN (not shown) and CFEN ensembles that

took effect from the surface up to the mixed layer.

Downward motion was observed over the southern Ken-

tucky Tennessee border.

3.4.3 Near-surface wind field response

Differences in the domain average of the zonal wind

component at 10 m were shown in Fig. 7a for each of the

anomaly experiments. For the first 12 h, differences among

CTRL and CFDN and CFUP were not detected as was also

the case on June 17. After this initial period, anomaly

experiments started to deviate from the CTRL. Deviations

of anomaly experiments from CTRL were nearly non-ex-

istent for the first 12 h of experiments (Fig. 7b). As in other

experiments, deviations have become much larger during

the last 12 h of experiments. Friction velocity (Fig. 7c)

showed a similar pattern as its zonal wind counterpart 12 h

into the simulation. In other words, there were very little

variations among the differences between anomaly and

control simulations. During second 12 h of simulation,
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differences showed larger excursions among anomaly

experiments but again with no clear tendencies related to

roughness length changes.

The statistical significance test was evaluated as in the

previous two cases. As in June 17, the values of signal-to-

noise ratios were exceedingly large (not shown). The

variance during the first 12 h was one to two orders of

magnitude smaller than actual differences, D1j j, D2j j and
D3j j. Smaller and less significant values of signal-to-noise

ratio were seen later in the day.

3.4.4 Planetary boundary layer heights and surface fluxes

Similar to previous events, changes in PBL height and

surface fluxes are very small when compared to CTRL. It

was observed, in this case, that sensible heat flux differ-

ences ranged from -1.0 to 2.0 W m-2 while the corre-

sponding values for latent heat fluxes varied from 1.0 to

4.0 W m-2 (not shown). Sensible heat flux differences

from the individual experiments were mostly positive from

1800 UTC, except for near-zero values for CFDN05 and

CFDN15. There was an apparent tendency for the experi-

ments to cluster around positive values and no clear

roughness length dependence was indicated from the

results. In contrast, latent heat flux displayed a different

behavior, with positive differences from 1800 UTC to 2100

UTC (as sensible heat fluxes) and negative differences after

2100 UTC. Overall, latent heat flux did not show any clear

dependence on roughness length changes either. The time

behavior of PBL height showed, again, similarity with the

time evolution of the surface fluxes for positive differences

from about 5.0 to 30.0 m. As discussed previously, PBL

height differences in ensemble mean (not shown) was

indicative of very little or no dependence on roughness

length changes.

4 Discussions and conclusions

The modeled atmospheric response to surface roughness

length changes was studied for three synoptic events during

June 11, 17 and 22, 2006 over a wide region that included

the Ohio–Tennessee River Valley. These assessments were

part of an ongoing air quality project. The June 11 case was

characterized as a weak frontal event with significant

convective activity taking place over central Kentucky.

June 17 and June 22 were characterized as prefrontal and

frontal events, respectively. These different synoptic con-

ditions played a major role in how the model responded to

a wide range of roughness length changes. In all cases, the

response showed changes in local precipitation. In

ensemble average sense, locally 12-h accumulated precip-

itation change can be up to 25 mm. On a domain average

sense; however, precipitation differences were close to zero

due to spatial redistribution of precipitation patterns. This

suggests that the model preserved the total amount of

precipitation and shifted the location.

The thermodynamic response as evaluated with he also
showed similarity of magnitude and pattern for all cases

except during the June 22 event where the magnitude of the

horizontal and vertical distributions were larger for com-

bined crops and forest change. In ensemble average sense

up to 3 K differences were found. The response in the near-

surface horizontal wind also differed for June 22 compared

to the June 11 and June 17 cases. The former showed a

much wider variation in magnitude than the later cases and

has the largest increase in wind speed when roughness

length changes were performed for the crops and forest

combined. The wind speed differences reached up to

*3 m s-1. In addition, with the exception of June 22, the

response of the model did not depend on the amount of

roughness length change. It was found that small changes

in roughness length (e.g., ±5 %) produced magnitude of

responses similar to those for larger changes (e.g., ±25 %).

This behavior was indicative of the subtle nonlinearities

introduced by the change in surface roughness.

The response in the surface energy fluxes and planetary

boundary layer height was also examined in the same

fashion. The domain average response in surface fluxes

varied significantly from event to event and within the

ensemble members. The June 11 event displayed a clear

dependence on roughness length changes. Both sensible

and latent heat fluxes increased as roughness length chan-

ged from -25 to 25 %. Additionally, friction velocity

showed a clear linear dependence with roughness length

that was not found in the June 17 and June 22 events. This

was in agreement with what would be expected from the

current formulation of the turbulent exchange coefficients

in the MM5 for a neutral condition. However, percent

change in sensible and latent heat fluxes for this case was

too small to be accounted for. The surface fluxes differ-

ences for the individual experiments in June 17 and June 22

did not show a clear dependence on roughness length

changes as that found for June 11. Rather, June 17 exhib-

ited random variations of these differences. In contrast, the

June 22 event showed larger variations in surface energy

fluxes with decreased and increased sensible and latent heat

fluxes, respectively, compared to the CTRL simulation.

Locally, PBL height difference could be between -20 and

40 m. However, the domain average of the PBL height

differences exhibited a similar time evolution as that

observed for the of the surface energy differences. The

results obtained in this study are specific to events where

synoptically driven convection or strong prefrontal syn-

optic conditions were present. Further investigation into

events that do not contain these large-scale synoptic
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features is still needed to obtain a more detailed and gen-

eral picture of the sensitivity of the various surface

schemes to roughness length.

In summary, the results of this study showed that surface

roughness length affects land surface–atmosphere interac-

tions. However, relatively small changes (-25 to 25 %),

rather than several order of magnitudes, in roughness

length did not modify, in ensemble sense and at least in the

range proposed, the amplitude of the response of the model

atmosphere as much as expected. This was particularly true

for higher and lower most roughness length change sce-

narios. However, in our opinion, results of this study are

important since previous studies mostly focused on large

changes in surface roughness length and because this study

provided quantitative examples of impacts. In addition, the

experimental design of this study and its findings would be

quite helpful in the future to better understand the response

of the model atmosphere. Furthermore, we suggest that the

results are a valuable addition to the meso-scale modeling

and roughness literature.

Additional studies involving a variety of land surfaces

and synoptic condition combinations are necessary to fully

evaluate the importance of roughness lengths on the

modeled atmosphere.
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Appendix

The sensitivity of the exchange coefficient (Ch) to changes

in roughness length can be approximated using Eq. (26) of

Chen and Dudhia (2001) for the neutral case.

Ch ¼
k2Va

ln Za
Z0

� �h i2 ð1Þ

where Va is the wind speed taken at the lowest vertical

computational level, Za is the height at that level and Zo
represents the roughness length of both momentum and

heat. Keeping Va constant the sensitivity of Ch is given as:

DCh

Ch

¼ 2

ln Za
Z0

� �DZ0
Z0

ð2Þ

Since Za is about 35 m and Zo for crops/woodland and

deciduous broadleaf is 0.2 and 0.5 m, respectively, the

above equation can be written approximately for these two

categories as:

DCh

Ch

¼ 0:4
DZ0
Z0

ð3Þ
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