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I. INTRODUCTION

Much has been made of the staggering impact of the rapidly digitizing world. Technological innovations often outpace our ability to fully understand how they affect us. However, rather than presenting entirely new paradigms, we often use some form of digital technology in pursuit of a relatively unchanged end goal. One might employ a digital platform to have food delivered or to decide what to eat, use a

* Emefa Addo Agawu is a Program Associate in New America’s Cybersecurity Initiative, where she leads work on state and local cybersecurity.
mobile application to measure and optimize sleep habits, or rely on
digital services to facilitate social interactions, but the essential end
goals of eating, sleeping, and socializing are not unrecognizable from
their earlier forms.

This pattern is often the case with e-government and service provi-
sion. State and local government entities generally perform their du-
ties in resource-scarce environments—low on capital, low on
personnel, and low on time. Highlighting the revenue shortages facing
states, the Center on Budget and Policy Priorities reports that in
2017, “25 states are facing or have addressed revenue shortfalls” and
“[m]ore states expect mid-year revenue shortfalls than in any year
since 2010.”¹ In such a context, it is unsurprising that governments,
often in an ad hoc manner, rely increasingly on digital processes to
assist in governing functions.² Not unlike commercial applications,
government entities are often digitizing ancillary systems and proce-
dures for efficiency or optimization, while leaving the essential gov-
erning function unchanged. For an obvious example, today one might
register to vote using an online system rather than mailing or physi-
cally returning a paper form.³

Champions of technology adoption by governments for service pro-
vision point to the many benefits for constituents. It is a thin line be-
tween claims that are exaggerated and those that are merely
enthusiastic. Seifert and Peterson argue that e-government has the
potential to transform citizen access and participation,⁴ whereas Nor-
ris and Reddick critically present a large, overenthusiastic literature
arguing for e-government’s ability to enhance access, quality, trans-
parency, and efficiency in government.⁵ Yet, there is evidence to sup-
port the claims of the optimists. When it comes to voter registration, a
2015 Brennan Center report found that electronic and online registra-

¹. ELIZABETH McNICHOL & SAMANTHA WAXMAN, CTR. ON BUDGET & POLICY PRIORI-
TIES, MANY STATES FACE REVENUE SHORTFALLS: STATES CAN TAKE STEPS TO
sites/default/files/atoms/files/3-30-17sp.pdf [https://perma.unl.edu/8YQS-5AT9].
dupress.deloitte.com/content/dam/dup-us-en/articles/3468_TechTrends2017/DUP
_TechTrends2017.pdf [https://perma.unl.edu/E5NB-XMDF].
www.ncsl.org/research/elections-and-campaigns/electronic-or-online-voter-regis-
tration.aspx [https://perma.unl.edu/9MM9-2ACL].
and Challenges of Emergent Electronic Government, 1 PERSP. ON GLOBAL DEV. &
TECH. 193 (2002).
⁵. Donald F. Norris & Christopher G. Reddick, Local E-Government in the United
States: Transformation or Incremental Change?, 73 PUB. ADMIN. REV. 165, 166
(2012).
tion rates. However, with online voter registration, as with other e-government innovations, while the end goal is largely the same, the security considerations are not. Furthermore, it is not always the case that governments use technology to digitize existing services. In some instances, they create—whether intentionally or not—new governing functions.

The pace and particularities of technology in state and local government can be difficult to follow, not least because of the sheer number of units to keep up with. The 2012 census counted 89,004 local governments in the United States. Dawes outlines the major technology, policy, and implementation developments associated with e-governance, characterizing the computing innovations within government from pre-1990 through post-2000 by tracing the evolution of desktop computing, local networks, wireless network and mobile computing, data mining, Web 2.0 tools, and more. A number of sites, magazines, and journals chronicle technology adoption in various levels of government—Government Technology Magazine and State Tech Magazine, among others. One only has to glance at the headlines to get a sense of the enormous scope of the disparate ways in which the government uses technology for its aims, ranging from automating snow plowing to creating online town halls.

The range of accompanying risks is as broad as the types of technology being adopted. Put together, technology adoption and its associated, expanding-threat landscape can seem overwhelming. How can we understand the dizzying and diverse array of e-government innovations, and how can we make sense of the cybersecurity concerns they raise?

This Article attempts to answer those questions with two contributions. First, this Article offers a framework through which to understand distinct trends in e-government. Second, the Article applies the classic CIA information-security triad to these trends, suggesting that policy makers and future analysis would be well served in adopting a similar approach. The Article ends with consideration of two relevant

e-government initiatives—Open Data Initiative in New Jersey and the Mayor’s Office of New Urban Mechanics in Boston.

II. WHAT IS E-GOVERNMENT?

There are many terms used to refer vaguely to the use of technology within government, including, but not limited to: digital government, e-democracy, e-government, and e-governance. In addition to the overlapping definitions in the academic literature, there are government actors in the field who may employ altogether different rhetoric to describe their activities. As Bannister and Connolly point out, “e-government” and “e-governance” are difficult to define, in no small part, because “government” and “governance” are difficult to define. While some use the terms e-government and e-governance interchangeably, many authors find e-governance to be a more encompassing category than e-government. This Article is informed by West’s useful definition of e-government as “the delivery of [government] information and services online through the Internet or other digital means.” Recognizing how quickly innovations occur in this space, this definition will suffice.

There are four commonly referenced directions of activity in e-government, categorized by the constituency that interacts with the governmental body (G). They are government-to-citizen (G2C), government-to-business (G2B), government-to-government (G2G), and government-to-employee (G2E). While the use of technology affects each of these interactions, this Article is only concerned with the first category of activity: government-to-citizen interaction.

In considering governmental service delivery, I propose three trends that capture the current state of G2C activity: (1) increasing access to information, which is the use of digital platforms or services to facilitate citizen access to relevant content; (2) digitizing the service loop, which is the process of digitizing some element of the govern-

11. See id. (discussing the difference between e-government and e-governance).
14. “Citizen,” as used herein, is not intended to make comment about legal status but rather to mean constituent, resident, community member, or user of government services.
ment service while leaving the essential function unchanged; and (3) expansion or creation of new governance function, which is the use of technology to expand or create a government service that cannot readily be said to have a non-digital parallel. Part III introduces each of these trends, offering examples to show the range of activity.

III. TRENDS IN E-GOVERNMENT INNOVATION

When it comes to government service delivery, I have identified three categories of activity. While it is tempting to present these categories in terms of stages, implying maturity or path-directional movement, this is not necessarily the case, and the ad hoc nature in which decisions about integrating technology into various government functions is already upsetting and is sure to continue to upset any narrow theoretical pathways. Any one of the objectives detailed below may be desirable in its own right, and a government actor can reasonably aim to achieve one without seriously pursuing one or both of the other objectives.

A. Increasing Access to Content

Increasing access to relevant content is perhaps the most obvious and intuitive objective when considering how governments interact with citizens. This goal is associated with increasingly popular themes, such as open data. The motivations behind open-data initiatives range from transparency and accountability to equipping social scientists with richer datasets to inform their work. President Obama's 2013 Executive Order made open and machine-readable data the new default for government information, but the federal government is neither the only nor the first government entity to embrace the concept of open data.

The Sunlight Foundation, supported by Bloomberg Philanthropies' What Works Cities project, developed opendatapolicies.org, which provides a list of open-data policies for various jurisdictions around the country. As of February 2017, the diverse list includes places like Boston, Massachusetts; Cook County, Illinois; New Jersey; and Wichita, Kansas.

However, the access-to-content objective is broader than just open data, which itself is not always clearly defined. In his 2005 book, Digital Government: Technology and Public Sector Performance, Darren West describes four stages of e-government. He calls the first the “billboard stage,” in which “officials treat government websites much in

15. See Archive of Open Government Initiative, Obama White House, obamawhitehouse.archives.gov/open [https://perma.unl.edu/M7FN-UK92].
the way highway billboards are used, that is, static mechanisms to display information. They post reports and publications, and offer databases for viewing by visitors.”

Today this could include posting alerts on government websites and live streaming or archiving community meetings or community working groups. This is often achieved by using a nongovernmental platform, such as YouTube.

However, there is a broader range of relevant content a government might wish to provide to its citizens. Governments are increasingly making use of social media to communicate timely content to citizens. A 2014 working paper overviews the ways that “[g]overnment institutions are slowly becoming more represented and active on social media,” pointing out that “the main executive institutions in 26 out of 34 OECD member countries operate a Twitter account; and they maintain a Facebook page in 21 out of 34 countries. Many ministries and specialised agencies operate on social media; as do institutions at regional and local levels of government.”

In the United States, governments also use social media below the federal level. A 2012 survey from the National Association of State Chief Information Officers (NASCIO) found that “100% of respondents reported that their states use social media in some manner. 83% use Facebook moderately or widely, while 81% use Twitter moderately or widely and 83% use YouTube moderately or widely.” The same survey found that “[n]o states are prohibiting the use of social media by their agencies.” Government use of social media is rightly the subject of much conversation both in and out of academia. From its utility in crisis communication and emergency management to building trust in government, some embrace the benefits of government use of social media, while others remain wary.

More recently, the first-time use of a law enforcement emergency alert in New York on the morning of September 19, 2016, raised the prospect of future and expanded use. After an explosion in Manhattan, city officials from the NYPD, the FBI, and the Office of Emer-

18. A YouTube search for “city council meeting” will return literally millions of results, though more than a few are parodies.
21. Id.
Emergency Management activated a message system that sent a notification to smartphone owners in the area, directing them to call 9-1-1 if they saw the man wanted in connection to the incident.\textsuperscript{22} The Federal Communications Commission website explains that “[p]re-authorized national, state or local government authorities may send alerts regarding public safety emergencies, such as evacuation orders or shelter-in-place orders due to severe weather, a terrorist threat or chemical spill.”\textsuperscript{23} In emergency situations, we may see direct alerts being used more frequently in the future, including from state and local forces.

B. Digitize Service Loop

Another objective that government officials often have when integrating technology is to digitize some or all of a governing function in a way that does not fundamentally change that function. In its broadest form, imagine a service-provision loop: information or materials are sent out from government and received by the citizen, acted upon, and returned in some form to the government. Digitizing the service loop refers to digitizing some, or all, of that process while leaving the core function unchanged. This often takes the form of electronic record keeping and submissions. This digitization, while leaving essential functions unchanged, can have dramatic effects by increasing efficiency and speed in a way that improves the accessibility of a service.\textsuperscript{24} Indeed, these effects are often drivers of technology adoption.

Like open data and other measures to increase access to content, digitizing the service loop has been happening in state and local governments across the country for years. One common process to move online is voter registration. According to the Brennan Center, as of February 3, 2017, at least thirty-five states and the District of Columbia currently or will soon have fully or substantially electronic voter registration at DMVs, and twenty-eight states and the District of Columbia currently or will soon offer online voter registration.\textsuperscript{25}

\begin{footnotes}
\item[23] Id.
\item[24] Consider, for example, the promise of automatic voter registration to boost voter registration and turnout. See generally Tomas Lopez et al., Brennan Ctr. for Just. The Case for Automatic Voter Registration (2016), https://www.mcf.org/sites/default/files/files/news/Case_for_Automatic_Voter_Registration.pdf [https://perma.unl.edu/7329-75QB].
\end{footnotes}
Digitizing processes is not reserved to any one kind of department. Examples range from renewing licenses and paying speeding tickets online to filing federal or state taxes online. In many cases, there remains a paper version of the process. Elsewhere, departments are attempting to do away with paper processes altogether. In addition to asking how much of the service loop is possible to do online, it is also relevant to ask how much of the service must be done online. There are three options. The service can be done: (1) entirely online, (2) partially online and partially offline, or (3) entirely offline. For instance, in some states, one can choose to register to vote entirely online, entirely offline, or partially online and offline. However, some government departments are pushing for entirely paperless processes for reasons of efficiency or environmental consciousness.

C. Expand or Create New Government Functions

A third objective governments may have when integrating technology into service delivery is to expand or create new government functions. This occurs when a government uses the integration of technology to create a new function that does not have a nondigital parallel. This category is the murkiest, but it is also one that many governments are extremely enthusiastic about as it is often seen as a way of restoring faith in government or democracy. In some instances, governments use technology to take on roles they did not previously have, either entirely on their own or in conjunction with a third party.

Upon winning the Bloomberg Philanthropies’ 2013 Mayors Challenge, the town of Providence, Rhode Island, received five million dollars to develop a program called Providence Talks. The purpose of the voluntary early-intervention program is to:

- do something never before attempted at the municipal level: to intervene at a critically early age, from birth to age three, to close the “30 million word gap” at a city-wide scale and ensure that every child in Providence enters a kindergarten classroom ready to achieve at extraordinary levels.

The program served 170 families in its pilot phase, distributing “small, wearable recording devices [that] record up to sixteen hours of what a child hears in the course of the day. Software automatically analyzes the recording and counts the number of words, interactions . . . and media exposure. The recording, which is never listened

---

This information is then presented to families to help parents adjust and create an environment conducive to boosting vocabulary. This innovation is an example of a local government using technology to support its citizens in new ways.

This sort of innovation is not confined to the United States. In anticipation of the care needs of a growing elderly population, the city of Barcelona is launching a digital platform that “brings together and coordinates the support of friends, family members, neighbors, and professional care givers around at-risk seniors.” The program, an initiative of the Barcelona City Council’s Quality of Life, Equality and Sports Department, began in 2016 in two neighborhoods and is expanding operations in 2017. These two examples are offered not to weigh in on their wisdom from a cybersecurity perspective but rather to offer two very different examples of the sort of innovation and programs local governments are pursuing.

Another relevant area of innovation is in so-called civic technology. The burgeoning field of civic technology overlaps with the discussion here. A 2013 report from the Knight Foundation identifies eleven civic-technology innovation clusters and files them under either Open Government (including data access, data transparency, and resident feedback) or Community Action (including civic crowdfunding and community organizing). The Community Action category is not relevant to this analysis because the government is not an actor. It is not clear that the entirety of the former category (Open Government) is of interest here, but the overlap is more obvious.

The literature on civic technology is sparse, largely due to its novelty and variability. In a recent exploratory paper, Gilman sets out to begin a rigorous study into the field. Gilman defines civic technology as "technology that is explicitly leveraged to increase and deepen demo-

cric participation,” excluding technology that is used solely for modernization or market gain. However, while Gilman is less concerned with who is doing the leveraging (e.g., government or community group), this Article focuses on technology being leveraged by a government actor. Gilman goes on to present three case studies: Chicago’s Open Data, Civic Crowdfunding in Rhode Island, and the Mayor’s Office of New Urban Mechanics (MONUM) in Boston. Despite our differing focuses, there are overlapping areas of analytical interest. Specifically, we both highlight MONUM. Leaving aside questions of whether it is appropriate for government to take on these functions or what impact this would have on the market or larger policy ecosystem, it is clear that taking on new responsibilities and digital assets presents new cybersecurity questions.

IV. STATE AND LOCAL GOVERNMENTS IN A CHANGING THREAT LANDSCAPE

The use of digital technology brings with it a number of threats from which state and local governments are not immune. For example, ransomware—the worrying trend in which hackers encrypt or otherwise block access to data until a ransom is paid—is increasingly targeted at state and local governments, police departments, and agencies. State-run voter-registration systems were targeted during the 2016 election, with successful breaches of at least two.

There are a number of challenges in obtaining a mature cybersecurity posture in state and local government, structural and otherwise. One major challenge is attracting and retaining cybersecurity talent for state- and local-government jobs. A 2015 NASCIO survey of forty-eight states found that in ninety-two percent of states, salary

34. See Malware, Ransomware Twice as Likely to Hit State, Local Networks, GCN (Dec. 1, 2015), https://gcn.com/articles/2015/12/01/sled-ransomware.aspx [https://perma.unl.edu/T2FT-HY9A] (stating states and localities are twice as likely to get hit); see also Kelly Jackson Higgins, State & Local Government Hit by Malware, Ransomware More than SMBs, Dark Reading (Nov. 30, 2015), http://www.darkreading.com/attacks-breaches/state-and-local-government-hit-by-malware-ransomware-more-than-smbss/d/d-id/1323355 [https://perma.unl.edu/FUY8-N7T2] (“Nearly 70% of state and local government networks triggered malware or ransomware alerts. . . .”).
and pay-grade structures are a challenge in attracting and keeping employees; eighty-six percent of states have difficulty recruiting people to fill vacant slots; and security is the skill that presents the greatest challenge in attracting and retaining IT employees.\(^{37}\)

Second, in many instances, digital technology at the state and local levels has been adopted in an ad hoc matter as the need arose, often without centralized oversight. This has led, in many cases, to sprawling systems with duplicative functions and non-integrated assets and networks, all of which can increase cyber risk.\(^{38}\)

Third, as is commonly observed, to prevent a cyber incident, the network defenders have to be alert to every potential cyber attack. To be successful, the attackers only have to be right once. This reality dramatically increases the potential cost of error.\(^{39}\)

Finally, as service providers, governments often have to update systems and react to incidents while they execute essential functions. Unlike in other sectors, where there may be more flexibility in going offline to address issues, governments often have to deal with cybersecurity matters while continuously providing services.

Decision makers in state and local governments juggle various priorities and often operate in resource-starved environments. Their decision-making calculus around integrating technology into government-to-citizen service provision may be dominated by many concerns, from cost savings to renewing citizen trust in government. The extent to which these actors consider cybersecurity varies drastically.

In some states and localities, there is a patchwork of regulatory guidance for government actors to consider. The National Governor’s Association (NGA), in partnership with Day Pitney LLP, released a primer that overviews the diverse federal regulatory environment that states operate in with respect to cybersecurity.\(^{40}\) The National Institute of Standards and Technology (NIST) Cybersecurity Frame-


\(^{39}\) This truism is summarized: “As on the internet, attack is easier than defense.” For expanded discussion on this and other truisms around cybersecurity, vulnerabilities, and the future, see Bruce Schneier, Click Here to Kill Everyone, SELECT ALL (Jan. 27, 2017), http://nymag.com/selectall/2017/01/the-internet-of-things-dangerous-future-bruce-schneier.html [https://perma.unl.edu/93UN-RGGC].

work, originally published in February 2014, is a popular and proliferating framework. The voluntary framework was borne out of a collaborative process between industry, government, and academics with the intent of helping organizations reduce their cybersecurity risk. Many states have already adopted the NIST Framework, including Virginia, Pennsylvania, Mississippi, Idaho, and New York. In February 2016, then-California Attorney General Kamala Harris released the 2016 Data Breach Report. The Report pointed to the Center for Internet Security’s Critical Security Controls as a “minimum level of information security,” saying that the “failure to implement all the Controls that apply to an organization’s environment constitutes a lack of reasonable security.” This sparked speculation that the Critical Security Controls standard might spread beyond California.

Although the regulatory environment in which state and local governments operate will continue to develop in the coming years, it is important that government actors who are not cybersecurity experts familiarize themselves with key cybersecurity concepts now and begin to apply them to their decision-making. As cybersecurity cannot be entirely outsourced successfully, it is important for decision makers to embrace a set of guiding principles to help them frame and consider the possible implications of their innovations and decisions. This is of added importance because checklists and compliance regimes may arrive slowly or unevenly and may even be poorly suited to the actual goal of improving cybersecurity posture.

A. CIA Framework

The classic Confidentiality–Integrity–Availability (CIA) triad offers a framework through which to consider security risks. The CIA framework is the classic information security triad that frames the goals of a security controls regime, ensuring that they enable the con-


Confidentiality, integrity, and availability of information. “Confidentiality” means that the information is only accessible by those authorized to access it; “integrity” means that the information cannot be altered without detection; and “availability” means that the information is accessible when it is meant to be accessible.\textsuperscript{45} The triad is often discussed in the context of specific security controls, but more broadly, it is a useful way to evaluate innovation before execution.

For a non-cybersecurity-expert government employee, understanding the CIA framework and applying it to the work of digital government innovations could naturally lead into a later conversation about, for example, access controls. Part III introduced three broad objectives that governments may have as they introduce digital technology into citizen interface—increasing access to content, digitizing some part of the service loop, and expanding or creating government functions. Section IV.B. discusses each trend through the CIA-framework lens to demonstrate how the framework can generate questions and frame concerns. The goal is not to create a comprehensive checklist for state- and local-government actors but rather to demonstrate the utility of such a framing device that could naturally form the starting point of such a checklist, while honoring the relevant expertise of non-cybersecurity-savvy government actors. With each trend, government officials should ask: (1) What are the threats to the confidentiality, integrity, and availability of this service; and (2) How can government officials be prepared for these threats?

These are not questions for a distant future but rather for an urgent present and recent past. Americans increasingly interact with their government online. A 2010 Pew survey found that eighty-two percent of Internet users, or sixty-one percent of all American adults “looked for information or completed a transaction on a government website in the twelve months preceding this survey.”\textsuperscript{46} Similarly, findings from a 2015 Pew study “generally suggest more Americans are using the government’s online resources over time.”\textsuperscript{47} The following subsections will apply the CIA triad to these trends and offer questions to consider in light of these trends.

\textsuperscript{45} J.J. Stapleton, Security Without Obscurity: A Guide to Confidentiality, Authentication, and Integrity 57, 169 (2014). There have been many efforts to update and otherwise augment the classic triad to include themes like authentication, privacy, and nonrepudiation. Though those efforts are worthwhile, this classic triad is a sufficient and useful starting point.


B. Applying the CIA Framework

1. Trend 1. Increasing Access to Information

Confidentiality. Governments that are increasing access to information quickly discover that some information is intended to be broadly accessed and some intended to be kept private. The driving factor of many state and local efforts is to open up more information to the public. Consequently, at first thought, confidentiality might not seem to be a primary concern. But while confidentiality might not be a major concern for information intended to be widely consumed, such as announcements alerting the broader public to an emergency, some data may be accompanied by information not intended to be widely consumed.

A 2017 report titled Open Data Privacy, from Ben Green at Harvard’s Berkman Klein Center, highlights these very concerns. Green uses “privacy” instead of “confidentiality” as it is used here. The report begins with the premise that Personally Identifiable Information (PII) has become a technically meaningless concept because of the abundance of information collected about individuals by various sources, the archiving potential of the Internet, its increasing algorithmic power, and the unique mechanism of public-records laws that compel the release of certain specific information upon request. Simply put:

Because so much data is now available from a wide variety of sources, and because databases can be manipulated and combined in complex and unpredictable ways, information that might not be deemed PII can lead to the identification of a specific individual and enable inferences to be made about that individual.48

With this new reality, the authors contend that the traditional focus on removing PII from datasets is misguided, or at least an incomplete approach. The report offers a series of recommendations for cities and other groups aiming to publicly release data. Among the recommendations are to consider privacy at every stage of the data lifecycle (not just at the moment of releasing open data) and to “[d]evelop operational structures and processes that codify privacy management throughout the City.”49

Integrity. When it comes to the integrity of information, government actors should ask themselves how vulnerable published information is to being changed by an outside source—with or without detection—and what would be the impact of such manipulation.

The 2016 U.S. election also previewed another threat to the potential integrity of information: the purposeful spread of disinformation.

49. Id. at 5.
While disinformation tactics are far from new, and a growing body of research explores its impact, this conversation also affects states and localities as they increase access to information. These actors ought to consider how their increased attempts at communicating information to citizens online makes citizens more vulnerable to disinformation campaigns. Agencies can address this threat by implementing procedures and access controls that make it harder for hackers to gain access to government social media accounts and spread disinformation, or by considering ways to mark accounts as “authentic” to the viewing publics to make them more difficult to imitate.

New York State’s guidelines for secure use of social media moved in this direction with guidelines like “Do not use the same passwords for social media sites as are used to access State resources,” and recommend technical controls designed to mitigate risks, such as URL and IP filtering, and intrusion detection and prevention systems. Similary, Digitalgov.gov offers a Readiness, Recovery, Response toolkit for social media vandalism.

More broadly, preventing the manipulation of information is an increasingly urgent matter, where emphasis has previously been on assuring confidentiality and availability of information. Director of National Intelligence James Clapper emphasized this point when testifying before Congress in September 2015, warning:

In the future . . . we might also see more cyber operations that will change or manipulate electronic information in order to compromise its integrity (i.e., accuracy and reliability) instead of deleting it or disrupting access to it. Decisionmaking by senior government officials (civilian and military), corporate executives, investors, or others will be impaired if they cannot trust the information they are receiving.

Consider this: If government decisions are made based off long-recorded data, and that information is altered or is made incomplete, what is the impact? The consequences could range from mild confusion to chaos. The 2016 U.S. election raised concerns for many about the security of many parts of our election system. Tampering with voter-registration logs such that names of registered voters go missing or become unrecognizable is an example of a high-impact hack that compromises the integrity of information. One could also imagine a scenario in which long-recorded data about outcomes of a policy inter-

vention were altered in a way that influenced decisions made about future allocation of funds.

**Availability.** In many spaces, though certainly not everywhere, open data in many spaces is something of a novelty. In this environment, temporary unavailability might not be so concerning, but going forward, attitudes around open data and other forms of information shared by government to the public might shift such that availability of certain types of information becomes central to core functions.

Looking forward, what is the impact of nonavailability of open data? Outside of open data, state and local officials should ask themselves such questions as: What happens if a social media page goes down in the wake of a distributed denial-of-service (DDoS) attack? What is the impact of that sudden absence of information in a crisis? How do people respond in the absence of this form of communication? Again, these are not concerns for the distant future. DDoS attacks against state websites are an increasingly popular tool for hacktivists during times of civil unrest. During the water crisis in Flint, Michigan, and in the wake of the police killing of Freddie Gray, a hacktivist group called “Anonymous” directed DDoS attacks, temporarily taking down the state website of Michigan and the city website of Baltimore.

2. **Trend 2. Digitizing Government Service Loop**

**Confidentiality.** When information is being exchanged, the information has to be stored somewhere, even if only temporarily. Is that information stored confidentially? The paper version may be stored in a filing cabinet, with or without a secure physical lock or code. The security analogy in a digital context is the strength of encryption and key storage.

Other key questions involve the relationship between data and third parties. Is data hosted in the cloud, or is it in the hands of a third party? What is the relationship with third parties, and how are they maintaining the confidentiality of information being collected and used? What are the consequences of confidentiality that is compromised, and what is the likelihood of that happening?

**Integrity.** Again, government actors should ask whether information is stored in the cloud or is otherwise in the hands of a third party. What is the relationship with the third party, and how are they main-

---


taining the integrity of information collected? One might also think about the integrity of the new process—does it work the way it is meant to? Does a form that is sent electronically to a department actually end up there, or does it end up elsewhere?

**Availability.** What happens when a system is not available? Has the system done away entirely with a paper process, and what does that mean for system unavailability? What precautions could be taken to prepare for the unavailability of the process, and how does one weigh the risks against the benefits of going paperless?

3. **Trend 3. Expanding or Creating Government Functions**

The activity of expanding or creating government functions is sparse, and as a result, the questions are broader and more speculative. Overall, until the field develops further, these considerations are very similar to those that arise in digitizing the service loop.

**Confidentiality.** Similar to the digitizing of a service loop, does the information captured by the creation and expansion process stay accessible only to those authorized to access it?

**Integrity.** How does one ensure both that the process maintains integrity—that it functions the way it is meant to function—but also that information captured by the process cannot be altered without detection?

**Availability.** As a new function without a neat offline analog, how will citizens come to rely on this process, and what would the consequences be of nonavailability?

The CIA framework may be especially helpful in the face of these unclear, yet rapidly innovating programs. While the specific digital-governing function of the future may be unknown, it is still possible to probe whether the confidentiality, integrity, and availability of the data or service are assured with each new innovation and to use that framework to try to understand risks that accompany innovation.

More broadly, a central question is: How will the government verify citizen identity in cyberspace? Any initiative in this space is likely to require a method that the government can create or verify a trusted digital identity. The process by which this develops is a topic of much debate, including by a NIST working group, and is the subject of the National Strategy for Trusted Identities in Cyberspace.55

Other questions in this area concern civic-tech initiatives that create digital assets that are largely owned or operated by citizens but have a reporting or feedback option for government actors to play a

role. How can, and should, the government be involved in setting up rules for the road when they are not primary architects of the system? This is another area for consideration. Finally, to what extent are these new services being carried out with the assistance of a third party? What rules govern the relationship between the government and the third party? The most recent NIST Cybersecurity Framework draft includes an expanded focus on third-party risk, which reflects a growing dependence on third-party actors.\(^{56}\)

V. INNOVATIONS IN E-GOVERNMENT: CASE STUDIES

A. New Jersey: Open Data Initiative

As is often the case, open-data initiatives in government precede formal declaration. They are piloted and respond to the needs and demands of communities before being enshrined in state law. This was the case in New Jersey, where open data efforts had been underway for a few years. The State already hosted data sets on its open-data site, data.nj.gov, and various state agencies also had their own online open-data portals.

In February 2017, the New Jersey legislature passed the Open Data Initiative, which codified and authorized the role of Chief Data Officer into state law.\(^{57}\) The role was filled by then-Deputy Chief Technology Officer Liz Rowe. Rowe’s duties were to establish standards and procedures around open data in New Jersey. These standards include security standards around tampering with data to ensure its integrity.\(^{58}\)

In New Jersey, the Chief Data Officer reports to the Chief Technology Officer, David Weinstein. In an interview discussing the Open Data Initiative, Weinstein said that it started out mainly focused on financial data so the public could see how the government was spending. Weinstein indicated that Chief Data Officer Liz Rowe thought about the Open Data Initiative in the context of governance and in terms of establishing a data-governance enterprise model across the various branches of government. In the optimal end state, according to


\(^{58}\) Colleen O’Dea, One-Stop Online Source for All Data to Make Government in NJ More Transparent, NJ SPOTLIGHT (Feb. 7, 2017), http://www.njspotlight.com/stories/17/02/06/one-stop-online-source-for-all-information-to-make-nj-government-more-transparent [https://perma.unl.edu/JZ56-F3AM].
Weinstein, every agency would have a qualified data officer of its own who works with the Chief Data Officer.

Though open-data efforts were already underway, in New Jersey, the open-data legislation and the establishment of a Chief Data Officer ensured that e-government innovation did not get too far ahead of a formal mechanism for coordination and oversight. For New Jersey, having a Chief Technology Officer and Chief Data Officer helps to ensure that at least some cybersecurity-related concerns are considered in the early stages of innovation.

B. Boston: Mayor’s Office of New Urban Mechanics

New Urban Mechanics is the oldest so-called innovation office within municipal government in the United States. It was founded within the City of Boston Mayor’s Office in 2010 and was designed to “leverage technology and innovation to improve the quality of City services and to strengthen the relationship between citizens and the City to promote ‘peer-produced governance.’”

Their first big project, Citizens Connect (now called Boston311), which launched in 2009, allows community members to report issues directly to government and track responses. Its current program director, Stephen Walter, spoke with me to outline how the department’s focus has evolved. Walter described the shifting focuses of MONUM over time in terms of the trends I presented—increasing access to relevant content, digitizing services, and expanding or creating new city services. According to Walter, MONUM primarily focused on the first two objectives in the beginning. Back in 2010, in addition to what is now Boston311, the department concentrated on digitizing government services, predominately by opening up city services to new audiences through online services. In addition, MONUM is also thinking about how to open data sets up to nonspecialists. However, now and going forward, MONUM is thinking much more about the third function: how to expand or create new government functions.

As a department specifically dedicated to innovation, MONUM is uniquely positioned in comparison to other offices as it experiments, takes risks, and has the ability to fail. According to program director Walter, MONUM has “a unique privilege in that [its] mandate is about taking risks that other departments simply can’t do, whether


it’s not having the staff capacity or some other barrier.” Furthermore, the department understands its influence: the way it does things often trickles into other programs in Boston and elsewhere. Consequently, it pays close attention to its processes up front, being mindful of what may spread elsewhere.

This trickle effect, as well as its specific focus on innovation, explains in part why MONUM gives serious thought to cybersecurity-related issues up front. In discussing the sensitivity of Personally Identifiable Information (PII), which would arise under confidentiality of the information-security triad, Walter said that MONUM actively discusses these concerns internally. He explained that, where many other groups might not consider a detail like a MAC address to be PII, a group like the ACLU might take a different stance. What right does a person have to the data their body generates in a public right of way? MONUM has been considering questions like this over the past year. In Boston, having an office dedicated to innovation is a mechanism that helps to ensure that MONUM can balance many interests—accessibility, innovation, and renewing faith in government, among others—while thinking critically about at least some aspects of cybersecurity.

VI. CONCLUSION

In addition to being a technical problem, cybersecurity is a human problem. A key element of the latter problem is one of communication. The language and conceptual frameworks used by key actors vary in ways that can hinder mutual efforts. The expanding cybersecurity-threat landscape is especially challenging for state and local governments that often operate in low-resource environments. Those on the front lines of state- and local-government innovation make decisions responding to various pressures—budgetary and otherwise. These governments seize new opportunities to redefine their relationships with their citizens. In the absence of a clear regulatory framework or checklist, such actors may continue to innovate without thorough consideration of relevant cybersecurity concerns. The absence of such consideration does not necessarily make a decision unwise, but state and local government actors who are invested in protecting their systems and citizens would benefit from embracing simple rubrics to help frame their decisions. The CIA framework is well suited to do just that. When applied to the three broad trends in the ways governments are interfacing with citizens, it yields useful results. The framework offers a strong conceptual foundation for sector-specific and technical conversations that may later emerge.