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square error (RMSE) was also computed. 

3. Results and discussion 

3.1. Image segmentation evaluation 

Example images of different CS with different precision, recall, and 
F1 values are shown in Fig. 7. The overlay showed a very close agree-
ment between boundaries when the values of all three parameters were 

equal to one (Fig. 7a). Precision values were low when the UAV pre-
diction indicated more plant area than that of the ground truth (Fig. 7d), 
or detected other green objects (Fig. 7c) as indicated in the overlay by 
the green color. Meanwhile, recall values were low when a portion of a 
plant (Fig. 7e and f) or a complete small-sized plant (Fig. 7b) in the 
ground truth was not included in the prediction as shown in the purple 
color of the overlay. 

Results using the proposed method are listed in Table 5, including 
the average precision, recall, and F1 of training, validation and testing 
datasets for each CS and all the CS (overall). The MTCS had the highest 
performance with the greatest average precision, recall, and F1 
(0.93� 0.96), followed by NTCS (0.85� 0.93), and NTCC (0.74� 0.90). 
Thus, performance of the proposed method decreased as residue cover 
increased. Overall, the proposed method was able to segment corn 
plants from the background in UAV images of different CS with high 
precision, recall, and F1 for all the datasets (0.86� 0.92). The MTCS and 
NTCS had higher average recall than precision for all datasets, sug-
gesting that most prediction images in these CS had plants with larger 
area than that of the ground truth images. Nonetheless, the additional 
area of plants in the ground truth images was usually on the edge of the 
plants (Fig. 7d), and likely did not negatively affect the accuracy of plant 
stand count estimation. The low precision value also indicated the 
possibility of detecting other green objects, such as weeds, that were 
usually found between rows and would cause an over-prediction of 
stand count. This issue could be addressed by including the row detec-
tion step (Fig. 6b� e) to avoid counting non-corn objects between rows. 

The NTCC had higher average precision than recall, indicating that 
most of the prediction images had plants with smaller area than that of 
the ground truth images. The NTCC had the highest amount of residue, 
with some of the residue covering part of the plant leaves. Hence, this 

Fig. 5. Illustration of image segmentation using the 
proposed deep learning (DL) model and final seg-
mentation results. Images (a) to (c) are the original 
images; (d) to (f) are output from the proposed DL 
model; (g) to (i) are final segmented images; (j) to (l) 
are ground truth binary images prepared using the 
‘Image Segmenter�� apps for each cropping system: 
minimum-tillage corn-soybean rotation (top row); 
no-till corn-soybean rotation (middle row); no-till 
continuous corn including cover crops (bottom 
row).   

Table 4 
Parameter used to evaluate image segmentation (Csurka et al., 2013).  

Parameters Description 

Precision Precision =
TP

TP + FP   
where TP = true positive, number of pixels on the ground truth 
segmentation boundary that are also on the predicted segmentation 
boundary; 
FP = false positive, number of pixels on the predicted segmentation 
boundary but not on the ground truth segmentation boundary 

Recall Recall =
TP

TP + FN   
where TP = true positive, number of pixels on the ground truth 
segmentation boundary that are also on the predicted segmentation 
boundary; 
FN = false negative, number of pixels on the ground truth 
segmentation boundary but not on the predicted segmentation 
boundary 

F1 Measures how close the predicted boundary of an object matches the 
ground truth boundary. 

F1 =
2 × precision × recall

recall + precison   
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