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Finite Element Analysis Using Nonconforming Mesh

A method for finite element analysis using a regular or structured grid is described that eliminates the need for generating conforming mesh for the geometry. The geometry of the domain is represented using implicit equations, which can be generated from traditional solid models. Solution structures are constructed using implicit equations such that the essential boundary conditions are satisfied exactly. This approach is used to solve boundary value problems arising in thermal and structural analysis. Convergence analysis is performed for several numerical examples and the results are compared with analytical and finite element analysis solutions to show that the method gives solutions that are similar to the finite element method in quality but is often less computationally expensive. Furthermore, by eliminating the need for mesh generation, better integration can be achieved between solid modeling and analysis stages of the design process. [DOI: 10.1115/1.2956990]

1 Introduction

The finite element method (FEM) is widely used in industry as well as research for solving the problems arising in the engineering analysis. Traditional FEM requires a conforming mesh (Fig. 1(a)) and mesh generation algorithms have been developed that work acceptably for most 2D problems but are still unreliable for complex 3D geometries, often resulting in poor or distorted elements in some regions. In a typical mechanical component design cycle, a solid model of the design concept is created in computer-aided design (CAD) software and then exported to mesh generation or preprocessing software to create a finite element mesh. Often due to data incompatibility, the imported model contains only geometric information such as curves and surfaces and does not include all the topological information needed to define a solid model unambiguously. As a result, additional manual input is needed or sometimes the solid model is recreated in the mesh generation software. Several iterations of the above process are sometimes needed to come up with a satisfactory design for an engineering component. Mesh generation is therefore often the most time consuming process in the analysis, where significant amount of user intervention may be needed to create a mapped mesh and to correct problems related to distorted elements. A method for eliminating the need for a conforming mesh is presented here that uses a structured grid consisting of rectangular or regular hexahedral elements.

A number of meshless or meshfree analysis techniques have been proposed in the past two decades [1]. Meshless methods use a scattered set of nodes for the analysis but the nodes are not connected to form elements (Fig. 1(b)). The difference between the various meshless methods arises due to differences in the method of constructing the meshless approximations for the trial and test functions or due to the nature of the weak form used [2–13]. One of the popular meshless approximation schemes is based on moving least squares method. This and some other methods used to represent trial functions for the meshless approach do not possess Kronecker delta properties. As a result, boundary conditions are difficult to apply precisely along the entire boundary.

An alternative approach to reduce mesh generation difficulties is to use nonconforming mesh, often a structured grid, to interpolate functions in the analysis domain. The geometry of the analysis domain must then be independently represented using the equations of the boundary curves or surfaces (Fig. 1(c)). It is easy to automate the generation of a structured grid since it does not have to conform to the boundaries of the geometry. If the equations of the boundaries curves/surfaces are available as implicit equations then they can be used to construct step function of solids that has a value of 1 inside the solid and 0 outside. Such a step function can be used to perform volume integration [14]. Furthermore, implicit equations of the boundaries of the domain can be used to construct solution structures that satisfy boundary conditions accurately. This approach was first proposed by Kantorovich and Krylov in 1958 [15]. They proposed a solution structure for applying essential boundary conditions as \( u(x,y) = f(x,y)U(x,y) + u_0 \), where \( f(x,y) = 0 \) is the implicit equation of the boundary of the domain and is the essential boundary condition. \( U(x,y) \) is the unknown function that is interpolated piecewise over a grid. This solution structure guarantees the satisfaction of essential boundary conditions. Shapiro and Tsukanov [16] described a method to construct a single implicit equation to represent the entire boundary of a solid using \( R \)-function technique, which was developed by Rvachev and Shieko [17]. Solution structures were constructed to satisfy all kinds of prescribed boundary conditions including essential, natural, and convection boundary conditions.

Belytschko et al. [18] proposed extended finite element method (X-FEM) based on a structured grid and implicit boundary representation. Approximate implicit function of the solid was constructed by fitting a set of sample points on the boundary. Radial basis functions were used for the implicit equation construction. Clark and Anderson [19] used the penalty method to perform analysis using a nonconforming mesh by constraining the weak form with a penalty factor to satisfy the prescribed essential boundary conditions.

In this paper, an analysis method is presented that uses a structured grid where the geometry of the analysis domain is represented using approximate step functions. The volume integrals in the weak form are evaluated using these step functions. A solution
structure that uses step functions of the boundary curves/surfaces is developed that enforces essential boundary conditions. This approach guarantees that all internal elements have identical stiffness matrix, thus eliminating the need for computing stiffness matrix individually for all elements as in traditional finite element method. Furthermore, since the elements in the grid are undistorted, numerical integration errors associated with Gauss quadrature are eliminated for internal elements. In addition to these advantages, a primary motivation for the work is to directly use geometry created in CAD systems for analysis and eliminate the need for replacing this accurate geometric model with a finite element mesh. By using a structured grid the need for generating such a conforming mesh is eliminated, significantly reducing the cost of building numerical models. In Sec. 2, a brief summary of the method for representing geometry and constructing step functions of solids is presented. Section 3 describes the method for constructing a solution structure so that the essential boundary conditions are exactly satisfied. Finite element formulation and evaluations of various terms in the weak form are discussed in Sec. 4. Several numerical examples involving thermal and structural analyses are presented in Sec. 5, which demonstrate the accuracy and efficiency of the method. The conclusions and inferences are provided in Sec. 6.

2 Representation of Geometry

Implicit equations, of the form $\Phi(x) = 0$, provide a convenient way to represent the geometry of the boundaries of the analysis domain in structured methods. The function $\Phi(x)$ is referred to as the characteristic function. Belytschko et al. [18] used radial basis functions to define implicit equations of the boundary with the zero level set of the characteristic function representing the boundary. Shapiro and Tsukanov [16] used $R$-functions to represent the boundaries of the solid and used this definition for imposition of boundary conditions. In the level set method [20], it is a common practice to construct a signed distance function as the implicit function where the characteristic function $\Phi(x)$ is the distance from the boundary curve/surface and $\Phi(x) < 0$ inside the domain. These distance functions are used to construct step functions for computing volume integrals.

Also in this paper, distance functions are used to define implicit equations of the boundary of the domain. Distance functions are needed only for elements through which a boundary passes and therefore they need to be constructed only within these elements by computing the distance from the point of interest to the nearest point on the boundary. A grid that overlaps the domain is created, as shown in Fig. 1(c). The grid elements are classified as internal, external, or boundary elements. External elements, whose nodes are all outside the analysis domain, are removed from the grid. All nodes of internal elements are inside the analysis domain, while the boundary elements have at least one boundary passing through them. The characteristic equation of the boundary passing through a boundary element is defined by determining the nodal values of the distance from the boundary and then interpolating these values within the element. The shape functions used for interpolating the characteristic function of the boundary could be different from the shape functions used for interpolating the trial and test functions. Using distance function approximation, one can create an implicit equation for any type of curve or surface even if it is a free-form spline curve/surface. Since the distance function is computed directly from the exact geometry defined in the CAD system, it can be made as accurate as needed by increasing the order of the interpolation or increasing the resolution of the grid.

Distance functions provide a convenient method for representing individual boundaries but a typical analysis domain is defined using many boundaries. Each individual boundary is represented as a half-space with the characteristic function defined such that it has a positive value in the interior of the domain and a negative value outside. For elements that contain multiple boundaries the half-spaces represented by each boundary must be combined using Boolean operations to define the region within the element that is interior to the analysis domain. Solid models of the analysis domain can be defined using constructive solid geometry (CSG) tree [21]. In a CSG tree, solids are defined as the intersection, union, or difference between sets of points defined by the half-spaces. As an example, the Boolean tree corresponding to a boundary element that contains three boundary curves is shown in Fig. 2. The interior of the analysis domain or the solid region is defined by the CSG tree shown in the figure as the intersection of these half-spaces.

To facilitate the construction of a single implicit function that represents the result of Boolean operations between several half-spaces, step functions are used [14]. Step function of a solid is defined to have a value of 1 inside the solid and 0 outside. An approximate step function of a half-space represented by the implicit equation $\Phi(x) \approx 0$ can be defined as follows:

![Fig. 1 Analysis domain and boundary representations. (a) Conforming mesh in FEM (b) Scattered nodes in meshless methods. (c) Nonconforming structured grid methods.](image1.png)

![Fig. 2 Boundary element with multiple curves and associated Boolean tree.](image2.png)
the Boolean result can be constructed as follows. which are combined by Boolean operations. The step function of

\[ h(\Phi) = \begin{cases} 
 1, & \Phi \geq \varepsilon, \\
 1 + \frac{\Phi}{2\varepsilon}, & -\varepsilon \leq \Phi \leq \varepsilon \\
 0, & \Phi \leq -\varepsilon 
\end{cases} \]  

(1)

This step function can be used as a characteristic function to
define the half-space as \( h(\Phi) - 0.5 \geq 0 \). The approximate step function tends to the exact Heaviside step function as the step size \( \varepsilon \to 0 \). If \( \Phi_{i}, i = 1, \ldots, n_{A} \), are half-spaces that define the bound-
aries of a convex solid \( A \), then the step function of this solid can
be defined as the product of the step functions of the half-spaces because the product of step functions yield the step function of
their intersection.

\[ h_{A} = \prod_{i=1}^{n_{A}} h(\Phi_{i}) \]  

(2)

When two solids are combined using a Boolean operation, a new step function can be constructed to represent the Boolean result. Let \( h_{A} \) and \( h_{B} \) be the step functions of two solids \( A \) and \( B \) which are combined by Boolean operations. The step function of the Boolean result can be constructed as follows.

\[ H_{A\cup B} = h_{A} + h_{B} - h_{A}h_{B} \]

\[ H_{A-B} = h_{A} - h_{A}h_{B} \]

\[ H_{A\cap B} = h_{A}h_{B} \]  

(3)

In the above equations, \( H_{A\cup B} \), \( H_{A-B} \), and \( H_{A\cap B} \) represent the step functions of the union, subtraction, and intersection, respectively, of the solids \( A \) and \( B \). The step function of a solid has a value equal to 1 inside and 0 outside. The volume of the solid can therefore be computed by integrating the step function of the solid over a region \( \Omega \) in the real space that fully encloses the solid. An arbitrary function can be integrated over the volume of the solid as follows.

\[ V_{f} = \int_{\Omega} F(x,y)\, d\Omega \]  

(4)

The integral \( V_{f} \) is the volume integral of \( F(x,y) \) over a volume, \( V \), \( H_{\Omega} \) is the step function of the domain of analysis \( V \), and \( \Omega \) is an arbitrary domain that includes the volume \( V \). This method of computing volume integrals can be used to integrate the weak form over any arbitrary volume.

### 3 Implicit Boundary Method for Elliptic Boundary Value Problems

In this section, we discuss the solution structure for boundary value problems arising in steady state heat transfer and linear elasticity. The governing equation and boundary conditions for both these problems are similar, so a discussion for heat transfer problems is presented first and then extended for elasticity problems.

#### 3.1 Steady State Heat Transfer

The governing differential equation for general steady state heat transfer problem shown in Fig. 3 is given as \( \nabla \cdot (k \nabla T) + f = 0 \) in \( \Omega \) subjected to \( T = T_{g} \) on \( \Gamma_{g} \) and \( k \nabla T \cdot \hat{n} = q_{b} \) on \( \Gamma_{h} \) and the corresponding weak form is

\[ \int_{\Omega} \nabla \delta T \cdot k \nabla T \, d\Omega = \int_{\Omega} f \delta T \, d\Omega + \int_{\Gamma_{g}} q_{b} \delta T \, d\Gamma 
- \int_{\Gamma_{h}} h(T - T_{g}) \delta T \, d\Gamma \]  

(5)

In the above equation, \( \Gamma_{g} \) is the portion of the boundary with prescribed temperature while \( \Gamma_{h} \) is the portion with heat flux con-
ditions. \( \Gamma_{c} \) represents the portion with convection conditions, and \( T_{g} \) is the ambient temperature. \( h \) is the convection coefficient, \( k \) is the thermal conductivity of the material, which is assumed to be isotropic for simplicity, and \( f \) is the heat source.

In order to use a structured grid that may not have nodes along the boundary of the domain, we construct a solution structure for temperature such that the boundary conditions are satisfied exactly. Although the following discussion is provided for 2D steady state heat transfer problems, the extension to 2D linear elasticity and 3D boundary value problems is straightforward. The solution structure for temperature is constructed as

\[ T = T_{g} + D \]  

(6)

\( T_{g} \) is the grid variable defined by piecewise interpolation within the elements of the grid. \( T_{g} = DT_{g} \) and \( T_{g} \) is a boundary value function, which has the specified value of boundary condition along the boundary. The function, \( D \), referred to as the \textit{essential boundary function} is defined using the distance function of the boundary such that

\[ D = 0 \quad \text{and} \quad |\nabla D| \neq 0 \quad \text{on} \quad \Gamma_{g} \]

\[ D > 0 \quad \text{elsewhere} \]

(7)

This ensures that on the boundary \( \Gamma_{g} \), \( T_{g} = DT_{g} = 0 \) and \( T = T_{g} \). A method for constructing the essential boundary function is provided in Sec. 3.3. The function \( T_{g} \) is referred to as the boundary value function and it needs to be constructed such that on \( \Gamma_{c} \), \( T_{g} = T_{g} \). By choosing the test function \( \delta T = \delta T_{g} = DT_{g} \) such that it vanishes on \( \Gamma_{g} \) and upon substituting the solution structure into Eq. (5), we get the following modified weak form.

\[ \int_{\Omega} \nabla \delta T_{g} \cdot k \nabla T \, d\Omega + \int_{\Gamma_{g}} q_{b} \delta T_{g} \, d\Gamma 
- \int_{\Gamma_{h}} h(T - T_{g}) \delta T_{g} \, d\Gamma \]

\[ = -\int_{\Omega} \nabla \delta T_{g} \cdot k \nabla T \, d\Omega + \int_{\Omega} f \delta T \, d\Omega + \int_{\Gamma_{g}} q_{b} \delta T \, d\Gamma 
- \int_{\Gamma_{h}} h(T - T_{g}) \delta T \, d\Gamma \]  

(8)

The finite element formulation and the method for the evaluation of volume and boundary integrals are presented in a later section.

#### 3.2 Linear Elasticity

The equation governing the linear elastic problem over a domain \( \Omega \subset \mathbb{R}^{2} \) bounded by \( \Gamma \) as shown in Fig. 4 is stated as \( \nabla \cdot \mathbf{q} + b = 0 \) in \( \Omega \) subjected to \( \mathbf{\mathbf{\sigma}} \cdot \hat{n} = \mathbf{T} \) on \( \Gamma_{g} \), and \( \mathbf{u} = \hat{\mathbf{u}} \) on \( \Gamma_{g} \). Here \( \mathbf{\sigma} \) is the stress tensor, \( \mathbf{b} \) is the body force vector, \( \hat{\mathbf{u}} \) is the normal vector to the boundary of the domain, \( \mathbf{T} \) is the applied traction vector on the boundary \( \Gamma_{g} \), and \( \mathbf{u} \) is the prescribed displacement on \( \Gamma_{g} \).

The weak form for this problem using the principle of virtual work is expressed as

---

For more information and the full context, please refer to the original document. The above snippet provides a summary of the key concepts and formulations, focusing on the mathematical expressions and the method for constructing the solution structure for the given problems.
The virtual displacement and virtual strain vectors are represented in the above equation by $\tilde{\mathbf{u}}$ and $\tilde{\mathbf{e}}$, respectively. The constitutive equation relating stress and strain is expressed as $\{\mathbf{a}\} = \mathbf{C} \{\mathbf{e}\}$, where $\mathbf{e}$ is the strain expressed as a column matrix and $\mathbf{C}$ represents the stress-strain constitutive relation tensor.

Using the approach described in the previous subsection, the solution structure for displacement and virtual displacement is expressed below:

$$\mathbf{u} = \mathbf{u}_s = \mathbf{D}a + \mathbf{u}_g$$

$$\tilde{\mathbf{u}} = \mathbf{D} \tilde{\mathbf{a}}$$

In the preceding equations, $\mathbf{u}_s = \mathbf{D}a, \mathbf{u}_g$ is the grid variable that is defined by interpolating nodal values within the elements of the grid and $\mathbf{u}_s$ is the boundary value function which is a vector field whose value at the boundary is equal to the prescribed boundary conditions. $\mathbf{D}$ is a diagonal matrix such that its diagonal component $D_{ii}$ are essential boundary functions that satisfy all the properties listed in Eq. (7) on any boundary $\Gamma_i$, on which the $i$th component of displacement $u_i$ is specified. The stress and strain tensors can be decomposed in the following form:

$$\{\mathbf{a}\} = \mathbf{C} \{\mathbf{e}\} + \mathbf{C} \{\mathbf{b}\} = \{\mathbf{a}\}$$

For the 2D case, if the displacement vectors are $\mathbf{u}_s = [u_x, u_y]^T$ and $\mathbf{u}_g = [u_x, u_y]^T$, then the strain vectors can be defined as follows:

$$\mathbf{e} = \begin{bmatrix} \frac{\partial u_x}{\partial x} \\ \frac{\partial u_y}{\partial y} \\ \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} \end{bmatrix} \quad \text{and} \quad \mathbf{e} = \begin{bmatrix} \frac{\partial u_g}{\partial x} \\ \frac{\partial u_g}{\partial y} \end{bmatrix}$$

When the decomposed stress and virtual strain tensors are substituted in the weak form it takes the following form, which forms the basis of the finite element implementation presented here.

$$\int_\Omega \{\tilde{\mathbf{e}}\}^T \{\mathbf{a}\} d\Omega = \int_{\Gamma_i} \{\tilde{\mathbf{u}}\}^T \{\mathbf{T}\} d\Gamma + \int_\Omega \{\tilde{\mathbf{u}}\}^T \{\mathbf{b}\} d\Omega$$

$$- \int_\Omega \{\tilde{\mathbf{e}}\}^T \{\mathbf{a}\} d\Omega$$

3.3 Essential Boundary Function. The essential boundary function $\mathbf{D}$ must have a zero value on any boundary $\Gamma_g$ that has an essential boundary condition specified. It must be constructed such that $\nabla \mathbf{D} \neq 0$ on $\Gamma_g$ to ensure that $\nabla \mathbf{T}$ (or $\nabla \mathbf{u}$) is not constrained to be zero along the boundaries. Furthermore, it is necessary to ensure that $\mathbf{D}(x) > 0, \forall x \in \Omega$ so that $\mathbf{T}$ (or $\mathbf{u}$) is not constrained to be equal to $\mathbf{T}$ (or $\mathbf{u}$) anywhere within the domain of analysis.

A method for constructing essential boundary functions that satisfy these properties is described below.

$$\mathbf{D}(x) = \prod_{j=1}^{n_b} d(\phi_j) \quad \text{if} \quad H_{ij} < 1.0$$

$$1.0 \quad \text{if} \quad H_{ij} = 1.0$$

In the above definition, $\phi_j = 0$ is the implicit equation of the $j$th boundary on which essential boundary conditions are specified, $n_b$ is the total number of such boundaries, and $H_{ij}$ is the approximate step function of the solid region in the boundary element. The functions $d(\phi)$ are constructed as

$$d(\phi) = \begin{cases} 1, & \phi > \varepsilon \\ -\frac{\phi^2}{\varepsilon^2} + 2 \frac{\phi}{\varepsilon}, & 0 < \phi < \varepsilon \\ -\frac{\phi^2}{\varepsilon^2} + 2 \frac{\phi}{\varepsilon}, & -\varepsilon < \phi < 0 \\ 1, & \phi < -\varepsilon \end{cases}$$

Figure 5 shows the plot of $d(\phi)$, which shows that this function is defined such that it is equal to zero at the boundary $\phi=0$ and its value becomes equal to 1 outside the band $-\varepsilon < \phi < \varepsilon$. It has a non-negative value everywhere, a discontinuous nonzero slope at $\phi=0$, and has a continuous zero slope at $\phi=\pm \varepsilon$. These properties of $d(\phi)$ ensure that $D_i$ satisfies the requirements of essential boundary function listed in Eq. (7).

Note that the parameter $\varepsilon$, which defines the range over which $d(\phi)$ varies, is the same that is used to define step function $h(\phi)$ in Eq. (1) so that both $D_i$ and $H_{ij}$ reach unit values at the same distance from the boundary. In addition, when $\varepsilon \rightarrow 0$, the $D_i$ function reaches unit values very close to the boundary. This implies that for all the internal elements $D$, has a value equal to unity and therefore the stiffness matrix of these elements is exactly identical to that of traditional finite elements. Furthermore, since a regular structured grid is used here for the analysis, all internal elements are of the same shape and size and have identical stiffness matrices. Therefore, it is sufficient to compute stiffness for any one internal element and use the same for all other internal elements, thereby saving computational time.

3.4 Boundary Value Function. The boundary value function $\mathbf{T}_b$ or $\mathbf{u}_b$ must be defined such that they have a value equal to the imposed essential boundary conditions on the appropriate bound-
aries [22]. While there is no unique method for constructing boundary value function, it is beneficial to ensure that this function is a polynomial of the same order as the shape functions used for interpolating the grid variable. This can be accomplished by constructing the boundary value function by piecewise interpolation using the element shape functions. The nodal values of \( T^a \) can be interpolated similar to the grid variable \( u \) using the grid element shape functions. The boundary value function within any element is interpolated as

\[
T_a = \sum_i N_i T^a_i
\]  

(16)

In Eq. (16) \( N_i \) are the shape functions of the grid elements and \( T^a_i \) are the nodal values of \( T_a \). The main advantage of constructing the boundary value function using the same shape functions is that within the domain, the grid variable can compensate for \( T_a \) in the solution structure to better approximate the exact solution. The solution structure will not be able to accurately represent constant strains, if \( T_a \) and \( T_g \) are not constructed using the same shape functions.

The nodes of the boundary elements should be assigned nodal values of \( T_a \) such that upon interpolating these values, the resulting function will have the desired values at the boundary passing through the element. This is very easy to achieve when the assigned value is constant or even linearly varying along the boundary. The rest of the nodes that are not part of any boundary element can have any arbitrary value and therefore can be set equal to zero. Figure 6 shows a structured grid for an arbitrary analysis domain. To apply the essential boundary condition \( T = \xi \) on the portion of the boundary shown as bold, the nodal values of \( T_a \) is set equal to \( \xi \) at all the nodes shown in black color while at all other nodes the nodal values are set equal to zero. The boundary value function \( T_a \) contributes to the load computation on the right hand side of Eq. (8) for all those elements in which the gradient of \( T_a \) has a nonzero magnitude.

\[ \nabla T_a = \sum_{i=1}^{NE} \{ \phi_i \} \int_{\Omega_i} [\bar{B}] [k][\bar{T}_a] [H_a] \, d\Omega_a \]

\[ + \sum_{i=1}^{NBE} \{ \phi_i \} \int_{\Gamma_i} [\bar{N}] [h][\bar{T}_a] \, d\Gamma \]

\[ = \sum_{i=1}^{NE} \{ \phi_i \} \int_{\Omega_i} [\bar{B}] [k][\bar{T}_a] [H_a] \, d\Omega_a \]

\[ + \sum_{i=1}^{NBE} \{ \phi_i \} \int_{\Gamma_i} [\bar{N}] [h][\bar{T}_a] \, d\Gamma + \sum_{i=1}^{NBE} \{ \phi_i \} \int_{\Gamma_i} [\bar{N}] \frac{\partial h}{\partial n} \, d\Gamma \]

\[ = \sum_{i=1}^{NBE} \{ \phi_i \} \int_{\Gamma_i} [\bar{N}] \frac{\partial h}{\partial n} (T_a - T_a) \, d\Gamma \]  

(17)

In the above expression, all the known quantities are moved to the right hand side and the unknown quantities are placed in the left hand side. \( NE \) is the total number elements in the grid and \( NBE \) is the number of boundary elements. The first term on the right hand side is the contribution to the load due to applied essential boundary conditions. Very small value for the range parameter \( e \) implies that the \( D_i \) function has very large gradients near the boundary. This requires special treatment for evaluating the stiffness matrix of the boundary elements that contain a boundary on which an essential boundary condition is applied. The following discussion illustrates the method for the computation of stiffness matrix for these elements using 2D heat transfer problem as an example and the corresponding boundary is shown in Fig. 7.

4 Finite Element Formulation

A finite element formulation is constructed by using the solution structure explained above in the weak forms. The grid variables are interpolated within each element using typical finite element shape functions that are based on Lagrange interpolation of the nodal values.

4.1 Steady State Heat Transfer. The nodal degrees of freedom for temperature are interpolated as \( T_g = [N_1, \ldots, N_N] \times [T_{g1}, \ldots, T_{gN}]^T = [N][T_g] \) where \( N_i \) are the shape functions used for the interpolation with the elements. The homogeneous part of the solution is therefore \( T_g = D[N][T_a] \), where \( D \) is the essential boundary function. The boundary value function is constructed as \( T_a = [N_1, \ldots, N_N][T_{a1}, \ldots, T_{aN}]^T = [N][T_a] \). The gradients of temperature, which are used in the weak form, are constructed as

\[
\nabla T_a = \left[ \begin{array}{c} \frac{\partial N_1}{\partial x} \\ \vdots \\ \frac{\partial N_N}{\partial x} \\ \frac{\partial N_1}{\partial y} \\ \vdots \\ \frac{\partial N_N}{\partial y} \end{array} \right]
\]

and

\[
[\bar{B}] = \left[ \begin{array}{cccc} D & \cdots & D & \frac{\partial N_1}{\partial x} \\ \vdots & \ddots & \vdots & \vdots \\ D & \cdots & D & \frac{\partial N_N}{\partial x} \\ \frac{\partial N_1}{\partial y} & \cdots & \frac{\partial N_N}{\partial y} \end{array} \right]
\]

(19)
Using the above decomposition, the stiffness matrix becomes the following:

\[
[K_s] = \int [B_2] \cdot [C] \cdot [B_2] H_i d\Omega + \int [B_2] \cdot [C] \cdot [B_1] H_i d\Omega + \int (\vec{B}_1)^T [C] \cdot \vec{B}_1 H_i d\Omega
\]

\[
K_s = [K_3] + [K_2] + [K_1]
\]

(20a)

(20b)

Considering the \([K_2]\) matrix alone and expanding the terms, we get

\[
[K_2] = \int [B_2] \cdot [C] \cdot [B_2] H_i d\Omega\]

(21)

Any \((i,j)\)th term of \([K_2]\) matrix can be written as

\[
K_2(i,j) = \int [B_2] \cdot [C] \cdot [B_2] d\Omega
\]

(22)

Figure 7 shows the boundary of the domain within an element. The value of the essential boundary function varies from 0 to 1 over a narrow band near the boundary. When the parameter \(e \ll 10^{-5}\), it can be assumed that the element shape functions \(N_i\)'s are constant within the width of this narrow band. However, along the boundary, the shape functions vary. So, the integral shown in Eq. (22) can be rewritten as

\[
K_2(i,j) = \int [B_2] \cdot [C] \cdot [B_2] d\Omega
\]

(23)

Where \(d\Omega\) is an infinitesimal increment in a direction normal to the boundary. In Eq. (23), the volume integral corresponding to the stiffness is converted into a surface integral term. The term \(A_{1D}\) is an integral of the square of the magnitude of \(\nabla D\) over the narrow band. This term \(A_{1D}\) can be evaluated analytically and is constant along the curve of the boundary. Similarly all terms in \([K_3]\) matrix involve a combination of \(D\) function and its gradient and can be rewritten as surface integrals. Upon multiplying and expanding the \([K_3]\) matrix, any \((i,j)\)th term of \([K_3]\) matrix can be written as

\[
K_3(i,j) = \int [B_3] \cdot [C] \cdot [B_3] H_i d\Omega + \int [B_3] \cdot [C] \cdot [B_1] H_i d\Omega + \int \vec{B}_1 \cdot [C] \cdot \vec{B}_1 H_i d\Omega
\]

(24)

Equation (24) can be written as surface integral containing terms involving area integrals of \(D\) and its gradient function.
The implicit boundary finite element method described in this paper was implemented by modifying a traditional finite element program. The shape of the analysis domain was defined using distance functions constructed directly from geometric/solid models. These distance functions, which are implicit equations of the boundary, were used for constructing the solution structure and for the computation of the stiffness matrix and load vectors. In this section we present few of the examples that were used to validate this approach. The first example is a plate under constant heat flux. While the problem itself is trivial, it is an important example that illustrates a few important aspects of the implicit boundary finite element method. One could think of this example as being equivalent to the patch test used for nonstandard finite elements to verify whether they satisfy completeness condition. However, unlike in the patch test, only structured grids are used for the analysis consistent with our objective of eliminating the need for conforming mesh that requires distorted elements.

**Example 5.1.** A rectangular region of dimensions $1.0 \times 0.5$ m$^2$ is subjected to a constant heat flux of 100 W/m$^2$ and is modeled as in Fig. 8. The conductivity of the plate $k$ is assumed to be 1.0 W/m°C. The left end of the plate is set at a constant temperature of 0°C. Since the heat flux is constant, temperature distribution is linear along the length of the plate and this problem can be modeled using a single four node bilinear finite element using the traditional approach. However, using implicit boundary method and its nonlinear solution structure it is not obvious that a single element can, in fact, provide a reasonable solution. To study this aspect, first, a model consisting of a single four node quad element was constructed for analysis using the implicit boundary approach.

The essential boundary function $D$ is constructed such that the value of $D$ is equal to zero on the left edge so that the temperature is fixed along this edge. Since only homogeneous boundary conditions are applied, the boundary value function $T_B$ is set equal to zero over the entire domain.

The analytical solution for this simple problem is a linear temperature field with a constant heat flux of $q_x = 100$ W/m$^2$ in the $x$ direction and $q_y = 0.0$ W/m$^2$ in the $y$ direction. The temperature varies linearly from zero to the maximum temperature of $T_{max} = 100$°C in the $x$ direction. Figure 9 shows the analytical solution and the numerical solution obtained using implicit boundary method for various values of the range parameter $e$ used in computing $D$. The value of this parameter was varied from 1.0 to 0.0001 to study its effect on the accuracy of the computed temperature. Since this parameter determines the range over which the essential boundary functions vary nonlinearly from 0 to 1, large values of this parameter cause large errors. As the value of the range parameter is reduced, the nonlinearity of the solution is restricted to a small region and the results obtained are closer to the theoretical results. For values equal to or less than 0.001 the error within the element was found to be negligible. For the rest of the examples in this paper, $e = 1.0 \times 10^{-3}$ was used.

**Example 5.2.** The convergence behavior of the implicit boundary finite element method is studied using the example of a hollow cylinder subjected to temperature boundary conditions. This problem has been selected because an analytical solution is known, which can be used to determine the error in the computed solution. The inner surface has a fixed temperature of $T_0 = 30$°C while the outer surface has a fixed temperature of $T_1 = 50$°C. Symmetry of the geometry is exploited to model only a quarter of the cylinder, as shown in Fig. 10, with the heat flux set equal to zero at the two symmetric edges. The analytical solution for this problem is $T = T_0 + [(T_1 - T_0)/\ln(r/R_0)]\ln(r/R_0)$. Three grids with varying densities as shown in Fig. 11 are considered for analyzing this model. The computed temperature distribution in the radial direction is plotted in Fig. 12. The percentage errors along the radial direction for each grid are plotted in Fig. 13. It can be seen that the solution obtained by our method converges to the analytical solution as the grid density is increased.

**Example 5.3.** This example involves the convergence study of four node quadrilateral elements in our method and its comparison with traditional FEM. A cantilever beam of length $2.54 \times 10^{-2}$ m (1.0 in.) and of thickness $5.08 \times 10^{-3}$ m (0.2 in.) is fixed at the one end and a uniform shear load of $-6.894757 \times 10^6$ Pa...
(−1000 psi) is applied at the other end. Since the beam is very short, shear locking is not an issue and shear energy is not negligible as assumed in Bernoulli beam theory. The exact solution for this problem is the Timoshenko beam solution [23] shown in Eqs. (31a)–(31c) and a typical structured grid used for analysis is shown in Fig. 14. The geometry of the beam is very simple and therefore one could have used a conforming grid for this analysis. However, to study the convergence properties with nonconforming elements, a grid that extends beyond the geometry of the beam is used.

Exact solution for Timoshenko beam:

\[ u = -\frac{Py}{6EI} \left( 6L - 3x \right) x + \left( 2 + \nu \right) \left( y^2 - \frac{1}{4} D^2 \right) \]  
\[ v = \frac{P}{6EI} \left[ 3 \nu y^2 (L - x) + \frac{1}{4} (4 + 5\nu) D^2 x + (3L - x) x^2 \right] \]  

\[ \sigma_x = \frac{P}{I} (L - x) y, \quad \sigma_y = \frac{P}{2I} \left( \frac{D^2}{4} - y^2 \right), \quad \sigma_z = 0 \]  

The \( L_2 \) error norm and energy error norms are defined in Eqs. (32a) and (32b) where \( u, \varepsilon, \) and \( \sigma \) represent displacement, strain, and stress, respectively, while the superscript \( e \) represents exact solution and \( h \) represents approximate solution.

\[ ||L_2|| = \left( \int_\Omega \left( u^e - u^h \right)^T \left( u^e - u^h \right) d\Omega \right)^{1/2} \]  
\[ ||E|| = \left( \frac{1}{2} \int_\Omega \left( \sigma^e - \sigma^h \right)^T \left( \sigma^e - \sigma^h \right) d\Omega \right)^{1/2} \]  

The \( L_2 \) error norm and energy error norms are computed for various grid densities and shown in Figs. 15 and 16, respectively. The plots are shown in a log scale, where the y-axis represents the error norm and the x-axis represents the number of nodes in the model. We can see that the convergence behavior of the four node quadrilateral (Q4) elements using implicit boundary method is comparable to that of Q4 elements using traditional FEM. Figure 17 shows that the analysis time taken using the implicit boundary finite element method (shown as IBM Q4) is smaller when compared to the analysis time for FEM. This is due to the fact that, the stiffness matrix need not be computed for each internal element when implicit boundary method is used because all internal ele-
ments have the same stiffness matrix, whereas for FEM the stiffness matrix has to be computed separately for each element in the mesh.

Example 5.4. A support bracket with a riblike reinforcement, shown in Fig. 18, is clamped on one end while the other end is subjected to pressure in the $Y$ direction. The magnitude of the pressure applied is $6.895 \times 10^6$ Pa ($1000$ psi). Young’s modulus is assumed to be $2.068 \times 10^{11}$ Pa ($30 \times 10^6$ psi) and Poisson’s ratio equal to $0.3$.

A solid model for this structure was created using commercial solid modeling software and was used to construct the implicit representation of the geometry using distance functions. The results of this structural analysis obtained using eight-node hexahedral element and implicit boundary method (shown as IBM H8) are compared with the solution obtained by FEM (ABAQUS FE H8). Eight-noded hexahedral elements are used for the grid as well as for the finite element mesh. Convergence analysis for this problem is performed by computing strain energy for a series of models with varying grid/mesh densities. The results are plotted in Fig. 19. The plot is shown on a semilog scale, where the $x$-axis represents the number of nodes and the $y$-axis represents the strain energy. The strain energy is computed by the following formula.

$$ e = \sum_{N_e} \frac{1}{2} (\mathbf{e} \cdot \mathbf{e}) dV $$ (33)

When the number of nodes is made larger both methods converge to the same solution. The plots for bending stresses computed using implicit boundary finite element method (IBM H8) are shown in Fig. 20 while the plot of bending stress obtained using FEM is shown in Fig. 21. The stress distribution obtained using both methods is identical and the corresponding maximum and minimum values match closely.

6 Conclusions

In this paper, a method for applying essential boundary conditions using implicit equations of the boundary is discussed that enables finite element type analysis using a nonconforming structured grid. The primary motivation for the method is the desire to eliminate the mesh generation process and use the solid model itself to represent the geometry instead of using a conforming mesh to approximate it. Generating a uniform structured grid that encloses the geometry is a very straightforward process. The method holds the potential to enable design engineers to perform analysis directly using solid models instead of first generating a mesh and then applying boundary conditions on the mesh. The internal elements are identical to each other and therefore have the
same stiffness matrix. This provides computational efficiency compared to traditional FEM. Boundary element methods (BEMs) have been developed that are highly efficient for linear problems but no comparison has been made in this paper with BEM. Several numerical examples were solved, which demonstrate that the accuracy and convergence capabilities of the implicit boundary method are comparable to the traditional FEM. The method for applying boundary conditions here can be used with any interpolation or approximation scheme. Even though some meshless approximation methods [24] provide Kronecker’s delta property, most of these schemes as well as B-spline approximations lack this property. The implicit boundary method presented in this paper can be used with any of these approximation schemes to apply boundary conditions. In problems involving localized high stress gradients (or stress concentration) it is beneficial to have smaller elements in that neighborhood to provide higher resolution. This requires localized grid refinement while maintaining continuity of the displacements. A solution structure that enables such local refinement is currently being developed and will be the subject of a future paper.
Acknowledgment

The authors would like to acknowledge support from Air Force Research Laboratory, Munitions Directorate and the Department of Mechanical and Aerospace Engineering at the University of Florida.

References